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P R E A M B L E

This report was written during a visiting research stay done during May and August of 2019 in the University of Saskatchewan under

the supervision of Dr. Maxym Chaban of the Department of Economics and Act. Edgar Díaz Ordoñez of the Faculty of Science,

UNAM. Our work intends to understand which are the factors and weights that determine sovereign ratings of emerging markets

economies through two econometric approaches, linear regression for panel data and ordinal logistic regression. Sovereign ratings

are opinions on the issuers capacity and willingness, in this case a country, to meet its �nancial commitments as they come due.

We use economic, external and �scal indicators and include variables that have not been analyzed previously, like the Exchange

Regime and the General Government Gross Debt. In the same spirit we use a larger panel in contrast with existing literature. A

larger panel provides more robustness and allow us to o�set the model’s sensibility to the unspeci�ed changes in the methodology

of rating agencies to asses sovereign ratings. We focus on the estimation process and we explain the theoretical framework for

each model. We compare the various alternatives and do statistical tests to validate which model is more appropriate and

why. We analyze the results by identifying the signi�cant macroeconomic variables based on the level of signi�cance and the

Akaiken Information Criterion (AIC) to understand which are the ones that in�uence the regression the most. We will identify the

di�erences among both techniques and identify if results vary much from one to another.

Chapter I gives a brief introduction into what are sovereign ratings, the role rating agencies have in the modern �nancial

ecosystem , and a literature review. Chapter II explains the sample selected and the intuitive relationships between the selected

explanatory variables and the ratings. Chapter III covers the theoretical framework and results for the linear regression model,

using OLS for the pooled sample, Fixed E�ects and Random E�ects. Chapter IV covers the same regression approach, but now

treating the response variable as a discrete ordered variable. We use the proportional odds model for the pooled sample, and

utilise as well Fixed and Random E�ects. Chapter V makes the �nal analysis and comparison between the two approaches,

we identify the most signi�cant economic variables and establish further work. All �gures, tables, de�nitions and references are

displayed in bold typography.
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CHAPTER I

SOVEREIGN CREDIT RATINGS

1.1 What are Credit Ratings

Credit rating agencies have become an essential component

in the contemporary �nancial system. Their opinions are for

investors as vital as the transmission to a motor vehicle. Credit

ratings are opinions about credit risk. They re�ect the ability

of an issuer, such as a corporation, a state or local government

to meet its credit obligations in time and form. Issued by rating

agencies, each one has its own methodology that incorporate

�nancial, economic and management or governance factors in

measuring creditworthiness.

Investors and other market participants may use the ratings

as a screening device to match the relative credit risk of an

issuer or individual debt issue with their own risk tolerance or

credit risk guidelines in making investment and business deci-

sions. Agencies communicate their opinions based on a letter

based scale, where the highest rating is commonly regarded as

‘AAA’, and ‘D’ or ‘SD’ as the poorest grade. Table (1.1) shows

the rating scale system Standard and Poors uses for sovereigns

and corporate issues. Rating agencies may change their rat-

ing on an issuer or issue if signi�cant changes occur and may

be broadly related to overall shifts in the economy or busi-

ness environment or more narrowly focused on circumstances

a�ecting a speci�c industry, entity, or individual debt issue.

De�nition 1.1.1. Sovereign Credit Ratings : Sovereign credit

ratings are opinions on the issuer’s (nation, country or indepen-

dent state) capacity and willingness to meet its �nancial com-

mitments as they come due. In contrast with corporate ratings,

the rating agencies include macroeconomic, �nancial and gov-

ernance factors to evaluate the sovereign’s performance and

measure the risk of the country defaulting or not. Govern-

ments generally seek credit ratings to ease their own access

(and the access of other issuers domiciled within their bor-

ders) to international capital markets, where many investors,

particularly U.S. investors, prefer rated securities over unrated

securities of apparently similar credit risk.

The number of countries that have been graded has grown

remarkably in the past 20 years. In 1995, forty nine countries

had been graded, mostly strong and developed nations from

Europe, North America and Asia. According to Standard &

Poor’s Global Ratings 1 the agency maintained 132 sovereign

ratings, 68% of the world’s countries. For the purpose of
12017 Annual Sovereign Default Study And Rating Transitions.

https://www.spratings.com/documents/20184/774196/2017+
Annual+Sovereign+Default+Study+And+Rating+Transitions.pdf

1

https://www.spratings.com/documents/20184/774196/2017+Annual+Sovereign+Default+Study+And+Rating+Transitions.pdf
https://www.spratings.com/documents/20184/774196/2017+Annual+Sovereign+Default+Study+And+Rating+Transitions.pdf


CHAPTER I. SOVEREIGN CREDIT RATINGS 1.2. RATING AGENCIES

Table 1.1: Standard and Poor’s Sovereign rating scale

Rating De�nition
AAA Highest credit rating assigned by S & P.
AA Very strong capacity to meet its �nancial commitments. It di�ers from the highest-

rated obligors only to a small degree.
A Strong capacity of payment but is somewhat susceptible to the adverse e�ects of

changes in circumstances and economic conditions.

IN
V

ES
T

M
EN

T
G

RA
D

E

BBB Adequate capacity to meet its �nancial commitments, however, adverse economic
conditions more likely to weaken its credit pro�le

BB Sovereign faces major ongoing uncertainties and exposure to adverse business, �-
nancial, or economic conditions could lead to the obligors inadequate capacity to
meet its �nancial commitments.

B An obligor rated B is more vulnerable than the obligors rated BB, but the obligor
currently has the capacity to meet its �nancial commitments.

CCC Dependent upon favourable business, �nancial, and economic conditions to meet
obligations.

CC Highly vulnerable. The CC rating is used when a default has not yet occurred but
default is a virtual certainty, regardless of the anticipated time to default.

SP
EC

U
LA

T
IV

E
G

RA
D

E

SD
and D

A ‘D’ rating is assigned when S&P believes that the default will be a general default
and that the obligor will fail to pay all or substantially all of its obligations as they
come due. An SD (selective default) rating is assigned when the obligor has selec-
tively defaulted on a speci�c issue or class of obligations but it will continue to meet
its payment obligations on others in a timely manner.

Additional (+) or (-) are allocated from the ‘AA’ rating and below to show relative standing, with ‘A+’ being better than ‘A’ or ‘A-’

this study, we will focus on long-term bonds issued on For-

eign Currency. Since we are focusing on developing economies,

which generally seek for foreign capitals for �nancing structural

projects, long-term debt is usually the benchmark in interna-

tional markets, and it is also the reference in the literature.

1.2 Rating Agencies
Sovereign Ratings are issued by certi�ed institutions which spe-

cialize in analysing the �nancial and economic prospects as well

as the terms and conditions of the debt security of a sovereign

or corporate entity. This institutions are known as Credit Rat-

ing Agencies (CRAs). The issuer shares with the rating agency

information and historical data, which sometimes it is not en-

tirely public, and in exchange for a fee, the rating agency will

evaluate and measure the risk of default on the issuers obli-

gation. After the initial assessment, the agency will carry out

continuous surveillance and if needed will make corrections to

the rating, based on new economic developments or structural

changes on the issuer’s management or composition.

The main rating agencies are

• Moody’s (Est. 1909)

• Standard and Poor’s (Est. 1906)

• Fitch (Est. 1914)

Colloquially known as "The Big 3", the New York-based cor-

porations monopolize almost the entire market. They have

been surrounded by controversy [11], [12], [18], [32] regarding

their performance in �nancial crisis, con�icts of interest accu-

sation since they became publicly traded companies and their

role in general in the modern �nancial ecosystem.

Rating Agencies are criticized for reacting to events rather

than anticipating them [35]. One example is Mexico’s eco-

nomic crisis of 1994-1995. The December devaluation of the

2



1.2. RATING AGENCIES CHAPTER I. SOVEREIGN CREDIT RATINGS

peso rocked hard the �nancial markets, but S& P had a rat-

ing of ‘BB+’ with a positive outlook on the sovereign’s note.

CRAs played a crucial role in the Housing crisis in 2007-2008.

All the major agencies failed to estimate the default risk on

mortgage-backed securities (MBS) and collateralized debt obli-

gations (CDO). The 2007 crisis is considered the worst �nancial

cataclysm since the Great Depression. After the dust had set-

tled, people started wondering how the global economic came

so close to an imminent collapse, which had disastrous conse-

quences practically in all the world, even a decade later.

Ana K. Barnett-Hart, a Harvard undergraduate student

made a recompilation of the events and analysis of the secu-

rities that triggered the catastrophe, and noted that the fail-

ure of the rating agencies to detect the imminent default of

CDO contributed largely to the "snow ball" e�ect that whipped

out one trillion US dollars from �nancial markets. The most

disturbing and comprehensible fact was that most of the se-

curities marked down where given a ‘AAA’ rating, the highest

possible, and it remained like that for days as the meltdown

started to unravel. Investors came to rely almost exclusively on

ratings to assess CDO investments. Moody’s and Standard and

Poor’s accounted for almost 90% percent of the CDO deals,

while Fitch’s role was substantially lower. The combined rev-

enue of the "Big Three" agencies doubled from 2002 from less

than 3 billion USD to more than 6 billion in 2007 prior to the

collapse [7] p. 17.

” Problems with CDO ratings rapidly developed as the rating

agencies came under enormous pressure to quickly crank out

CDO ratings and the market exploded faster than the number

of knowledge of analysts. “

Her work was groundbreaking and earned her an award for

the best undergraduate paper at Harvard that year. The thesis

explained everything with so much detail and clarity, it helped

lawmakers to comprehend what precisely had happened, and

was used in Congressional Hearings by the US Senate [11] when

interrogating the major banks and rating agencies in 2008. It

also served as inspiration for Michael Lewis’s book "The Big

Short", which narrates how just a few hedge fund managers

bet on the collapse of the housing market, and how almost

the entirety of the market was unaware of the looming catas-

trophe. Lewis personally credited the student for her work,

and admitted that if it wasn’t for her, not even he could have

comprehended entirely the events and factors that lead to the

debacle. On a curious note, Barnett-Hart went after gradua-

tion to work for Morgan Stanley and later to Goldman Sachs,

two of the investment banks that where implicated as respon-

sible for the collapse and came under public scrutiny precisely

because of her work.

In the aftermath of the crisis, the rating agencies came un-

der �re again when in 2010 and 2011 the agencies relegated

Greece, Portugal and Ireland to the Speculative Grade, an ac-

tion which EU o�cials say accelerated a burgeoning European

sovereign-debt crisis [18]. In January 2012, amid continued eu-

rozone instability, S& P downgraded France and Austria from

the ”excellence grade “, stripping them from the ‘AAA’ rat-

ing. The same thing happened later that year, when Standard

and Poor’s downgraded the U.S. sovereign rating from ‘AAA’ to

‘AA+’ alleging large amounts of debt and an unbalanced bud-

get. The downgrade brought hard criticism over the agency

once again, since many o�cials claimed it was a retaliation for

the recent scrutiny CRAs came under because of the 2007-

2008 �asco. Immediate decline on stock and �xed income mar-

kets followed, with the major U.S. stocks index falling 5%-7%,

and the U.S. Treasury bonds rose (paradoxically since it was

the subject of the downgrade), signalling investors �ight to safe

assets. deHaan showed that the �xed income market partici-

pants reduced their use of credit rating agencies after the crisis,

and that the performance of the ratings improved during and

after the crisis, consistent with the CRAs positively responding

to public criticism and regulatory pressures [12]. One of the

main issues with the ratings, beside of ethical arguments or

3
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con�ict of interests, is the fact that the models and criteria are

not publicly known. CRAs don’t communicate explicitly how

their models work, how they are calibrated or what factors

are the ones that matter the most. They communicate the

change of ratings with some insight and commentaries on the

reasoning preceding the action, yet the criteria is not com-

pletely clear. Since market participants don’t rely blindly on

credit ratings like before, and the lack of not knowing what

the rating agencies value more when taking an action is al-

ways present, it is of interest for investors and governments to

identify these unknown factors to avoid short term impact if a

downgrade or negative outlook on their sovereign notes takes

place, and to lower costs of �nancing if the grade gets better.

For better or for worse, Rating Agencies are still well ce-

mented as key players in �nancial markets, and ratings are

sometimes the most pragmatic way to understand and com-

pare opportunity costs and risks for foreign investors . On the

contrary position, without a rating, it is practically impossi-

ble for an issuer to be taken seriously or to attract external

capitals. Their work saves millions in information costs and re-

sources for investors, and although their reputation has been

damaged, their performance may have improved as an e�ort

of regaining the market’s con�dence. Developing economies

however, are more dependent on the CRAs opinion if they

want to have a broader access into international capital mar-

kets and to catch the attention of institutional investors.

1.3 Emerging Markets: In
Search for Happiness (or
Investment Grade)

Emerging markets are characterized primarily by the high de-

gree of volatility and their transitional character, with transi-

tions occurring in economic, political, social and demographic

dimensions. EM’s capability to attract private capital �ows and

to integrate themselves into the globalized �nancial markets

depends at some degree on the ratings given by the agencies

[31]. High ratings help mitigate borrowing costs and enhance

economic growth, at least in theory. Institutional investors still

rely heavily on the agencies opinion when it comes to explore

attractive returns in the �xed income market, specially if the

risk tolerance for the seeker is bounded. As an example, pen-

sion funds around the globe follow strict rules, given the na-

ture of their operations, that limits their investments of credit

instruments solely to assets that have been graded by rating

agencies. The Mexican pension funds (AFORES) are responsible

for approximately 200 billion US dollars of worker’s savings as

of June 2019. The National Commission for Retirement Savings

(CONSAR) stipulate on their regulation that each fund can only

acquire debt instruments that have been previously rated by

at least two rating agencies, and that it has to oblige with cer-

tain limit thresholds on their portfolio depending on the rating

of the security itself consar.

The need of being able to replicate the models or at least

identify the indicators used by the agencies is of big impor-

tance to developing economies, since these countries want in-

crease their role in international �nancial markets, but not at

exorbitant costs. Here’s where the Investment Grade comes

in place. The term “investment-grade” historically referred

to bonds and other debt securities that bank regulators and

market participants viewed as suitable investments for �nan-

cial institutions. Now the term is broadly used to describe

issuers and issues with relatively high levels of creditworthi-

ness and credit quality. In contrast, the term “non-investment-

grade,” or “speculative-grade,” generally refers to debt securi-

ties where the issuer currently has the ability to repay but faces

signi�cant uncertainties, such as adverse business or �nancial

circumstances that could a�ect credit risk. In S&P long-term

rating scale, issuers and debt issues that receive a rating of

‘BBB-’ or above are generally considered by regulators and

market participants to be investment grade, while those that

receive a rating lower than ‘BBB-’ are generally considered to

4
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be speculative grade. 2

Empirical work by Jaramillo and Tejada show that transition-

ing to a Investment Grade rating is more valuable than any

other movement among the scale. Econometric results indi-

cate that reaching investment grade lowers sovereign spreads

by 36%, compared to a 5-10 % reduction in spreads follow-

ing rating upgrades within the investment grade classes, and

no impact for movements within the speculative grade asset

class, ceteris parabus [26]. Translated into basis points, this

implies that the spreads of a ‘BBB-’ rated country woul be

a 160 basis points lower than those of a ‘BB+’ rated country

with spreads of 440 points. Developing economies get a huge

break when achieving the covet Investment Grade, but are

under additional pressure to maintain there sovereign ratings

there, since a downgrade can lead to meaningful adverse im-

pact in spreads, exchange rate and local issuers. Markets rely

on the information provided by rating agencies, but are closely

monitoring other indicators looking for possible delays in rating

changes. That implies that investment grade countries have a

little more leeway, but will nonetheless be punished some vari-

ables or factors changes dramatically.

1.4 Literature Review
Various studies have tried to identify the factors and weights

CRAs model to assign sovereign ratings.Cantor and Packer [9]

is one of the earliest works attempting to asses the relevance

of six macroeconomic variables using ratings by Standard &

Poor’s and Moody’s. This study is a cross-section analysis of

49 countries, both developed and emerging economies, utiliz-

ing linear regression to identify their signi�cance. The variables

were per capita income, GDP growth, in�ation, external debt,

level of economic development and default history. They found

that sovereign yields tend to rise when ratings worsen, re�ect-

ing the rise in default premium . Reisen, Von Maltzan, and

2Guide To Credit Rating Essentials. https://www.spratings.com/
documents/20184/760102/SPRS_Understanding-Ratings_GRE.pdf/
298e606f-ce5b-4ece-9076-66810cd9b6aa

Larraín analysed the relationship between bond spreads and

ratings, and how one in�uence the other and vice versa using

simultaneous equations. Similar to the work done by Jaramillo

and Tejada, which analyses the impact of having the invest-

ment grade as previously mentioned, both works found that

the level of external debt is signi�cantly more important to

developing countries. As well, the growth rate plays a central

role [26], [35].

Afonso was one of the pioneers in the use of panel data

and logistic and exponential transformations for the ratings.

Empirical results show that negative actions increase negative

impacts on international markets, and boosts downhill cycles

for the sovereign in the short term. Also he found that the

economic factors in determining the sovereign ratings are dis-

tinct in developing and developed countries. They also propose

using exponential and logarithmic scale for the ratings as an

alternative to the classic linear scale . The more relevant eco-

nomic variables in his study are GDP per Capita, External Debt

to Exports, level of economic development, default history, real

growth rate and in�ation rate [2]. Gültekin-Karaka, Hisarcık-

lılar, and Öztürk used Moody’s data for 93 countries from 1999

to 2010 using ordered probit with two random e�ects model,

one for developed and one for undeveloped economies. Their

results show that rating agencies are biased toward advanced

economies, and lower ratings go to low income countries. Their

model incorporates economic and external indicators, but also

include dummy variables for the level of income and if the

country is an OECD member or not [20].

Lastly, in one of the more recent works, Erdem and Varli

use panel data OLS with AR(1) disturbances and ordered pro-

bit with random e�ects. Using quarterly data ranging from

2002 to 2011 for 8 developing economies, they found that the

signi�cant indicators are GDP per Capita , Budget Balance /

GDP, Governance Indicators and Reserves. They found an ac-

curacy rate for predictions of 93% within a four notch interval

[14].
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CHAPTER II

DATA AND SAMPLE SELECTION

Table 2.1: Emerging-Markets Economies: Ratings and Region

Country Region Highest
Rating

Lowest
Rating

Argentina Lat Am BB- SD
Brazil Lat Am BBB- B
Colombia Lat Am BBB- BB
Mexico Lat Am BBB+ BB
Venezuela Lat Am BB- SD
Egypt ME / AF BBB- B
South Africa ME / AF BBB+ BB
Turkey ME / AF BBB B-
Russia CEE BBB+ SD
China Asia Paci�c AA- BBB
India Asia Paci�c BB- BB+
Indonesia Asia Paci�c BBB- CCC+
Malaysia Asia Paci�c A- BBB-
Pakistan Asia Paci�c B+ CCC+
Phillipines Asia Paci�c BBB BB-
Thailand Asia Paci�c BBB+ BBB-

The sample that will be used to specify the models, consists

of 17 annual observations from 2000 to 2016 of 16 countries cat-

aloged as “Emerging-Markets Economies” by Standard & Poor’s

with the indicative ratings acting as response variables and 9

macroeconomic fundamentals as explanatory variables. The

sovereigns subject to the study are:

Each country belongs to one of the following regions:

• Latin America with 5 countries (Lat AM)

• Middle Eats and Africa with 3 countries ( ME / AF)

• Central and Eastern Europe with 1 countries(CEE)

• Asia Paci�c with 7 countries

There is no strong link among the seventeen sovereigns, but

many of them share particular characteristics. For example,

they tend to have more modest wealth and weaker institutional

frameworks than more advanced economies [38]. We will use

sovereign ratings from Standard and Poor’s since it is more �ex-

ible and easier to obtain historical series than the other major

rating agencies. Cantor and Packer [10] found that there is

some discrepancies among the ratings of Moody’s and S&P es-

pecially on low end ratings, suggesting that such disagreements

owe much to the subjectivity of many aspects of sovereign risk

measurement and the relative youth of the sovereign rating

business. Nonetheless, this paper was published in 1995 and

the number of sovereigns has almost tripled since then.

De�nition 2.0.1. Panel Data: Panel data consists of observa-

tions of individual i = 1, . . . , N along time t = 1, . . . , T on the

response and explanatory variables. This format combines the

times series with cross-sectional structure, providing more in-

formation about the individuals, but also presenting high time

correlation. If the regression consist of K regressors, then the
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(a) Sovereign Ratings for Emerging Markets by Year (b) Sovereign Ratings for Emerging Markets by Country

Figure 2.1: Sovereign Ratings Distribution for the Selected Sample

matrix of covariables X will be of dimension NT × K . This

structure is also referred as longitudinal data. We will model

the sovereigns ratings through a selection of 9 variables that

we believe are considered in the models of the rating agencies

and that have been previously used in the literature [9], [14],

[35]. Early work consisted in analyzing with cross-sectional ob-

servations. Afonso [2] was one of the pioneers in the use of

panel data and logistic and exponential transformations for the

ratings.

The main di�erence between those studies and this one is

that we propose a large panel data, considering annual ob-

servations of 17 years, for 16 countries. We believe this will

provide with more robustness and degrees of freedom when it

comes to obtain consistent estimates. We also propose di�er-

ent macroeconomic variables, such as the Exchange regime,

the General Government’s gross debt and the International

Reserves. There are no observations missing for either the

macroeconomic variables or the ratings, hence we have what

is considered a Balanced Panel. Originally, the following coun-

tries were considered to be part of the sample: Saudi Arabia,

Qatar, Poland and Hungary, however there is no public avail-

able information on some external indicators, so they were

excluded since they couldn’t be integrated into the models.

2.1 Response Variable

Rating agencies allocate complementary symbols to the rating,

(+) and (-) in the case of S&P, to distinguish economies among

others with the same grade, which provides a more re�ned

credit pro�le of the sovereign. Although in most of the liter-

ature, the rating is taken with the additional classi�er, for the

purpose of this study, the ratings will be considered only at

the indicative level. The reasoning behind this is that, accord-

ing to the public methodology S&P uses to rate sovereigns1,

there’s in most cases, an additional adjustment, based mostly

of qualitative attributes speci�c to each nation, that leads to

a �nal rating one or two notches above, or below, the initial

assessment. The ratings interpretation for this work will be

built on exclusively of quantitative public information, such as

economic, external and �scal indicators, so restricting the lev-

els of the ratings, is expected to provide more precision to the

models’ results.

De�nition 2.1.1. Response Variable We will consider as the

response variable yit the sovereign rating the i-th country had

at t year’s end, so movements amidst the annual interval are

not taken into account.

1https://www.standardandpoors.com/en_US/web/guest/
article/-/view/sourceId/8950072
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The distributions of the ratings in the sample can be ap-

preciated in Figure (2.1). We can observe the change in the

proportions of the ratings in the sample as time went by in

Figure (2.1a) The ‘AAA’ rating is omitted since no EM country

has achieved it. From 2000 to 2008, the sovereign’s major-

ity did not have the Investment Grade, (’BBB’ or higher), but

the proportion kept increasing every year, except from 2014 to

2015. The year with the most lower ratings is 2002, with In-

donesia and Venezuela rated ’CCC’ and Argentina on Default,

while the span from 2005 to 2013 is the most stable, with only

two ’CCC’ ratings (Pakistan in 2008 and Argentina in 2013) and

no Default.

In contrast, Figure (2.1b) shows changes in the sovereign rat-

ings by country. There has not been a ‘AAA ’ sovereign rating

since 1982 (Venezuela). The highest rating achieved during this

span of time is ’AA-’, by China, while 3 countries fell in SD: Ar-

gentina, Russia and Venezuela, with Argentina defaulting twice

(2001, 2014). Argentina spent 6 years with the ’SD’ rating, the

most among the sample, while China is ranked as the economy

with the best grade for the most time, with a rating of ’AA’ for 7

years. Thailand and South Africa stayed with the same grade

for the whole interval, whereas Argentina tested four di�er-

ent ratings and Indonesia, Russia and Venezuela tested three

distinct categories. Twelve countries acquired an Investment

Grade rating at least once, Argentina, Indonesia, Pakistan and

Venezuela being the exceptions. The ‘CCC’/ ‘CC’ rating de-

notes imminent default risk in the short term, and S&P has a

special methodology for this cases 2, so it seems proper to con-

catenate all these observations, along with the default rating

and incorporate them into one category.

De�nition 2.1.2. Transition Probability The one-step tran-

sition probability is the probability of transitioning from one

state to another in a single step,

pij = P[Xn = j |Xn−1 = i]

2https://www.standardandpoors.com/en_US/web/guest/
article/-/view/sourceId/7554329

Table 2.2: Transition Probabilities for the Ratings

Rating SD B BB BBB A AA
AA 100
A 94.44 5.56
BBB 3.33 94.44 2.22
BB 1.25 3.75 86.25 8.75
B 10.20 77.55 12.24
SD 61.54 38.46
Total 5.15 19.12 30.51 35.66 6.99 2.57

De�nition 2.1.3. Absorbing State : A state i is called absorb-

ing if it is impossible to leave this state. Therefore, the state i

is absorbing if and only if

pii = 1 and pij = 0 ∀i 6= j

Transition probabilities are displayed in Table (2.2). The overall

frequencies are at the bottom row, which indicates how many

observations for each category the sample has. If the coun-

try has the ‘B’ rating, it can either go under or move to the

next level with almost the same probability. If the observation

comes from the ‘BB’ category, then there are higher chances

of improving to the Investment Grade with a ‘BBB’ rating, than

falling back. The latter is also the most frequent rating among

the Emerging-Markets economies. The ‘AA’ rating has a per-

fect probability of staying there, which is unrealistic, since it

could be interpreted as once a sovereign gets that rating it will

stay there inde�nitely. This is caused by the sample and the

fact that only a handful of developing economies in the world

have high ratings on their sovereigns, i.e., it is not an absorb-

ing state. That’s why we considered including Qatar, Saudi

Arabia and Poland, which are still relatively small economies

compared to their peers in their regions, but have strong eco-

nomic prospects. Including them would have bring more ob-

servations to the high end categories, however since they fail

to communicate some data to the public, it makes not sense

to consider them since those observations would be dropped

out anyway.
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2.2 Explanatory Variables

As previously noted, rating agencies considers several eco-

nomic, political, social and monetary factors that lead to a

sovereign rating. However, some of these aspects are not

quanti�able and are based purely on a very particular sub-

jective analysis of each economy. Some studies [2], [14] in-

corporate governance factors into the modeling, however we

will focus exclusively into quantitative factors, which in certain

way re�ect as well part of the social status the country is going

through at the moment. Despite this, each rating incorporates

historical information on the nation’s economic and �nancial

performance, and some of these indicators are of public do-

main.

Therefore, a sample of nine quantitative factors was selected

as explanatory variables, hoping to identify and prove their

weights and signi�cance when it comes to assigning a rating

to a sovereign. These indicators are cataloged regarding their

economic, �scal and external nature, as reported by S&P when

announcing a rating revision. The name and units of each vari-

able are shown on Table (2.3). This indicators can be classi-

�ed as Economic Indicators, External and Indicators and Fiscal

Indicators. Figures (2.2), (2.3) and (2.4) display the distribu-

tion of each macroeconomic variable by country, sorted out

by regions as in Table (2.1) . The following description ex-

plains the variables to be used for the econometric models,

as well serves as a justi�cation of the intuitive relationship be-

tween the indicator and the capacity of each country to ful�l

its credit obligations. All the historical series were obtained

through the International Monetary Fund’s3 World Economic

Outlook (April 2019) and the World Development Indicators

database from the World Bank4 The Exchange Regime, series

were obtained from a working paper by Ilzetzki, Reinhart, and

Rogo� [25]. Their work provides a compilation of exchange

3https://www.imf.org/external/pubs/ft/weo/2019/01/
weodata/index.aspx

4https://data.worldbank.org

rate regimes for 194 countries from 1946 to 2016 and studies

the evolution of monetary policies in the history of modern

economy.

2.2.1 Economic Indicators

A wealthy, diversi�ed, resilient and adaptable economy sug-

gests a better debt-bearing ability, and a stronger and e�cient

public policy performance leads to a potential higher rating

[38].

• GDP growth (GDPG) Gross Domestic Product annual

rate of change (%)GDP is the sum of gross value added

by all resident producers in the economy. It is commonly

used to evaluate economic growth and dynamism. A high

rate of growth would suggest a greater long-term cushion

to face obligations and provide a better credit pro�le for

the country.

• GDP per Capita (GDPPC) Gross Domestic Product in

current US dollar divided by midyear population. It is

the most relevant measure the income of a nation. With

higher revenues, the country has a better tax collection

potential and improve its ability to pay its compromises.

• In�ation (INF) Consumer Price Index annual percent-

age change (%). A relatively high in�ationary rate could

suggest structural problems or ine�cient monetary pol-

icy. High in�ation almost surely creates signi�cant so-

cial discontent and this could lead to drastic political

changes, which would generate uncertainty and put addi-

tional pressure on the sovereign’s credit outlook.

2.2.2 External Indicators

One of the crucial aspects to be considered in this study, is the

external position and relationship each sovereign has with re-

spect to the rest of the world. As developing economies, each

country aspires to access international markets and increase

10

https://www.imf.org/external/pubs/ft/weo/2019/01/weodata/index.aspx
https://www.imf.org/external/pubs/ft/weo/2019/01/weodata/index.aspx
https://data.worldbank.org


2.2. EXPLANATORY VARIABLES CHAPTER II. DATA AND SAMPLE SELECTION

Table 2.3: Summary of the Explanatory Varaibles

Variable Name Unit of Measure Source
GDP per Capita Current US Dollars IMF, World Bank
GDP Growth Annual real growth rate (%) IMF, World Bank
In�ation Annual change rate (%) IMF, World Bank
Current Account Balance (%) of GDP IMF, World Bank
External Debt (%) of exports IMF, World Bank
Reserves (%) of external debt stocks IMF, World Bank
Net Lendind/ Borrowing (%) of GDP IMF, World Bank
Gross Debt (%) of GDP IMF, World Bank
Exchange Regime Dummy variable (0 for Floating, 1 for Fixed) Ilzetzki , Reinhart & Rago�

(a) GDP Growth

(b) GDPP per CAPITA

(c) in�ation

Figure 2.2: Economic Indicators

dynamism and �ows into their co�ers, leading to a greater ca-

pability of improving the quality of life of its governed. A higher

rating could mitigate costs of debt and enhance sovereign en-

gagement with the global economy.

• Current Account Balance(CAB)The current account as

a % of GDP is the record of all transactions in the balance

of payments covering the exports and imports of goods

and services, payments of income, and current transfers

between residents of a country and non-residents. Na-

tions with chronic current account de�cits often come un-

der increased investor scrutiny during periods of height-

ened uncertainty, which pressures the nations availability

to repay its obligations.

• External Debt to Exports(EDE) Total external debt

stocks as a percentage of exports of goods, services and

primary income. Total external debt stocks is debt owed

to non-residents repayable in currency, goods, or services.

It is the sum of public, publicly guaranteed, and private

non-guaranteed long-term debt, use of IMF credit, and

short-term debt. Higher than average ratios could point

out the country is accumulating more debt that it can

cover with its receipts or indicate that the economy is not

receiving enough to justify the level of indebtedness, sig-

ni�cantly reducing the sovereign’s capability to meet its

obligations at all. This is one of the key indicators, given

that the subject of study is the rating of a country’s ca-

pacity to honour its responsibilities to foreign investors.

• Total Reserves to External Debt(RES) International re-

serves as a percentage of External Debt Stocks. A coun-

try’s capability of obliging it’s responsibilities is naturally

correlated to its liquidity capacity and the foreign ex-
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(a) Current Account balance(% of GDP)

(b) External Debt to Exports (%)

(c) International reserves to External Debt Stocks (%)

Figure 2.3: External Indicators

change reserves it has saved. Relative to the amount of

external debt stocks, it might re�ect if the nation is being

prudent in the amount of debt it is acquiring and how is

this money being spent, or if the authorities are being re-

sponsible and allocating enough foreign resources in case

of a contingency

2.2.3 Fiscal Indicators
An e�cient and �exible �scal performance, as well as a reason-

able debt burden, reduces the country’s default risk. Economic

growth shouldn’t be the only factor to consider, but also the

e�cient, moderate and responsible administration of wealth

and risks.

• Budget Balance(BUD)De�ned as the di�erence between

revenue and total expenditure of the General Govern-

ment as a (%) of GDP. This balance may be viewed as an

indicator of the �nancial impact of general government

activity on the rest of the economy. A large de�cit absorbs

private domestic savings and suggests that a government

lacks the ability or will to tax its citizenry to cover current

expenses or to service its debt.

• General Government Gross Debt (GD) Gross debt as a

(%) of GDP consists of all the General Government’s liabil-

ities that require payment or payments of interest and/or

principal by the debtor to the creditor at a date or dates

in the future. A higher level of debt may be positively cor-

related to a higher risk of default. An economy is more

resilient to downward economic cycles if it is exposed to

a lesser degree of debt than its peers.

• Exchange Regime: Floating or Fixed(FIX) One of the

most important tasks for any given Central Bank is to

determine the Exchange Regime for its local currency. Al-

though decisions on the currency are taken by the Central

Bank of each country, we will consider this variables as a

Fiscal Indicator instead of a Monetary Indicator just for

simplicity. This decision impacts international debt, re-

serves and in�ation directly. It is also always taken into

consideration when studying the Central Bank’s policies

and its credibility. Floating regimes give monetary institu-

tions more autonomy and a greater �exibility to guide the

national economy. However, it conveys exposure to high

volatility periods that can damage its prospects. Fixed ex-

change rates intend to control more e�ectively in�ation

and sustain less impact in imports / exports because of

currency movements. If not followed with prudent mon-

etary and �scal policies, it can lead to a loss of credibil-

ity and cause uncertainty, a�ecting the Central Bank’s

prospects anyhow. For the sake of this study, the Ex-

change Regime will be modelled with a dummy variable.
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Free Floating and Managed-Floating regimes will be con-

sidered as a Floating Regime. Any kind of Crawling Pegs,

Pegged within a Band or Crawling Band will be taken as a

Fixed Regime, since the intervention of monetary author-

ities is frequent.

(a) Budget Balance (% of GDP)

(b) General Governments Gross Debt(% of GDP)

(c) Exchange Regime

Figure 2.4: Fiscal Indicators

Table (2.4) shows a statistical summary for the explanatory

variables, done with STATA’s command xtsum. The overall

row consider all the pooled observations. The between row

calculates the means by individuals ,

x̄i =

∑
t xi
Ni

Table 2.4: Summary table for the explanatory variables

Variable Mean Std. Dev. Min Max
GDPG overall 4.30 3.97 -17.04 18.29

between 1.93 1.31 9.42
within 3.50 -14.05 21.28

GDPPC overall 5,335 3,775 462 15,942
between 2,991 976 9,146
within 2,414 -1,491 12, 551

INF overall 9.31 18.24 -1.07 254.39
between 10.14 2.23 44.22
within 15.36 -22.38 219.48

CAB overall 1.03 4.85 -8.94 17.76
between 3.84 -4.08 9.44
within 3.11 -9.98 12.74

EDE overall 130.93 77.64 23.66 462.15
between 62.07 49.14 253.65
within 49.01 15.61 375.68

RES overall 65.24 73.05 3.94 547.94
between 65.32 9.68 289.72
within 36.36 -106.57 323.45

BUD overall -3.06 3.58 -15.55 7.81
between 2.46 -8.23 1.28
within 2.66 -13.72 6.28

GD overall 49.85 20.88 7.45 152.25
between 16.84 19.59 82.21
within 13.01 22.33 135.64

and then the Standard Deviation of that row is the standard

deviation of the individual means to the overall mean,

Sbetween = SD(x̄i) i = 1, . . . , 16

Minimums and maximums are the average of the 16 individuals

minimums and maximums. The within Standard Deviation is

de�ned as the average of the individual standard deviations,

SWithin = Mean(ŝi)

Maximum and minimums in the within row don’t have a

signi�cant meaning because of STATA’s parametrization.

We can detect some preliminary relationships between the

ratings and their macroeconomic performance by analysing the

individual graphics and the statistical summary. For example,

Malaysia has a higher distribution of its GDP per Capita relative

to its peers in the Asia Paci�c region, and might re�ect why it

has been labelled with the Investment Grade for the whole
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sample years. On the other hand, Pakistan has the lowest

median of income overall, perhaps one of the reasons it hasn’t

been able to obtain a rating better than ’B’. In�ation (Figure

2.2c) may indicate political and social instability.

All the three economies with ’SD’ rating (Argentina, Russia

and Venezuela) show accumulation on high in�ationary rates,

with Venezuela o� the chart. Turkey’s struggles early in the

new millenium account for some major in�ation, but has mani-

fested constant rates around 8% since. Thailand shows low and

constant in�ation, mostly below 8%, which demonstrates sta-

bility, and it may ground to their ratings, with few movements

and ratings of ’BBB’ and ’A’, respectively. Colombia and Mexico

display similar in�ationary rates, nearly all around 3 and 6 per-

cent. They have both been graded ’BB’ and ’BBB’, but Mexico

has spent more time over at the Investment Grade category,

probably because it has greater levels of income, among other

reasons.

General Government’s Gross Debt as a percentage of GDP

can be appreciated on Figure 2.4b. Right of the bat, Egypt

displays the highest median of the sample, with a gross debt

hovering over 70 and 90 percent of its Gross Domestic Prod-

uct. It has one of the poorest levels of income, and it is at the

bottom of its region. The country was rattled by civil con�icts

and political uncertainty in 2011, and has been downgraded

from ‘BBB’ at the beginning of the sample, to ’B’ in the last

observation. Brazil and India show both the greatest level of

gross debt of its region, between 60 and 80 percent of GDP,

yet India has a lower income and improved its rating from ’BB’

to ’BBB’, while Brazil spent more time over at the Speculative

Grade (below ‘BBB’). As well, Brazil shows a greater distribu-

tion of External Debt stocks than most of Middle Eastern and

Asian countries, however, it has one of the lowest level of In-

ternational Reserves.

Despite having the best ratings in the sample, China has

a Fixed Exchange Regime and the its Central Bank is known

for intervening constantly to favour the Yuan. The country has

been accused of manipulating its currency to favour its exports

level. The real bene�ts and consequences of this practice are

not perfectly clear, but it is for sure that the Government can

act in any moment to improve its outlook [36].

On the other hand, Argentina has a Fixed Exchange regime

as well, but is one of the worst performers in the sample. Dur-

ing the economic crisis the South American country su�ered

early in 2001, the Argentinian government cancelled a decade-

long plan that which had coupled the Argentine peso to the

US Dollar on a one-to-one basis since 1991. Following an cut-

o� of support by the IMF and the access to foreign capital,

Argentina defaulted on 93bn USD sovereign debt. After four

presidents tried and failed to grasp control of the economy,

the acting-government implemented the Law of Public Emer-

gency and Reform of the Exchange Rate Regime marking the

end of the Convertibility Plan and the hard-peg with the US

Dollar [17]. The crisis punished hardly the economy’s growth

prospects and send the country into a slow and painful recov-

ery, which followed into a subsequent second default a decade

later.

The Philippines, Malaysia, Russia, India and Indonesia are

countries that transitioned from one exchange regimes to an-

other mid-sample, with hope of improving its access to interna-

tional capital markets. However, Indonesia was the only coun-

try which changed from a Floating regime to a Fixed one. We

will see how the Exchange regime in�uences sovereign ratings

and see how does the discrepancy in the extreme categories

of the sample plays into the modelling.

Analysing individually the economies’ indicators may provide

some insight in line in regards of the explanatory variables in-

�uence the sovereign rating. Still, a model that incorporates all

these factors and observations is needed to understand what

are the rating agencies considering the most and considering

the most when rating developing economies.
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CHAPTER III

LINEAR REGRESSION FOR PANEL
DATA

3.1 Introduction and Scale
Transformation

The �rst modelling approach will be of Linear Regression for

Panel Data. Panel data models help control individual hetero-

geneity, taking into account each unit’s (country, state, patient,

employee, household) speci�c characteristics that are not ob-

servable. In this study, all the individuals have notorious and

important di�erences among their historical and cultural his-

tory, the strength in their �nancial institutions, religious a�l-

iations and political regimes. Its reasonable to try to include

them in the modelling and to compare what happens if we

consider them or not.

Rating agencies supposedly incorporate all these intangibles

into their analysis, re�ecting their opinion in the rating grade.

However, this study relies solely on quantitative factors, since

the main objective is to compare two techniques of classi�-

cation and to comprehend what are the relative weights and

contribution of each indicator to the response. This would al-

low governments and decision makers to identify what are the

rating agencies valuing the most. Panel data models let us

measure these e�ects that are simply undetectable in cross-

section or time-series models, making inference and interpre-

tations richer. Moreover, panel data models give additional

information, more variability, less collinearity among the vari-

ables, more degrees of freedom and more e�ciency. Com-

pared to the cross-section or time-series models, panel data

can produce more reliable estimates, given some extra as-

sumptions that will have to be tested in order to achieve this

[5].

The following equation describes the �rst modelling proposal:

yit = β0 + β1x1it + · · ·+ βkxkit + ui + εit (3.1.1)

where i = 1, . . . , N denotes the cross-section units, in this

case each sovereign, and t = 1, . . . , T denotes the time-series

dimension, 17 years in our case. The explanatory variables,

Xk, were already described in Chapter (II). εit is the usual

random disturbance of the regression, and varies over time
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Table 3.1: Linear scale transformation

Rating Grade Scale

Investment grade
AA 6
A 5
BBB 4

Speculative grade
BB 3
B 2
CCC /CC / SD 1

and individual.

The biggest obstacle to apply the regression models is to

transform the ratings from a categorical variable to a contin-

uous one. Cantor and Packer suggested in “Determinants and

impact of sovereign credit ratings” that treating the rating as

a cardinal value works better because of the large categories

and the relative few sovereign rating assignments. In similar

study of corporate ratings, Ederington suggests that the with

larger sample sizes, inferences drawn from ordered probits are

likely to be similar to, and perhaps slightly more accurate than,

those drawn from least squares regressions [13]. In contrast, in

their study of corporate bond ratings, Kaplan and Urwitz ar-

gue that linear least squares estimators perform better out

of sample than those estimators derived from ordered probits

[27].Nonetheless, ordered logit models will be examined fur-

ther, as they represent the proper theoretical treatment of a

credit ratings, which is roughly speaking, a qualitative opinion.

Table (3.1) displays the scale transformation to the ratings in

order to apply the linear regression models. The linear contin-

uous scale was chosen for simplicity, although there has been

studies like [14], [35] that propose using logistic, logarithmic or

quasi-logarithmic scales instead. However, those studies in-

clude in their scale the complementary symbols (+) or (-), and

in some cases even the perspective outlook for the ratings.

These provides more cardinal values and �ts better non-lineal

scales, but leaves few observations on each level. As well, it

makes the job harder for classi�cation techniques, making the

models incomparable with the regression.

The time-invariant, unobservable individual speci�c e�ect is

represented by ui. It accounts for any individual-characteristic

that is not included in classic regression. The models that deal

with ui in a regression context are the Pooled Regression, the

Fixed E�ects Regression , and Random E�ects Regression.

Each one determines key assumptions over the ui component

in order to obtain consistent estimates of the regression model.

There are a series of statistical tests to validate the model’s

assumptions. The three models will be tried out, and after

validating and analysing the results, we will determine which

approach is the �ttest.

3.2 Pooled Regression
The Pooled regression model assumes that ui = 0. If true,

Ordinary Least Squares will provide consistent and e�cient

estimates for the unknown parameters. Equation 3.1.1 becomes

a common multiple linear regression model

yit = β0 + β1x1it + · · ·+ βkxkit + εit (3.2.1)

This model makes the classical assumptions of the linear

regression model:

• The random disturbances εit are not correlated with any

regressors and E[εit] = 0.

• The random disturbances have the same variance

σ2 and are independent (homoskedasticity and non-

autocorrelation).

• There is not exact linear relationship among the explana-

tory variables (no multicollinearity)

As typical model 3.2.1 is, it is not necessarily the right ap-

proach. Just by understanding the way the data is composed,

it can be presumed a priori that there may be some issues

regarding the constant and independent variation assumption.

Hence, the OLS estimators are no longer the Best Linear Un-

biased Estimators (BLUE). Nevertheless, this model will help
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estimate the other two approaches and serves as a base of

comparison between one and another.

3.3 Fixed E�ects Model
This model assumes that di�erences across individuals can be

captured in the constant term. A �xed group e�ect model ex-

amines individual di�erences in intercepts, assuming constant

variance across individuals. Each ui is treated as an unknown

parameter to be estimated. Since the speci�c characteristics

of each individual are time invariant, and considered part of

the intercept, then ui is allowed to be correlated with the ex-

planatory variables.

The �xed e�ects model follows the next equation

yit = (β0 + ui) + β1x1it + . . .+ βkxkit + εit (3.3.1)

This maintains the assumption that the random distur-

bances are not correlated with the regressors, and allows us to

explicitly calculate the unobserved e�ect. We can test the sig-

ni�cance of the estimates and determine how much the coun-

tries speci�c attributes in�uence the regression.

This model is usually refered as the Least Squares Dummy

Variable (LSDV) model, as each �xed parameter can be esti-

mated using a dummy variable with OLS, say:

Zi =

1 if the observation comes from the ith country

0 any other case

However, when the number of individuals is large, trying to

estimate this model directly using OLS becomes inconvenient

since there are too many parameters to estimate and there’s

a major loss in the degrees of freedom [6]. If model (3.3.1) is

true, then it incorporates N new variables, and if the experi-

ment consists of thousands of patients or households, then it

becomes practically impossible to compute estimates.

An alternative is to make the following transformation. From

equation (3.3.1), we can average over time, for each i country,

and obtain

ȳi = (β0 + ui) + β1x̄1i + . . .+ βkx̄ki + ε̄i (3.3.2)

Substratcting equation (3.3.2) from equation (3.3.1) gives

yit−ȳi = β1(xit−x̄1i)+. . .+βk(xkit−x̄ki)+(εit−ε̄i) (3.3.3)

or

ÿit = β1ẍit + . . .+ βkẍkit + ε̈it (3.3.4)

The transformation in equation 3.3.4 is known as the Within

Transformation. One can notice that the individual e�ect ui

is now gone. There are not additional dummy variables , and

deviations the group’s mean are used instead. The OLS es-

timated coe�cients in the within transformation are exactly

the same as in the LSDV model [39]. Despite that, the within

transformation brings up a new issue. There is no room avail-

able for the intercept and time invariant variables , such as

sex, race, since the deviation from the mean is always zero.

One has to be careful in considering the degrees of freedom

of the regression, since it cause incorrect computations of the

mean squared error (MSE) standard errors of the estimates

(SEE) or the squared root of mean squared error (RMSE). The

appropriate degrees of freedom of the �xed e�ect model are

(NT −N −K).

3.3.1 F - Test for Fixed E�ects

It is of interest to test the joint signi�cance of the individual

e�ects coe�cients:
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H0 : u1 = u2 = . . . = uN−1 = 0 (3.3.5)

The alternative hypothesis is at least one coe�cient is not

zero. Failing to reject H0 in equation (3.3.5) would indicate

that the Pooled Regression model should be used instead of

the FIxed E�ects model. The hypothesis is tested using an F

test, which is based on loss of goodnes-of-�t. The test contrasts

the Pooled and the LSDV (or Within) regression, examining the

extent that the goodness-of-�t measures (R2 or the residuals

sums of squares).

The F statistic is given by

F0 =
(R2

LSDV −R2
Pooled)/(N − 1)

(1−R2
LSDV )/(NT −N −K)

(3.3.6)

and

F0 ∼ F (N − 1, NT −N −K)

under the null hypothesis. If there’s enough statistical evidence

that at least one intercept is non-zero, then the Fixed E�ects

model could be preferred over the Pooled Regression since it

handles heterogeneity better.

3.4 Random E�ects Model
The Random E�ects model assumes that the individual ef-

fect from equation 3.1.1 are strictly uncorrelated with any re-

gressors, and then estimates error variance speci�c to groups.

This view would be appropriate if it is believed that sampled

cross-sectional units were drawn from a large population.The

component ui is the random heterogeneity speci�c to the ith

observation and is constant through time.

yit = β0 + β1x1it + . . .+ βkxkit + ηit (3.4.1)

Where the composite error ηit = ui + εit . The individual

speci�c e�ects are now considered as random component of

the composite error term. The usual assumptions are made

about the idiosyncratic error term:

• εit ∼ IID(0, σε)

• E[εitεjs|X] = 0 i 6= j ∨ t 6= s

In addition, the next restrictions have to hold in order so the

RE model to be valid:

• ui ∼ IID(0, σu)

• E[uiεit|X] = 0, ∀ i, j, t

• E[ui|X] = 0 ∀i

The individual e�ect must not be correlated with any regres-

sor, and has to be independent to the idiosyncratic disturbance

for all individuals and time periods. The intercept and slopes

of the regression are the same for all countries, and their dif-

ferences relies in their individual speci�c errors. The individual

e�ect is characterized as random and inference pertains to the

population from which the sample was randomly drawn.

From 3.4.1 and the assumptions stated above,

Cov(ηit, ηjs) = Cov(εit + ui, εjs + uj)

=

σ
2
u + σ2

ε i = j ∧ t = s

σ2
u i = j ∧ t 6= s

With a correlation coe�cient between ηit and ηjs

ρ =

1 i = j t = s

σ2
u/(σ

2
u + σ2

ε) i = j t 6= s

(3.4.2)

The covariance structure for the ith individual is:

Σ =

σ
2
u + σ2

ε σ2
u . . . σ2

u
σ2
u σ2

u + σ2
ε . . . σ2

u
. . . . . . . . . . . .
. . . . . . σ2

u σ2
u + σ2

ε

 (3.4.3)

And so, the global disturbances covariance matrix for model

3.4.1 is
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Ω =

 Σ 0 . . . 0
0 Σ . . . 0
. . . . . . . . . . . .
. . . . . . 0 Σ

 (3.4.4)

The RE model is estimated by Generalized Least Squares

(GLS) when the covariance structure is known, and by Feasible

Generalized Least Squares (FGLS) when it is not, which is the

usual case.

To apply FGLS, estimates for σ2
u and σ2

ε are needed. A con-

sistent and e�cient estimate for the latter, can be obtained

from the LSDV transformation in (3.3.1)

σ̂2
ε =

∑N
i=1

∑T
t=1(εit − ε̄)2

NT −N −K
(3.4.5)

A consistent estimate for the individual e�ects disturbance

σ2
u can be obtained from the Between Transformation

ȳi = β0 + β1x̄i + . . .+ ε̂ (3.4.6)

where

σ̂2
u = σ̂2

between −
σ̂2
ε

T
(3.4.7)

and

σ̂2
between =

SSE

N −K − 1
(3.4.8)

Estimates are obtained via OLS applied to

yit − θ̂ȳi = β0(1− θ̂) + β(xit − θ̂x̄i) + εit − θ̂ε̄ (3.4.9)

where

θ̂ = 1−

√
σ̂2
ε

T σ̂2
between

= 1−

√
σ̂2
ε

T σ̂2
u + σ̂2

ε

(3.4.10)

Estimators from equation (3.4.9) are e�cient and consistent

under the assumption that the individual e�ects errors are

strictly heterogeneous to the regressors [40]. This assumption

will be tested in order to compare later on the Fixed E�ects

vs the Random E�ects model. One important remark can be

noted from equation (3.4.9)is that if θ = 0 then we get the

pooled regression from model (3.1.1). And if θ = 1 then the

model turns in the within transformation in (3.3.3). That is the

reason why model (3.4.9) is known as the quasi demeaned

transformation. Instead of taking the total deviation from the

mean like the �xed e�ects model, RE considers just partial

weight on the grouped mean.

Note that θ = 0 ⇔ σ̂2
u = 0, i.e., there’s not any individual

disturbance besides the idiosyncratic error, which is in line with

what the pooled regression assumes, that the unobserved in-

dividual e�ect is non existent. Furthermore, θ = 1⇔ σ̂2
ε = 0.

This could be interpreted as if the only random disturbance

comes from the individual e�ect, so the RE and FE models

could be indistinguishable.

3.4.1 LM for Random E�ects

The Breusch-Pagan Lagrange Multiplier test examines

whether the random disturbances from the individual e�ects

are signi�cant or not, i.e.

H0 : σ̂2
u = 0

The LM statistic is

LM =
NT

2(T − 1)

(∑N
i=1(

∑T
t=1 εit)

2∑N
i=1

∑T
t=1 ε

2
it

− 1

)2

(3.4.11)

where εit are the residuals from the pooled OLS regression.

Under the null hypothesis, LM ∼ χ2
(1).

Failing to reject the null hypothesis would indicate that the

presence of an additional disturbance coming from the spe-

ci�c characteristics of each country is not relevant, hence the
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pooled regression is a better choice.

3.5 Hausman’s Speci�ca-
tion Test: RE vs FE

Which model works better? The FGLS estimators from the RE

model are consistent, e�cient, and the model doesn’t su�ers

from the great lost of degrees of freedom from the LSDV re-

gression. In addition, this model allows the presence of time

invariant variables, whereas the FE model don’t. However, the

Random E�ects model could result inconsistent if the assump-

tion of no-correlation among the regressors and the random

individual disturbances is violated.

The Hausman’s Speci�cation Test [22] compares the RE

and FE estimators under the assumption that E[uit|X] = 0

( no correlation ). Under this hypothesis, the RE and FE are

consistent, but only the Random E�ects estimators are e�-

cient (in fact, they are BLUE). Under the opposing hypothesis,

the LSDV estimates would still be consistent, but the random

error’s estimators would not, hence, the Fixed E�ect model is

preferable.

The Hausman’s test relies on the di�erences of the estima-

tors for each model, β̂LSDV and β̂RE .The covariance matrix

of the di�erence of both estimators:

V ar(β̂LSDV − β̂RE) = V ar(β̂LSDV )− V ar(β̂RE)

− 2Cov(β̂LSDV − β̂RE)

Hausman’s essential result is that the covariance of

an e�cient estimator with its di�erence from an ine�-

cient estimator is zero [19]

This implies that:

Cov(β̂LSDV − β̂RE , β̂RE) = Cov(β̂LSDV , β̂RE)− V ar(β̂RE)

= 0

⇒

Cov(β̂LSDV , β̂RE) = V ar(β̂RE)

Therefore,

V ar(β̂LSDV − β̂RE) = V ar(β̂LSDV )− V ar(β̂RE)

which is the covariance matrix for the di�erence of estima-

tors, Ψ. The statistic is given by:

W = (βLSDV − β̂RE)′Ψ̂(βLSDV − β̂RE) (3.5.1)

For Ψ̂, the estimates of the covariance matrix from both

models are used. Under the null, W ∼ χ2
(k−1). If H0 is re-

jected, the it is concluded that the individual errors from the

RE are correlated with one or more of the regressors, hence

the estimates are inconsistent.

3.6 Chow Test for Poolabil-
ity

Poolability asks if slopes are the same across group or over

time. One simple version of poolability is an extension of the

Chow test. The null hypothesis of this test is the slope of a

regressor is the same regardless of individual for all k regressors

[33].

H0 = βik = βk

The F statistic is given as
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F =
(e′e−

∑
e′iei)/(n− 1)(k + 1)∑

e′iei/n(T − k − 1)

∼ F ((N − 1)(k + 1), N(T − k − 1)) (3.6.1)

where e′e is the SSE of the pooled OLS and e′iei is the SSE

of the pooled OLS for group i. If the null hypothesis is rejected,

the panel data are not poolable; each individual has its own

slopes for all regressors.

The Chow test assumes that individual error variance com-

ponents follow a normal distribution ui ∼ N(0, s2InT ). If the

assumption does no hold, the Chow test may not properly ex-

amine the null hypothesis [5].

3.7 Results and Analysis

Table 3.2 shows all the parameter estimates and relevant

statistics from the panel data models. The Newey - West ro-

bust standard errors, shown in parenthesis, account for het-

eroskedasticity and autocorrelation among the residuals.

Figure 3.1 displays the Predicted vs Observed ratings after

applying the three regressions. This plot is known as a violin

plot. The area around the box-plot represents an estimated

density of the �tted values for each model. Along with the

box-plot, that displays the quantiles 25%, 50% and 75%, the

intention of the graph is to understand how well the regression

models predict ratings, comparing it to the actual observed

value that it came from. The observed ratings are displayed

on the X-axis, while the �tted values of each regression are

displayed on the Y-axis.

First, an individual analysis for the regression models. Then,

we will compare the three of them and will de�ne which one

makes the best �t.

3.7.1 Pooled Estimation

The second column on Table 3.2 display the estimates for the

pooled regression . The regression is signi�cant, but only four

of the nine parameter estimates are signi�cant at the 0.15%

level. The Durbin-Watson statistic for �rst order autocorre-

lation in the residuals shows signi�cant evidence of positive

autocorrelation. As well, the null hypothesis of the White test

for homoskedasticity was rejected.

Only the In�ation estimate became non-signi�cant at α =

0.05 level in contrast with the regular covariance matrix esti-

mates. The signs are in line with the preliminary intuition made

when describing the variables. Two of the three External In-

dicators resulted signi�cant at the highest level, as well as the

Fixed Exchange Regime dummy variable. None of the Fiscal

Indicators estimates is signi�cant, and only the level of income

of each sovereign, GDP per Capita, is signi�cant at 0.1%. Ex-

ternal Debt to Exports and International Reserves have similar

magnitude in their coe�cient. If the ratio of External Debt to

Exports increases by 100 percentage points, the sovereign rat-

ing will decrease closely by 0.5 units, maintaining all the other

indicators constant. On the contrary, a 100 percent points in-

crease in the proportion of International Reserves to the exter-

nal debt stocks, will improve the ratings by half a unit, ceteris

parabus. Since the GDP per Capita was transformed to a log-

arithmic scale, is coe�cient indicates that

An increase of 100% in GDP per Capita is associated

with an expected increase of 0.185 units in the rating

scale

That increase seems relatively small since we are doubling

the level of income. The estimated densities of the predicted

values are the red “violins” in Figure 3.1. At a �rst glance, the

regression seems to �t the best at the ‘BB’ and ‘BBB’ rating.

Nonetheless, it is where the majority of the sampled observa-

tions are. The Exchange Regime dummy variable coe�cient

resulted signi�cant, signalling that having a �oating exchange
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Table 3.2: Parameter estimates for the Panel Data models

Pooled OLS Fixed E�ects Model Random E�ects Model
GDP Growth 0.0017 -0.0075 -0.0064

(0.16) (0.01) (0.02)
GDP per Capita 0.1850*** 0.7292*** 0.3267***

(0.09) (0.09) (0.11)
In�ation -0.0107 -0.0065*** -0.0075***

(0.01) (0.001) (0.003)
Current Account Balance 0.0025 0.0142 -0.0108

(0.02) (0.01) (0.02)
External Debt / Exports -0.0053*** -0.0008 -0.0025***

(0.0009) (0.001) (0.0009)
External Reserves 0.0057*** 0.0005 0.0042***

(0.001) (0.001) (0.001)
Budget Balance -0.0106 0.0625*** 0.0342*

(0.02) (0.003) (0.02)
Gross Debt -0.0016 -0.0031 -0.0017

(0.003) (0.003) (0.003)
Fixed Exchange Regime -0.4862*** -0.092 -0.1372

(0.17) (0.10) (0.17)
Intercept 2.4358*** (NA) 0.9928

(0.86) (1.02)
F Statistica 48.34*** 74.23*** 212.34***
R2
adj 0.6287 0.8664 0.4286

RMSE 0.6658 0.3801 0.5146
*** Signi�cant at 0.05 level ** Signi�cant at 0.10 level

a
Wald Statistic for the RE model

regime improves the rating. However, all the observations of

the ‘AA’ rating come from China, that has a Fixed Exchange

Regime. The predicted values of the ‘SD’ and ‘A’ ratings are

the ones with the most variability.

The regression predicts a negative value on the continuous

scale, for an observation that belongs to the ‘SD’ grade, that

goes o� the chart. This dot represents Venezuela in 2016. Al-

though it doesn’t make sense theoretically (ratings cannot go

below the lowest possible grade), in a strict empirical point of

view, that observation is an outlier, and it re�ects the precar-

ious and extreme conditions the South American country has

been facing in the last couple of years. Even compared with

low-performing nations, Venezuela is doing far worse, at least

by what the model is saying. However, keep in mind these par-

ticular ratings are evaluated with a di�erent methodology, so

it shouldn’t cause any surprise that the regression doesn’t �t

well around them.

On the the other hand, all the predicted points of the high-

est observed rating are way below their theoretical value. The

regression is underestimating completely the sovereigns with

the best grade, ‘AA’, although some observations that have

the previous rating, ‘A’, do go above and reach the next grade.

The small sample of the high rating observations may be play-

ing a part in this initial adjustment. Assuming the individual

characteristics have no part in estimating the linear regression

model, lead to statistical inconsistency and violation of one of

the core assumptions. Overall, the low grade observed points

are overrated by the regression, while the high ones are being

under appreciated. The pooled regression shows high vari-

ability, only a few parameters are signi�cant and presents the

expected heteroskedastic and autocorrelated residuals.

3.7.2 FE Estimation

Estimates are shown on the third column of Table 3.2. Only

three parameters are statically signi�cant: two economic in-

dicators and one �scal indicator. GDP per Capita shows great

signi�cance, as well as the In�ation rate of change. The General

Government Budget Surplus is signi�cant, and has a positive

22



3.7. RESULTS AND ANALYSIS CHAPTER III. LINEAR REGRESSION FOR PANEL DATA

Figure 3.1: Observed Ratings vs Predicted for the Panel Data Models

sign, which is in line with the initial intuition. The estimate of

the Budget surplus has the second biggest magnitude, behind

the GDP per Capita. The In�ation Rate is signi�cant, but has

a low impact in the regression. This may be due the fact that

there are countries that present in�ation rates beyond 100%,

like Turkey or Venezuela.

An increase of 100% in GDP per capita is associated

with an expected increase of 0.72 units in the rating

scale, holding all constant.

Holding everything constant, an increase of 10 percent-

age points in the the Budget Balance, relative to GDP,

translates in an increase of 0.6 units in the rating.

An increase of 20 percentage points, roughly one stan-

dard deviation, on the In�ation rate, reduces the rating

by 0.13 units, ceteris paribus.

Though the direct impact of in�ation on the rating may seem

despicable, a high in�ation rate may put in the crossroads the

nation’s economic prospects, as well as a con�ictive political

and social climate. The R2
adj is close to one and the RMSE is

lower than in the pooled regression, although we have to keep

in mind that the FE model has N − 1 more parameters, so

that’s probably arti�cially in�ating the regression coe�cient.

Nevertheless, we can see in Figure 3.1 that the predicted

points (blue violins) are scattered more consistently around

the theoretical value, meaning there’s less variability in some

cases. The estimated kernel densities are centred around the

observed value, except for the ‘SD’ and ‘AA’ category. In the

‘BB’ and ‘BBB’ rating, there are just a few observations that

miss their observed value for more than a unit, and the major-

ity of the �tted values hover around the exact value by ±0.5

units, which is relatively better than the previous model.A ma-
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jority of the predicted points in the lowest rating tend to go

one level higher than the observed, but there’s no negative

value like in the pooled regression. On the contrary, All the

‘AA’ predicted values are under six, so the regression is under-

rating this observations. The estimate for the dummy variable

of Fixed Exchange Regime is not signi�cant. This may be due

the fact that the Exchange Regime variable is “almost" time

invariant. Changes in the exchange regime are rare, and most

of the countries had the same regime for the whole sample.

The within transformation eliminates all the time invariant vari-

ables, so it may be the cause of the lack of signi�cance.

Fixed E�ects Coe�cients

The coe�cients of the individual e�ects ui can be recovered

as follows:

ûi = (ȳi − ¯̄y)− β̂LSDV (x̄i − ¯̄x)

where ȳi is the average over time for the ith individual, and

¯̄y =
∑
i

∑
t yit/NT is the average over time and individual,

and β̂LSDV are the estimates from model (3.3.4)

Table (3.3) shows the �xed e�ects estimates sorted in as-

cending order. All the coe�cients have a negative sign, which

indicates that the regression’s hyperplane is “lowered" at dif-

ferent levels. The signi�cance of the parameters is reduced as

they decrease in value. Newey-West robust standard errors

are reported. The �xed e�ects coe�cients allow a �tter re-

gression and provide a measurement of the unobserved char-

acteristics. In some way, they re�ect social, political, cultural

and governance factors that simply can’t be measured quanti-

tatively.

Argentina and Venezuela, two countries with history of de-

faulting, have the lowest individual e�ects. Russia also de-

faulted, and has the fourth lowest intercept. Indonesia and

Pakistan both tested at some point in time the ‘CCC’ or ‘CC’

rating, and their individual e�ects coe�cients are statistically

signi�cant. Egypt experienced a social revolution around 2011

with considerable economic and �nancial consequences [1], but

according to the model, its credit pro�le was somewhat less

impacted by the unobserved characteristics, than Mexico or

Colombia, which have not experienced any violent or con�ic-

tive social or political shift. Brazil is Latin America’s biggest

economy. However, its individual characteristics seem to af-

fect its rating to a greater degree, than Pakistan and its own.

The Brazilian government was involved in a grand scheme of

corruption with publicly renounced Odebrecht scandal. State-

owned oil giant Petrobras was related as well and it is right at

the middle of the turmoil.

Being able to measure in some way the intangible individual

characteristics of each nation is of great advantage in trying

to understand the rating agencies’ opinion. Even if we could

measure all the intangibles, and could create a model that in-

corporates every single of the quantitative and qualitative fac-

tors into account, there could still be a margin of error, some-

thing that is missing.It could be considered as if the coe�cients

express the Rating’s Agencies bias towards each country. How-

ever, it could be just due the unobserved e�ects on the sam-

ple. That’s an outstanding take the Fixed E�ect model brings

to the table. It allows us to identify the bias in Standard &

Poor‘’s sovereign ratings, at least from the missing factors that

are not incorporated in this regression.

3.7.3 FE vs Pooled Regression

Recalling from Section 3.3.1, we want to test the joint signif-

icance of the individual intercepts, to validate the FE model

over the ordinary linear regression. Using the results from Ta-

ble 3.2, we get that:
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Table 3.3: Individual e�ects coe�cients

Intercept Robust Std. Er.
Argentina (4.82) *** 1.03
Venezuela (3.91) *** 0.99
Turkey (3.29) *** 0.93
Russia (3.18) *** 0.92
Indonesia (2.95) *** 0.85
Brazil (2.84) *** 0.93
Pakistan (2.74) *** 0.80
Colombia (2.60) *** 0.86
Mexico (2.46) *** 0.91
Egypt (2.26) *** 0.88
Phillipines (2.08) *** 0.80
Thailand (1.97) *** 0.83
S. Africa (1.96) *** 0.85
Malaysia (1.45) 0.97
China (0.80) 0.81
India (0.78) 0.79

*** Signi�cant at 0.05% ** Signi�cant at 0.10%

F0 =
(R2

LSDV −R2
Pooled)/(N − 1)

(1−R2
LSDV )/(NT −N −K)

=
(0.8782− 0.6402)/(15)

(1− 0.8782)/(247)

= 32.195

The test statistic is large enough for us to rejectH0, so it can

be concluded that at least there’s one ui coe�cient statistically

distinct from zero, so the Fixed E�ects models provides a more

reliable linear adjustment than the Pooled Regression.

The Fixed E�ects regression proved to be suitable for this

study. It lowered the variability, but most importantly, gave us

a sense of the magnitude of the intangible factors that are not

incorporated in the regression. The only disadvantage is that

the model doesn’t allows time invariant variables,

3.7.4 RE Estimation

From Section 3.4 we get that the estimates for the parame-

ters are calculated using Generalized Least Squares. Since the

covariance matrix is unknown, θ is estimated using (3.4.5) and

(3.4.8) from the LSDV and between transformation, respec-

tively:

σ̂2
between =

SSEbetween
N −K − 1

=
0.2981

16− 9− 1

= 0.0497

σ̂2
ε =

SSELSDV
NT −N −K

=
39.2999

16(17− 1)− 9

= 0.1591

⇒

θ̂ = 1−

√
σ̂2
ε

T σ̂2
between

= 1−

√
0.0497

T (0.1591)

= 0.5660

The ρ coe�cient in (3.4.2) represents the ratio of individual

speci�c error variance to the composite disturbance. In this

case ρ = 0.2022. This can be interpreted as if the individ-

ual disturbance only accounts for 20.2% of the total constant

variance in the model.

Table (3.2) shows the estimates of the Random E�ects re-

gression in the fourth column. Five estimates are signi�cant,

two economic indicators (GDP per Capita and In�ation), two

external indicators (External Debt and Reserves) and one Fis-

cal indicator (Budget Surplus). The signi�cant External indica-

tors impact the regression distinctly, showing that the level of

International Reserves to External Debt Stocks are more im-

portant than the External Debt to Exports ratio. According

to this model, it is more valuable to the ratings how well the

sovereign is prepared to face contingencies on its international
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obligations, than the amount of obligations itself.

Doubling GDP per Capita is associated with an expected

increase of 0.33 on the rating scale

All the other interpretations are really similar to the ones

done in the FE case. The corresponding �tted values for the

Random E�ects regression are represented by the yellow “vi-

olins”. The model seems to �t best the observations coming

from the ‘BB’ and the ‘BBB’ rating. Besides that, the predicted

values from the two low ratings are concentrated predomi-

nately under their point of observation. The ‘BBB’ rating’s ker-

nel density is just centred o� 5 not by much, so the regression

is making a good adjustment there, and has a lower variability

than the ‘BB’ predictions. However, the following observations

coming from the next categories are mostly overrated. All the

‘AA’ ratings are above by almost one unit, which technically

means the ‘AAA’ rating. We could say that this model penal-

izes countries with low ratings, but is lax with sovereigns that

have the Investment Grade. There’s a lot of variability among

the ‘SD’ rating, and �tted values that have a negative value

appear again, like in the pooled regression. But in that case,

the majority of the points were overrated, opposed to the RE

regression. The following test will help us statically compare

the Random E�ects Regression and its assumptions against the

Pooled OLS regresion.

RE vs Pooled

In order to validate the RE model’s �t over the Pooled regres-

sion, we need the residuals from Section 3.7.1. The Breush-

Pagan Lagrange Multiplier estimator from 3.4.11 estimator is

LM = 176.52

that leads to a p − value ≈ 0. With this result, it can be

concluded that there’s presence of an additional disturbances

proceeding from the individual unobserved e�ects, and these

random errors account for 20% of the composite error terms

on the regression. The LM statistic validates the presence of

individual heterogeneity, proving that, at least in a pure statis-

tical point of view, the Random E�ects model makes a better

�t in the regression.

3.7.5 Testing FE vs RE

So far the unobserved individual e�ects have been treated in

di�erent ways: either they are omitted from the regression

(Pooled model), they are considered as an extra parameter that

is estimated, and its e�ect makes an adjusts in the regression

(Fixed E�ects), or are thought to be an complementary random

error (Random E�ects). There’s enough statistical evidence

from the F-test in section 3.3.1 and from the Lagrange Multiplier

in section 3.4.1 to conclude that the intangible country-speci�c

properties do play a role in estimating the regression and help

accomplish a better adjustment. Hausman’s Speci�cation test

from Section 3.5 compares the estimates from the consistent

model, the FE model, versus the e�cient model, the RE model.

The test statistic from from Equation (3.5.1) is

Ŵ = 108.95 ∼ χ2
(8)

Ŵ is big, with a p − value ≈ 0, hence we reject H0, that

the individual random components are not correlated with any

regressor.

Evidence suggests that the individual disturbances of the

composite error are related strongly with one of the explana-

tory variables, making the estimates of the RE regression in-

consistent. However, the estimates of the Within model 3.3.3)

are always consistent, even if H0 is rejected. The Random Ef-

fects model works better when the sample is assumed to be

randomly taken. This is not the case in this study, so it is not

so valid to consider that the unobserved e�ects are completely

random. Therefore, based on the results of the test, the Fixed

E�ects regression is more appropriate in modelling the ratings,
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since the key assumption of the Random E�ects model did not

hold.

3.7.6 Poolability Test

Lastly we will test if the assumption of having the same vec-

tor of coe�cients for the regressors is doable or not using

the Chow test from Section 3.6. Using the residuals from the

pooled model, we get that the Chow statistic is

FChow = 32.20 ∼ F (150, 112)

The p-value associated to the test is ≈ 0, so we conclude

that poolability may not be viable, however, we will discuss this

result further.

3.8 Discussion
Now that the proper individual analysis and results for the

models has been presented, we will determine which explana-

tory variables made the larger impact in the regression overall,

which model is the most reliable and what considerations we

have to keep in mind when interpreting the results.

3.8.1 Relevant Regressors

GDP per Capita (logaritmic scale) is the only variable that has

a signi�cant coe�cient in the three adjustments. In�ation’s

coe�cient, as well as External Debt to Exports, External Re-

serves and Budget Balance are signi�cant in two. The Ex-

change regime is signi�cant only in the pooled model. We could

say that the Economic Indicators in the Panel Data regressions,

are the ones with the most statistical signi�cance, then the

External Indicators and �nally the Fiscal Indicators. It can in-

terpreted as if the rating opinion values more the wealth and

stability of the Emerging Markets nations. A richer country has

a better chance of paying o� its obligations. We can conclude

that, considering the sample, the factor that in�uenced more

sovereign rating was GDP per Capita.

Figure (3.2) shows the residuals from the regressions vs the

GDP per Capita in Current US Dollars. The Random E�ects

and the Pooled Regression show greater variability, and have

a downwards tendency with high-income observations. The

Fixed E�ects model shows constant variability to a lesser de-

gree. The External Indicators that resulted signi�cant in two

model were the External Debt to Exports and the International

Reserves to external Debt Stocks. The signs are in line with the

initial intuition, and the pooled regression is the model that

presents the highest magnitude on the estimate for the indi-

cators. A higher level of External obligations relative to what

the country is gaining from trade, creates a higher risk and

puts pressure on the sovereign rating, impacting it negatively.

On the hand, if the country is well prepared and its foreign

currencies reserves are su�cient in case of contingency, rela-

tive to the level of what it owes to foreign investors, then this

will bene�t its sovereign rating. The model that assigned the

least weight to the External Indicators was the Fixed E�ects

regression. The estimates have the lowest magnitude of the

three, though the three models showed practically the same

level of error for the estimates. The Current Account Balance

was not signi�cant in any of the panel data models. It has

an estimate of ≈ 0.01 in the FE and Random E�ects models,

but shows relative big robust standard errors. This may indi-

cate that the level of trade de�cit (or surplus) is not congruent

with the rating each sovereigns has, so in the end it results not

signi�cant to the regression.

The Budget Surplus was signi�cant in the Fixed E�ects and

Random E�ects regression, where it showed the highest mag-

nitude of the three models. The pooled regression gave a neg-

ative estimate for this indicator, but its in�uence in that par-

ticular regression was not signi�cant. The estimate in the Ran-

dom E�ectes regressions has important variability, but shows

the proper sign. The di�erence between the revenues and the
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Figure 3.2: GDP per Capita vs Residuals from the Panel Data Models

total expenses of the General Government relative to GDP,

impacts the regression accordingly. A �scal surplus indicates

a higher sovereign rating, and inversely if the Government

presents de�cit. A standard deviation increase (3.58%) in the

Budget Balance translates into an expected increase of 0.22 on

the rating scale, holding everything constant, for the FE model.

The Exchange Regime was only signi�cant in the Pooled re-

gression. With a negative sign, if the country has a Fixed Ex-

change Regime, then its rating decreases by almost 0.5 units.

However it resulted non-signi�cant in the Fixed E�ects regres-

sion because of how this models treats time-invariant vari-

ables, and the Random E�ects estimate has an error higher

that the coe�cients value. Gross Debt of the General Gov-

ernment was not signi�cant in any model. The value of the

estimate is despicable in all the cases, so it may not be in�u-

encing the regression. Apparently, the rating agencies value

the foreign debt burden more over the total debt owed by the

General Goverment, which is understandable since the rat-

ings we are considering are the ones issued to foreign currency

obligations.

3.8.2 Fittest Model

Now that the three proposals have been tried, and the corre-

sponding individual comparisons have been analysed, it is fair

to say that the Fixed E�ects model is the �ttest choice. The

Fixed E�ects model shows the less variability among the resid-

uals, has the best goodnes-of-�t measures, and its main as-

sumption was statistically more signi�cant in the F-test (Section

3.3.1) and in Hausman’s Speci�cation test (Section 3.5). Further-

more, just by the way each model is intended to work, the Fixed

E�ects model make more sense in the sake of this experiment.

The Random E�ects model works well and is e�cient when the

individuals are assumed being randomly sampled, whereas in

here, the sample was selected on purpose. We don’t su�er

from the disadvantage of loosing considerable degrees of free-

dom using the LSDV transformation, since the panel data used

in this experimentation consists of just 16 individuals.

As discussed in Section (3.2), it is more reasonable to assume

that the unobserved characteristics of each sovereign nation

are correlated to the explanatory variables, that assuming that

they are completely random and have no strong relationship.

On top of that, we can measure the individual coe�cients
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(a) Estimated Densities of the Residuals (b) QQ Plot of the Residuals

Figure 3.3: Diagnosis Plots of the Residuals for the Panel Data Models

and understand the impact the have in the regression. One

possibility, in this experiment, is to think of the intercepts es-

timates as the bias the rating agencies opinion regarding the

sovereign’s credit pro�le. If all the possible factors are taken

into account, there’s still subjectivity present in the rating’s

agencies �nal opinion. If the individual e�ects resulted to be

all of the same proportion, then we would assume the note on

the sovereigns where being equally rated and the governance

and cultural factors speci�c to each country would not a�ect

its rating. Then the Pooled regression or the Random E�ects

could have done a better adjustment. However, this was not

the case.

Beyond the discussion if the rating agencies actions are

strictly ethical or transparent, it does makes sense to study

each nation carefully and to have some kind of discrimination

as an investor. We noted on Table (3.3) that the most rele-

vant (and signi�cant) individual e�ect impacting the regression

was the intercept coe�cient of Argentina. The South Amer-

ican country is the only country that has defaulted twice in

the time sample. This means that its rating implies a higher

defaulting chance than, for the sake of comparison, Brazil or

Colombia, who belong to the same region. This could also be

interpreted as if rating agencies punish countries that have de-

faulted in the past.

3.8.3 Considerations

Panel data regression served as a good �rst approach in order

to understand the factors and weights the proposed indicators

have and to measure their signi�cance. Still, there are areas of

opportunity. Figure (3.3a) shows the estimated densities of the

residuals for each adjustment. The dotted line is the Normal

density curve. We can see that the residuals are skewed, and

have di�erent levels of dispersion. Rejecting the null hypothesis

that the residuals follow a normal distribution could lead into

inconsistencies among the comparisons tests. The FE residuals

have the lowest level of variability, still it is not safe to say that

they are normally distributed. Figure (3.3b) shows the QQ-

Plot for the residuals of each model. The dotted line shows the

theoretical quantiles, and all the models seem to miss them.

Running normality tests showed mixed results, but the model

that consistently have non-normal residuals is the Fixed E�ect

Model. So model that apparently worked the best is the one

that violates one the linear regression assumption, though not

one of the most important. Thus, conclusions done from the
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comparative tests, like the Hausman’s speci�cation test, have

less sustenance. Also, we expected this adjustment to be bet-

ter, since we forced the independent variable was forced to

be linear. Linearly scaling the ratings, as an easy adjustment,

brings non-realistic economic assumptions, since we assume

that moving from one rating to another takes the same e�ort,

independently of the rating each country has. Meaning, one

country that has the ‘SD’ rating can get to the next category

just a country with the ‘BBB’ can to the next. We mentioned,

however, that since we consider the ratings only at the indica-

tive level, then there is no point in using a di�erent rating scale,

such as logarithmic or exponential transformations.

The Chow test resulted signi�cant, however we can notice as

well in Figure (3.3b) that the residuals from the pooled model

are hardly normally distributed, so inferences from that test

are also questionable. It is natural to think that the test could

result highly signi�cant, since all the countries have large di�er-

ences in the economic prospects and in the ratings, but it was

the purpose of this study to understand the factors in a pooled

manner. Analysing individually would leave us with separate

correlated regressions for each country, and it could be harder

to make interpretations if we were interested in analysing be-

yond one country at a time. We believe that the violation of

this assumption is not serious, and it is in line with has been

observed in the literature.

Treating the ratings as continuous instead of as a categor-

ical variable allowed direct interpretation and clarity. Panel

Data models provide great simplicity, computationally and an-

alytically. It is the traditional and most common used tool for

econometrical analysis. In this case it might have kept short

because of the nature of the endogenous variable, and the

strong assumptions that had to be done in order to get re-

sults. Additional proposals for further work are including in

the regression time e�ects as well as individual e�ects. The

year when the observations was taken may in�uence the rat-

ing since Emerging Markets economies are more susceptible

to economic cycles. There are other alternatives that allow

this coe�cients to vary over time or over individual. Linear

Regression treated the rating as cardinal values. Now, we’ll try

alternatives to model the rating considering the ratings ordinal

and categorical nature, and we will compare the results from

both techniques and to see if they are coherent or vary a a lot

with what we found on this chapter.
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CHAPTER IV

ORDINAL LOGISTIC REGRESSION

As discussed in the previous chapter, we assumed that the

distance underlying the ratings was of one cardinal unit. This

may not be a realistic economical nor statistical assumption,

since it could be interpreted as if going from ‘B’ to ‘BB’ could

require the same amount of “e�ort” that going from ‘AA’ to

‘AAA’. We will try the proportional odds model to treat the

ratings as a categorical variables instead of a continuous one.

This particular model is the most widely used and can be imple-

mented in STATA, SAS or R. It also has an extension to panel

data. As we did with the linear regression, we will �rst treat

the data ignoring its longitudinal form, and then we will deal

with the heterogeneity via Random E�ects and Fixed E�ects.

4.1 Proportional Odds
Model

Given the ordinal nature of the credit ratings, in particular, the

sovereigns we are studying, there are several models that have

been developed for categorical outcomes. Here’s the motiva-

tion that leads to the categorical modelling:

Suppose there is an underlying continuous variable, Y ∗, that

discretizes a response variable such that

Yi =



1 τ0 ≤ Y ∗i < τ1

2 τ1 ≤ Y ∗i < τ2
...

J τj−1 ≤ Y ∗i < τj

(4.1.1)

Y ∗ is a latent, unobservable variable, such that the re-

sponse variable Y takes values on a discrete scale, depending

on the range of Y ∗. τj are “cutpoints” or thresholds on the

continuous unobserved scale, so if Y ∗ falls in the jth interval,

then Y takes the Jth category, where τ0 = −∞ and τj =∞

The latent variable can be modelled as

y∗i = Xiβ + εi (4.1.2)

Where i = 1, . . . , N . If we want to know the probability

of and observation from the response variable Y falling under

the mth category, we get from (4.1.1) and (4.1.2) that,
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P[yi = j|X] = P[τj−1 ≤ y∗i < τj |X]

= P[τj−1 ≤ Xiβ + εi < τj |X]

= F (τj −Xβ)− F (τj−1 −Xβ) (4.1.3)

with F being the cumulative probability distributions of the

random disturbances εi. The most common model is the pro-

portional odds model, which is the most widely used in sta-

tistical software

This model is an extension of the binary logistic regres-

sion, since it allows more than two categories. The model as-

sumes the logistic distribution as the link function between

the regressors and the ordinal outcome ,but instead, it uses

the cumulative probability of belonging to one category or

not:

Cj = log
(
P(Y ≤ j |X)

P(Y > j |X)

)
= log

(
π1 + π2 + . . .+ πj
πj+1 + . . .+ πJ−1

)
= τj − βX (4.1.4)

for j = 1, . . . , J − 1. Cj represents the cumulative logit for

a response variable Y that has J possible outcomes.

Each cumulative logit has its own intercept, τj . From (4.1.4)

we can recover the cumulative probability assuming the logistic

distribution as

P[Y ≤ j] =
exp(τj −Xβ)

1 + exp(τj −Xβ)
(4.1.5)

The proportional odds model assumes that each logit has its

own intercept, but share the same vector of regression coef-

�cients β. Thus, for a �xed j, the response curve is a logistic

regression curve for a binary response with outcomes Y ≤ j

or Y > j. So we get J-1 parallel lines, translated along the x-

axis. For every j < k, we get that curve of the event Y < k is

the same curve as Y < j translated by τk−τj
β .

An odds ratio of cumulative probabilities is called a cumula-

tive odds ratio. The odds of making response ≤ j at X = X1

are exp[β(X1 −X2)] times the odds at X = X2. The log cu-

mulative ratio is proportional to the distance between X1 and

X2. The same proportionality applies to each logit, hence, the

name of the model: proportional odds model.

Model (4.1.4) subtracts βX rather than adding it. This allows

for the same sign of the coe�cient β to have the usual mean-

ing: if βk > 0 then a unit increase in xk the the cumulative

logit decreases. Hence, the corresponding cumulative proba-

bility decreases. Then, relatively less probability mass falls at

the end of the response scale, and Y is less liely to fall at the

low end and more likely to fall at the high end of the scale.

Let (y1, y2, . . . , yn) be a sample of the response for subject

i. Then, the likelihood function is

n∏
i=1

 J∏
j=1

π
yij
j

 =

n∏
i=1

 J∏
j=1

(P[Y ≤ j|Xi]− P[Y ≤ j − 1|Xi])
yij


=

n∏
i=1

 J∏
j=1

(
exp(ηij)

1 + exp(ηij)
− exp(ηij−1)

1 + exp(ηij−1)

)yij
where ηij = τj + βXi and ηij−1 = τj−1 + βXi

Maximum likelihood estimates can be found by di�erentiat-

ing with respect to each of the unknown parameters, setting

each of the J+p equations equal to zero and solving for β̂. Mc-

Cullagh states that the Newton-Raphson method with Fisher

scoring converges rapidly even when the initial estimates are

poor [29]. Since the same coe�cients β are assumed for all the

cumulative logits, this e�ects are also independent of the cut-

points τj that chop the latent variable Y ∗. The e�ect param-

eters are invariant to the choice of categories for Y [4]. This

feature makes it possible to compare estimates from studies

using di�erent response scales. The deviance works as a com-
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mon goodness-of-�t measure, and the classic inferences using

asymptotic assumptions can be performed with Wald statistics.

Hosmer and and Fagerland [15] developed a goodness-of-�t

test for the proportional odds model. It is based on the Homer-

Lemeshow test for binary logistic regression, which compares

the sum of observed frequencies Ojk versus the sum of pre-

dicted probabilities, partitioning the data in G (usually 10)

groups, for K categories. For polytomous response variables,

the Pearson chi-square statistic is computed from a 2K × G

table of observed and expected frequencies, so that the test’s

statistic.

X2
HL =

g∑
j=1

K∑
k=1

(Ojk − Ejk)2

Ejk
∼ χ2

Large values for the statistic (small p-values) would indicate

evidence of lack-of-�t of the proportional odds model. How-

ever, the test performs poorly if too many continuous predic-

tors are present, since the data is too spared. In addition, the

test has less power than the Lipzitz test or the Pulkstenis and

Robinson test [24]. SAS allows the implementation of the test

with an extra command, LACKFIT, to the LOGISTIC procedure,

and is implemented in R as well. Hosmer and Fagerland sug-

gest using the three tests simultaneously, but the Lipzitz test

is not always computable for small samples, and the PR tests

requires categorical and continuous explanatory variables.

4.1.1 Marginal E�ects: Changes in
probabilities

A marginal e�ect measures the change in the probability of an

outcome for a change in xk, holding all the other independent

variables constant at speci�c values. In the proportional odds

model, the marginal change in the probability of outcome j is

computed as

∂ P[Y = j|X]

∂xk
=
∂F (τj − Xβ)

∂xk
− ∂F (τj−1 − Xβ)

∂xk
(4.1.6)

which is the slope of the curve relating to the k-th explana-

tory variable, holding the rest constant. The value of the

marginal change depends on the value of xk where the change

is evaluated. Average Marginal E�ects (AME) compute the

marginal e�ect of xk for each observation at its observed val-

ues xi, and then computes the average of these e�ects.

AME = N−1
N∑
i=1

∂ P[Y = j|Xi]
∂xk

(4.1.7)

The AME is the mean of the marginal e�ect computed at the

observed values for all observations in the estimation sample.

4.1.2 Proportionality Assumption

McCullagh introduced the model in 1980 and it is regarded as

the most widely used strategy for ordinal categorical regression.

However, it relays heavily on the assumption that the vector

of regression coe�cients β is independent from the level of

response. Other models such as the continuous ratio model

or the adjacent category model also assume proportionality

for di�erent values on the explanatory variables. In the end, it

is of interest to know if model (4.1.4) holds, or a more complex

form is needed, like:

Cj =

τj − βX (Proportional Assumption)

τj − βjX (Dependent coe�cients)
(4.1.8)

Where Cj is the cumulative logit. The alternative assumes

we have J−1 logistic lines, each with its own intercept and set

of e�ects. Model (4.1.4) assumes that ALL the estimates are the

same, for ALL di�erent categories for each one of the predic-

tors whereas the model with dependent parameters in (4.1.8)

allows variation. Nonetheless, it is less parsimonious because

there is now p(c-1) parameters to estimate.

Peterson and Harrell developed score and likelihood ratio
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tests for testing the parallelism among the logits. The score

test is used in the SAS LOGISTIC procedure, but it can be

somewhat unreliable under certain conditions. According to

the authors, the test su�ers if the number of observations at

one of the levels of Y is small relative to the total sample size,

or there are continuous predictors. In addition, if the data is

not sparse, the performance of the test tend to bee too liberal:

small p-values and type I errors [34].

The more complex model has the structural problem that

cumulative probabilities can be out of order at some settings of

the predictors. Because of this, it is often not feasible to max-

imize the likelihood function for the alternative model. Thus,

the score test comparing the models is more widely applica-

ble than a likelihood-ratio test, or a Wald test, because the

score teste evaluate the rate of change of the log likelihood

only at the null hypothesis, under which β1 = β2 = . . . = βc−1

agrestiAOCD.

If the augmented model can be �tted, we can test the pro-

portional assumption via the Brant Test. Brant proposed to

test the di�erence between (β̃j , β̃l) j, l ∈ {1, 2, . . . , J − 1}

of the regression applied to the response

Zj =

1 y > j

0 y ≤ j

with success probability π̇j = P[Zj = 1] = 1 − P[πj ≤ j] ,

satisfying

log
(

π̇j
1− π̇j)

)
= τj − βjX (4.1.9)

A Wald-type statistic of the form

X2 = (Dβ̃)′[DV̂ (β̃)D′)]−1(Dβ̃)

where β̃ is a matrix containing the individual coe�cients

from the individual maximum likelihood estimates for each

level, and D is a contrast matrix of (J − 2)p × (J − 1)p di-

mensions. The statistic will be asymptotically χ2 with (J − 2)p

degrees of freedom under the null hypothesis. If the omnibus

test is rejected, then the individual di�erences are statistically

signi�cant, proving a violation of the proportionality assump-

tion [8].

Two drawbacks come from this test: there is a major loss

of degrees of freedom if either the number of categories or

the number of explanatory variables is large, and inspection of

individual components of X2 may not provide clear indication

as to the nature of the discrepancy. Brant states that the log-

its on (4.1.9) may not be seen as scienti�c meaningful models,

but as discretional alternatives helpful in validating the simpler

proportional odds model.

4.2 Random E�ects

Model (4.1.8) assumes independence among the observation,

ignoring the longitudinal structure of the data. This may cause

the standard errors to be signi�cantly smaller, making infer-

ences on the estimates less substantive. We will treat with the

heterogeneity on the sample using a Random E�ects Cumu-

lative Logit Model.

log
(
P(Y ≤ j |X)

P(Y > j |X)

)
= ui + τm + βX (4.2.1)

Model (4.2.1) adds a random e�ect ui to the intercept term

αj , for i = 1, . . . , N individuals or clusters, and j = 1, . . . , J

categories of the response variable. It uses the same random

e�ect for each cumulative probability. A subject with a rela-

tively large ui has relatively large cumulative probabilities, and

hence a relatively high chance of occurring at the low end of

the ordinal scale. (4.2.1) can also be expressedmin terms of a

latent linear response, where observed ordinal responses come

from an underlying continuous latent variable Y ∗, such that
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y∗it = Xitβ + ui + εit (4.2.2)

and

Yit =



1 τ0 ≤ Y ∗it < τ1

2 τ1 ≤ Y ∗it < τ2
...

J τj−1 ≤ Y ∗it < τj

(4.2.3)

As in Section 4.1 τj are cutpoints that map the latent vari-

able into the original response Yit. The Cumulative Logit Ran-

dom E�ects model makes the same assumption as in the linear

RE model, that the additional random component is uncorre-

lated with the explanatory variables. However, for the ordinal

response model, we assume that

ui ∼ N(0, σ2
u)

σ2
u is unknown and is a parameter to be estimated. As the

variance of the random e�ects increases, the correlation be-

tween two observation of the same cluster (or individual) also

tends to increase. For each t < s, we get that

Corr(y∗it, y
∗
is) = ρ =

σ2
u

σ2
u + σ2

(4.2.4)

This equals the proportion of the total residual variance that

is due to the variability σ2
u in the random e�ect. The corre-

lation is positive and increases as σ2
u increases, for �xed σ2.

Since we are using the logistic distribution to identify the dis-

tributions of the disturbances on ε, we get that σ = π/
√

3.

In the case where σ2
u = 0, the correlation disappears, the ob-

servations behave as if they were independent and we get the

pooled model (4.1.4). Lastly, ui are assumed to be indepen-

dent from εit. Maximum marginal likelihood methods are used

to estimate the parameters. For this solution, Gauss-Hermite

quadrature is utilized to numerically integrate over the distri-

bution of random e�ects. Essentially, the normal density is

approximated by a discrete histogram with bars centered at

the quadrature points. The approximation improves as the q

of quadrature points increases. Similarly, as q increases, sub-

sequent approximations for the ML parameter estimates and

their SE values improve.[23]

4.2.1 Test for Random E�ects

For testing H0 : σu = 0, the asymptotic null distribution of

the likelihood-ratio statistic has probability 0.5 at 0 and 0.5

following the shape of a χ2 with one degree of freedom. The

test statistic value of 0 occurs when σ̂u = 0, in which case

the maximum of the likelihood function is identical under H0.

When σ̂u > 0 and the observed test equals t, the p-value for

this large sample test is 0.5P[χ2
(1) > t], half the p-value that

applies for χ2
(1) asymptotic tests.

Failing to reject the null hypothesis could signal that the

pooled model is more desirable since it makes less restrictive

assumptions than the RE model.

4.3 Fixed E�ects
Instead of assuming that the individual unobserved character-

istics for each country are normally distributed, we can con-

sider them as �xed parameters to be estimated in the propor-

tional odds model. This technique, however, is not commonly

used because of the incidental parameter problem. Estimat-

ing an additional set of intercepts to the regression decreases

parsimony in the model, and when T is �xed, the estimates be-

come inconsistent as N →∞. In the linear regression model,

the within transformation would help mitigate this eventuality,

but we cannot apply the same procedure in this case. We still

can compute the regression using a set of dummy variables,

although one country will have to be omitted to avoid perfect
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multicollinearity. The model has the same form as in (4.2.1),

so will have a set of 16 intercepts for each individual country,

and 5 intercepts to account for the categories on the response

variable.

Interpretations of the Fixed E�ects parameters are not as

immediate, since the conclusions have to be done with respect

to the country that was dropped. Nevertheless, we can still

compare the magnitudes and signi�cance of the estimates.

4.3.1 Test for Fixed E�ects

We can perform a Wald test to verify the joint signi�cance of

the Fixed E�ects coe�cients. Let β̂ be the estimated coe�-

cient vector and Ψ̂ the estimated variance-covariance matrix.

Let Qβ̂ = q denote the set of q linear hypotheses to be testes

jointly. The Wald statistic is

W = (Qβ̂ − q)′(QΨ̂Q′)−1(Qβ̂ − q)

The Wald statistic follows a χ2 distribution with q degrees of

freedom under the null hypothesis that

H0 = u1 = u2 = · · · = uN−1 = 0

Rejection of H0 could indicate that Fixed E�ects coe�cients

account for the unobserved heterogeneity and the FE model

is preferable over the pooled proportional odds model.

4.4 Results and Analysis
A stepwise selection method based on the Akaiken Informa-

tion Criterion (AIC) was applied to the regression to simplify

it and obtain a more parsimonious model. In addition, a re-

duced model allows us to test the proportionality assumption

using the Brant test. The variable selection method concluded

that the variables to be dropped are GDP Growth, Current

Account Balance and Gross Debt. This variables were also

not signi�cant at any level in the linear regression models for

panel data, so it seems proper to remove them from this anal-

ysis. Two observations were dropped that were being perfectly

predicted (probability of one in any of the categories). This

observations are Venezuela on 2016 and 2015. The extraor-

dinary in�ationary rates, above 100% annually were creating

predicted probabilities of 1, causing unde�ned odds ratio.

Table 4.1 displays the Maximum Likelihood estimates for

the parameters in terms of Odds Ratio, eβk . Cutpoints are

expressed in the regular form, and don’t have a meaningful

interpretation besides adjusting the regression for the di�erent

categories. Average Marginal e�ects on the probability for all

the outcomes are shown on Table 4.2. Marginal e�ects are

interpreted as the average change in the probability of falling

in one of the categories of the rating, for that speci�c predictor,

holding the rest of the variables at constant values.

4.4.1 Pooled Estimation

The Pooled model is signi�cant in all the variables. The Hosmer

and Fagerland’s statistic for lack-of-�t resulted not signi�cant,

but we have to consider that almost all the predictors are con-

tinuous and that the table of Observed vs Expected values is

to sparse, so the test may perform poorly. All the coe�cients

in the pooled proportional odds model are signi�cant, but as

we mentioned in section (4.2), standard errors are misleading

since we are assuming each observation is independently sam-

pled. Nevertheless, at a �rst glance it seems that it makes a

better �t to its panel data alternatives.

The variable with the strongest magnitude in the regression

is the GDP per Capita. Then the Exchange Regime and In�a-

tion have relative high impact compared to the External In-

dicators, External Debt to Exports and International reserves.

Since GDP per Capita is transformed into logarithmic scale,

then we can make the next interpretation of the odds ratio

coe�cient:

Increasing GDP per Capita by 100% increases the odds of hav-
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Table 4.1: Parameter estimates for the Proportional Odds Model

Pooled POLR FE POLR RE POLR
GDP per Capita 2.2761*** 81.99*** 103.85***

(0.41) (45.77) (67.49)
In�ation 0.8584*** 0.9491** 0.9600

(0.02) (0.03) (0.03)
External Debt / Exports 0.9795*** 1.0023 1.0031

(0.003) (0.004) (0.005)
External Reserves 1.0143*** 1.0237*** 1.0102**

(0.003) (0.005) (0.005)
Budget Balance 0.9213*** 1.3566*** 1.4784***

(0.04) (0.1062) (0.1312)
Fixed Exchange Regime 0.2892*** 6.4312*** 1.7058

(0.09) (3.6858) (1.14)
Cutpoint τ1 -2.94 22.63 26.34
Cutpoint τ2 1.01 28.28 31.83
Cutpoint τ3 4.089 34.27 38.05
Cutpoint τ4 7.89 42.57 51.58
Cutpoint τ5 10.03 46.93 57.85
LR test a 326.58*** 520.90*** 74.74***

Mcfadden’s pseudo R2
adj 0.4059 0.6573 (NA)

H & F Lack-of-Fit 37.57 10.68 (NA)
SE in parenthesis *** Signi�cant at 0.05 level ** Signi�cant at 0.10 level

a
Wald Statistic for the RE model

ing a higher rating by a factor of 2.28, keeping all the other vari-

ables constant.

Like in the pooled model of Chapter III, doubling the level

of income has a relative small impact in the odds of having

a higher rating. For the rest of the variables, we will make

the interpretation in terms of percentage change in the odds,

meaning that a δ increase in the predictor will be associated a

100(δβ− 1) percentage change in the odds of having a higher

rating.

A standard deviation increase (18.4 percentage points ) in the

in�ation rate decreases the odds of having a higher rating by

93.8%. The coe�cient for Budget Balance has the opposite

sign, meaning that a standard deviation increase in the Budget

Balance (3.58 percentage points) relative to GDP decreases

the odds of getting a higher rating by 25.4%, holding all the

other variables constant. The signi�cance of this parameter is

the lowest one, but the same situation occurred in the linear

regression model. Estimates for the External Indicators have

the expected sign and seem to have high impact as well. A

standard deviation (75.5 percentage points) increase in Exter-

nal Debt to Exports, the odds of a better rating diminish by

79%, holding all the other variables constant. On the con-

trary, a standard deviation (73.2 percentage points ) increase

in the level of International Reserves increases the odds of hav-

ing a better rating by 182%. Increasing the percentage of Re-

serves has more than double the impact of increasing the same

percentage in the level of external debt, so according to this

model, rating agencies value more the precaution each coun-

try takes than the quantity of debt they acquire. Finally, having

a Fix Exchange regime instead of a �oating one decreases the

odds of having a higher rating by 71.1 %.

We can also appreciate the impact of each variable to the

marginal change in probability of an observation falling un-

der each rating. The average predicted probabilities are listed

on the last column of Table 4.2. The rating with the high-

est predicted probability is the ‘BBB’ rating. These probabil-

ities are similar to the frequencies of the ratings, shown in

(Chapter Data sample). There’s a 54.6 probability of having a

Speculative Grade (‘BB’ or lower) than the Investment Grade.

The highest AME for GDP per Capita (GDPPC) is on the ‘BBB’

rating. Increasing the level of income translates into a better

chance of getting an Investment Grade Rating, but once you
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Table 4.2: Average Marginal E�ects for the Pooled, Fixed E�ects and Random E�ects Proportional Odds Model

POOLED GDPPC INF EDE RES BUD ER OVERALL
P[SD] -1.60 0.30 0.04 -0.03 0.16 2.13 5.10
P[B] -4.87 0.91 0.01 -0.08 0.49 8.13 18.44
P[BB] -3.11 0.58 0.08 -0.05 0.31 5.93 31.02
P[BBB] 5.27 -0.98 -0.01 0.09 -0.53 -10.81 36.17
P[A] 3.00 -0.56 -0.08 0.05 -0.30 -3.48 6.78
P[AA] 1.31 -0.24 -0.03 0.02 -0.13 -1.79 2.47
FIXED EFFECTS GDPPC INF EDE RES BUD ER OVERALL
P[SD] -10.82 0.13 -0.006 -0.06 -0.75 -5.34 4.50
P[B] -5.98 0.07 -0.003 -0.03 -0.41 -1.70 19.23
P[BB] -9.71 0.12 -0.005 -0.05 -0.67 -2.77 30.73
P[BBB] 17.96 -0.21 0.01 0.09 1.24 5.71 35.85
P[A] 3.68 -0.04 0.0002 0.02 0.25 1.74 7.14
P[AA] 4.88 -0.06 0.0003 0.03 0.34 2.33 2.53
RANDOM EFFECTS GDPPC INF EDE RES BUD ER OVERALL
P[SD] -8.30 0.07 -0.006 -0.02 -0.70 -1.05 9.69
P[B] -6.87 0.06 -0.005 -0.01 -0.58 -0.84 14.75
P[BB] -6.37 0.06 -0.004 -0.01 -0.54 -0.75 24.70
P[BBB] 14.12 -0.12 0.009 0.03 1.19 1.73 43.78
P[A] 5.75 -0.05 0.004 0.01 0.48 0.71 5.69
P[AA] 1.67 -0.01 0.001 0.004 0.14 0.21 1.40

* All probabilities are in a ×102 scale

have it, getting up the scale becomes not that easy, since the

average marginal e�ect decreases in the ‘A’ and ‘AA’ rating.

On the other hand, on average and holding all the variables

constant, increasing GDP per Capita diminish the chances of

having a Speculative Grade rating, but not on the Default Rat-

ing.

Having a Fixed Exchange Regime (ER) decrease on average

the probability of having the Investment Grade, than a Floating

Exchange Regime. The AME for the ‘BBB’ rating on the prob-

ability is of 11, so having tight and restrictive monetary policy

reduces the chances of having a high-end rating. It also trans-

late into an average marginal e�ect of 0.08 in the outcome of

a ‘B’ rating. As we suspected, Rating Agencies favour coun-

tries that allow their exchange regime to �oat freely or have a

diminished involvement on the market.

The AMEs for the In�ation Rate (INF) are shown on the sec-

ond column of Table (4.2). On average, higher in�ation rates in-

crease the probability of having a ‘B’ by 0.0091. Simultaneously,

it decreases the probability of having a ‘BBB’ rating by almost

the exact factor, holding all variables constant. The average

marginal e�ects for the External Debt (EDE) and the Reserves

(RES) are less than 0.001, nonetheless they are signi�cant. On

average, increasing the level of external debt to exports has the

highest impact on the ‘BB’ category and ‘A’ categories, keeping

the rest constant. Whereas the AME for Reserves is greatest

for the ‘BBB’ rating. The marginal e�ects for the Budgetary

Balance are on the contrary of what we could’ve expected.

Since the estimate of the coe�cient resulted with a negative

sign, it results that on average, a Budgetary Surplus is asso-

ciated with a 0.0053 decrease in the probability of having a

‘BBB’ rating. It doesn’t make much sense, but we have to keep

in mind that the parameter was nearly not signi�cant and that

standard errors are not that reliable, so the interpretation may

not be fully sustained. Overall the average marginal e�ects

and the change in odds ratios are consistent and balanced,

but seem to have low magnitudes, as we will know compare

this results when the heterogeneity of the sample data is con-

sidered in the regression instead of ignoring it as the Pooled

model does.
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4.4.2 FE Estimation

The Fixed E�ects model for linear regression made in our

judgement the best adjustment and comprehensible �t. How-

ever, it doesn’t seems to be the case for the proportional odds

model. Although the model is signi�cant, the extra set of in-

tercepts seems to cause too much distortion and is making the

estimates have not much sense. Several issues arrived with the

full set of dummy variables for all the countries, and a few of

the dummies had to be dropped in order to get consistent re-

sults. First, the dummy variables for South Africa and Thailand

had to be excluded since this countries present no variation

in the response variable. The dummy variables of China and

Philippines had to be dropped because 34 observations were

being perfectly predicted and issues with multicollinearity were

present. Cutpoints have signi�cantly a larger scale, yet the im-

pact may be o�set by the dummy variables, which are shown

in Table (4.3) . The estimate coe�cient for the External Debt

to Exports have a very low impact on the regression and is not

statistically signi�cant. Also, the sign for the External Debt is

positive, meaning more debt equals to better odds of having

a higher rating. This also happens with the Fixed Exchange

Regime, but this estimate is in fact signi�cant. According to

this model, having a Fixed Exchange Regime improves your

chances of having a Higher rating than having a Floating Ex-

change Regime, holding all the other variables constant.

The odds ratio impact for the level of income seems more

reasonable. Increasing GDP per Capita from $3,000 USD to

$6,000 increases the odds of having a higher rating by a factor

of 82, which is immensely higher than in the Pooled model.

Colombia went in 2000 from a GDP per Capita of $2,455 to

$8,103 in 2013, and that leap earned it the Investment Grade

with a ‘BBB’ from ‘BB’. Similarly, Turkey went from having a

GDP per Capita of $3,053 in 2001 to $10,817 in 2016, jumping

from the ‘B’ rating, coming out of an economic crisis to the

‘BBB’ rating.

The Budget Balance has the correct sign and a higher sig-

ni�cance than in the pooled model. Holding the rest constant,

a standar deviation increase (3.58%) in the Budget Balance im-

proves the chances of a higher rating by 193 %. The Phillipines

reduced its de�cit from 3.6 % of GDP in 2001 to a surplus of 0.9

% of GDP in 2014 and it improved its rating from ‘BB’ to ‘BBB’

The In�ation rate is in�uencing the regression in the correct

direction, so a standard deviation increase (8.4%) reduces the

odds of having a higher rating by 35 %. Brazil acquired the

Investment Grade in 2008 with a ‘BBB’ rating with an in�ation

rate of 3.6% and a constant rate of growth, but went back

to the Speculative grade in 2014 when it fell in recession and

had annual in�ation rate of 9.03 %. A standard deviation in-

crease in the level of International Reserves (75.5%) relative

to exports increases the chances of a higher rating by 454%.

India had a signi�cant growth period from 2000 to 2007, and

increased its level International reserves from 40% to 135 %,

and received the Investment Grade with a ‘BBB’ rating from

‘BB’.

Nonetheless, the impact of the Exchange regime seems to

be non-realistic and may be in�uenced by the observations of

China. According to the model, keeping everything constant

and having a Fixed Exchange regime increases the chances of

having a higher rating by 543%. China has a very tight and

strict monetary policy, and it has been stated that it manip-

ulates its currency to favour its cause, but it has the highest

ratings of the sample, so it may be leveraging the regression to

that side.

AMEs for GDP per Capita have a strange pattern, since the

probability seems to be impact negatively the most for the

low ratings in the Speculative Range, but in�uence the most

in changes to the Investment Grade and the ‘BBB’ rating. An

increase in income is related to a higher average increase in

probability for the ‘BBB’ rating than for the ‘A’ rating. The

marginal e�ects of the External Debt to Exports and Reserves

are minimal. There seems to be something odd with the obser-

39



CHAPTER IV. ORDINAL LOGISTIC REGRESSION 4.4. RESULTS AND ANALYSIS

vation from the ‘A’ rating overall, since for all the explanatory

variables, the AME is signi�cantly smaller than the rest of the

categories. Even for the ‘AA’ which only has 7 observations,

the average marginal e�ects seem to be more in line with the

previous pooled adjustment and the overall frequency of the

observations than the ones from the lower category.

Fixed E�ects Parameters

Table 4.3: Individual e�ects coe�cients

Intercept Std. Er.
Argentina -18.03 *** 2.21
Venezuela -12.73 *** 1.69
Turkey -8.01 *** 1.30
Russia -7.57 *** 1.26
Indonesia -6.54 ** 1.05
Brazil -6.43 *** 1.19
Pakistan -6.22 *** 1.19
Egypt -5.09 *** 1.11
Colombia -4.24 *** 0.97
Mexico -3.60 *** 1.11
India 3.63 *** 1.04
Malaysia 4.35 *** 1.07

*** Signi�cant at 0.05%

We can test the joint signi�cance of the FE coe�cients int

the proportional odds linear regression. In this case, we got 12

coe�cients since we had to drop out four countries to com-

pute the regression. Interpretations have to be done relative

to the four countries that where dropped, Thailand, South

Africa, China and the Philippines. The dummy variables for

these countries were excluded since Thailand and South Africa

have the same rating for the whole sample, which causes prob-

lems with the estimation of their ML coe�cient. The dummy

variable for China was avoided as well since 34 observations

were being perfectly predicted. In the same manner, includ-

ing the dummy variable for the Philippines presented an enor-

mous standard error in the estimate, possibly related to multi-

collinearity with the Fixed Echange Regime variable, so it was

dropped.

4.4.3 Pooled vs FE

The Wald Statistic to test the Fixed E�ects assumptions isW =

76.3 which follows a Chi squared distribution with 12 degrees of

freedom. The p-value associated with the test is≈ 0, so there’s

is enough evidence that the FE coe�cients play a signi�cant

role in the regression. There are not many conclusions we

can derive, but the order and magnitude of the coe�cients is

almost the same as in the linear regression model with Fixed

E�ects.

Overall, the Fixed E�ects model in the proportional odds

case �ts well as in the panel data model for linear regression.

We got only one non-signi�cant parameter (External Debt) and

the impact on large changes in the predictors re�ects larger

changes in the odds, compared to the Pooled model. Treat-

ing the country-speci�c e�ects as parameters to be estimated

may be con�ictive when trying to obtain the ML estimates,

so we were forced to simplify the model and drop four dum-

mies to avoid multicollinearity issues and perfect predictions.

Few observations in the highest category and the lack of vari-

ation in the response variable for 2 countries and overall the

oversaturation in the regression denied us the chance to com-

pare the individual e�ect coe�cients to the panel data model,

but grossly speaking we can say that this model made a bet-

ter job in comparison to the Pooled Proportional Odds model.

However, we have to keep in mind that we watered down the

regression by dropping models to get consistent results. We

will now analyse the results from the Random E�ects Model.

4.4.4 RE Estimation

The Random E�ects model makes the assumption that the

unobserved individual e�ects are uncorrelated with the pre-

dictors, and that they follow a normal distribution. Because it

is a more complex model to compute, there are not additional

tests to compare the Fixed E�ects models and the Random Ef-

fects model as in the linear regression with the Hausman’s test.
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There are also no available methods to test goodness-of-�t, at

least not in software at our disposal.

First, we will analyse the coe�cients in Table (4.1). The GDP

per Capita estimate has the highest magnitude of the three

models. Increasing the level of income from $3,000 current

USD to $8,154.85 keeping everything constant increases the

odds of having a higher rating by a factor of 103.85 . This pa-

rameter is statistically signi�cant, so if the RE proportional odds

is the true model, then almost all of the predictability could be

coming from the level of income of each country. The other

Economic Indicator, In�ation rate, is not signi�cant but has

the proper sign, meaning that increasing by a standard devia-

tion (8.4 %) the in�ationary rate, keeping everything constant,

will decrease the odds of having a higher rating by 33.5% per-

cent in�ation bye diminish the probability of having a better

grade.

External Debt to Exports is not signi�cant again and has

the wrong sign, so an increase in this variable reduces the odds

of having a higher rating. For the level of International Re-

serves, a increase of 73.1 % holding everything constant will

improve the odds of a higher rating by 109 %. This percentage

change is higher than in the Fixed E�ects model, but not higher

than in the Pooled model. The Budget Balance, nonetheless,

do has the expected signi�cant impact on the regression, so

that increasing the country’s �scal balance by a standard devi-

ation (3.5%) would a�ect positively the odds of getting a higher

rating by 297%, holding the other variables constant. This per-

cent change is the largest seen in all the models on variables

that are not GDP per Capita. Besides from the level of income,

according to the Random E�ects model the highest impact in

the chances of higher ratings come from a balanced �scal bud-

get. The estimate for the Exchange Regime is signi�cant but

has the incorrect sign, indicating that having a Fixed Exchange

regime could increase the odds of improving the rating by 77%.

Average Marginal E�ects seem to behave more reasonably

than in the Fixed E�ects adjustment. On average, increase on

GDP per Capita increases the probability of having a ‘BBB’ by

a factor of 14, holding everything else constant. The marginal

e�ect for this rating is the one with the highest magnitude, so it

could seem that increases on the level of income increases the

chances of having an Investment Grade rating, but that is not

enough if the country aspires for a higher rating. Also, an in-

crease in GDP per capita on average decreases the probability

of having a ‘BB’ by 6.3, ‘B’ by 7.4 and ‘SD’ by 7.9.

On average, an increase in in�ation is associated with a pro-

gressive increase in probability for the Speculative Grade rat-

ings, with the ‘SD’ having a factor of 0.1. The marginal e�ects

are almost imperceptible if we increase or decrease the Exter-

nal Indicators. A positive �scal balance increases on average

the probability of receiving a ‘BBB’ by a factor of 1.2, ceteris

parabus. As we mentioned, since the coe�cient for the Fixed

Exchange Regime has the opposite expected sign, the probabil-

ity of having one of the Investment Grade ratings is on average

higher than having the low-end ratings. Overall, given all the

predictors at constant values, the rating with the highest prob-

ability is the ‘BBB’ rating, then the ‘BB’ rating and then the ‘B’

rating. Also, the probability associated with the ‘SD’ rating is

the highest of all the three proportional odds models.

4.4.5 Pooled vs RE

The likelihood ratio test for the variance term σ2
u on the as-

sumption that the unobserved characteristics follow a nor-

mal distributions was performed, and showed a statistic of

LR = 161.29 ∼ χ2
(1). The p-value associated with the statistic

was virtually zero, so there’s enough evidence to conclude that

there’s a positive correlation between observations yit , yis.

The estimate for the variance is

σ̂2
u = 59.61

with a 95% con�dence Interval of [23.69, 149.98]. Given that

value, we can also estimate the positive correlation as
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ρ̂ =
σ̂2
u

σ̂2
u + σ

=
59.61

59.61 + π2/3

= 0.9477 (4.4.1)

This test supports the idea that the Random E�ects model

is preferred over the Pooled proportional odds model, since

the �rst one actually takes into account the additional hetero-

geneity provided by the way the data was structured.

4.4.6 Validating the Proportional
Odds Assumption

As discussed in Section 4.1.2, we would like to know if the as-

sumption that the cumulative logit shares the same β coef-

�cients holds. We get that the statistic from the Brant test

is

X2 = (Dβ̃)′[DV̂ (β̃)D′)]−1(Dβ̃)

= 135.7701 (4.4.2)

The Wald-like statistic follows a chi squared distribution with

24 degrees of freedom. The associated p-value is minimal, so

according to the test, there’s signi�cant discrepancies among

the model that assumes the e�ects to be the same indepen-

dently of the category on the response, and the model that

allows a di�erent set of coe�cients for each logit. To apply

the test we used the estimates of the Pooled Regression, but

there’s a high chance the results of the test could have been

the same if we instead used the estimates of a di�erent model.

But how critical the violation of the proportional assumption

really is? It is really not clear how to proceed after the rejection

of the null hypothesis. A statistical rejection need not imply

that the ordered logit estimates are poor estimates of the true

response probabilities. If we specify the unrestricted model,

Cj = τj − βjX

We are just left with a bunch of J1 unconnected binary re-

sponse models of cumulative logits, and it is not clear what

we would learn in the end. Alternative approaches would be

the adjacent categories model, which uses the probability of

an observation belonging to a j-th observation relative to the

j+ 1 category. More complex models could include the partial

proportional odds, where some parameters are �xed and some

are allowed to �uctuate with depending on the category.

The biggest drawback of the alternative models is that there

are almost no extensions to panel data. In the end, the pro-

portional odds model allowed us to compare the cases when

we include in the modelling the unobserved country-speci�c

characteristics and when we don’t. We couldn’t be able to

compute the alternative models using a panel data structure,

or we could do so but in the end we could still be short, since

we are not taking advantage of the information. The test sug-

gests using a di�erent approach, but because of the nature

of our experiment and since we want to compare this results

with the linear regression models as well, we believe the POLR

model is still the best candidate to model the ratings.

4.5 Discussion

4.5.1 Predictions

We can obtain the category predictions for the Pooled model

and the Fixed E�ects model given the probabilities obtained

from �tting the models. The confusion matrices are shown in

Table (4.4). Naturally, the prediction is assigned to the cat-

egory with the highest probability depending on the model.

Since the Random E�ects model is �tted with the xtologit

command of STATA and can not predict automatically, we will

leave this predictions as further work. We can estimate the ac-
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curacy of prediction for each model, summing all the elements

in the diagonal of each confusion matrix and divided by the

total number of observations used. We get that the accuracy

for the Pooled model is

AccuracyPooled = 61.48%

and for the Fixed E�ects model

AccuracyFE = 79.26%

. Figure (4.1) displays the observations against their predicted

values for the Pooled model (4.1a) and the Fixed E�ects model

(4.1b). Both models apparently struggle in the extreme cate-

gories, Default and ‘AA’. The FE model sends the majority of

the observations (9 out of 3) of the ‘SD’ rating to the adjacent

category, nonetheless, it doesn’t predicts any observation as

‘BB’, like the pooled model. The FE predicts correctly better

in the ‘B’, ‘BB’ and ‘BBB’ ratings. The pooled model struggles

in the ‘A’ rating and underrates 14 of 19 observations to ‘BBB’,

while the Fixed E�ects model only misses in 3 observations.

Finally, the FE predicts correctly only 3 out of 4 observations

of the highest observed rating, ‘AA’, whereas the pooled model

only predicts correctly one observation.

The Proportional Odds Model allows us to identify clearly

which category the regression is predicting, compared to the

panel data regression which calculates on a continuous scale

and it is not clear what level each prediction is taking. This is a

huge uptake since we can clearly determine that in prediction

terms, the Fixed E�ects also outperforms the pooled model,

signaling that ignoring the panel data structure of the data

provides less accuracy than including it using dummy variables.

However, like in the case of the linear regression, the extra

set of parameters naturally improves arti�cially the accuracy.

Intuitively, the Random E�ects probably �ts better than the

pooled model, since the estimated coe�cients are similar to

the FE model.

Table 4.4: Confusion matrices for the Pooled and Fixed E�ects
Proportional Odds Predictions

Pooled Model SD B BB BBB A AA Predicted
AA 0 0 0 0 3 1 4
A 0 0 0 2 2 4 8

BBB 0 0 19 79 14 2 114
BB 1 21 53 16 0 0 91
B 7 27 11 0 0 0 45
SD 4 4 0 0 0 0 8

FE Model SD B BB BBB A AA Predicted
AA 0 0 0 0 2 3 5
A 0 0 0 1 16 4 21

BBB 0 0 11 87 1 0 98
BB 0 9 64 9 0 0 82
B 9 41 8 0 0 0 58
SD 3 2 0 0 0 0 5

Observed 12 52 83 97 19 7 270

4.5.2 Relevant Predictors

We tried to simplify the model from the previous chapter by re-

moving three non-signi�cant variables, Gross Debt of the Gen-

eral Government, Current Account Balance and GDP Growth

Rate. Still, the models showed that the most important factor

is the GDP per Capita. It looks like if the level of income

plays the biggest role in determining if weather a country gets

an Investment Grade or not. The AMEs for the ‘BBB’ rating

were in the three cases the ones with the highest impact. We

get the same result for each model, GDP per Capita in�uences

the most if a country can achieve the lowest of the Investment

Grade ratings, or if its debt will remain at the mercy of spec-

ulators. The estimate in the pooled model seems rather small

compared to the Fixed E�ects model and the Random E�ects

model, since the magnitude indicates that almost tripling the

level of income only a�ects the odds by a factor of 2, com-

pared to 81 and 103 with the other alternatives. The other

relevant indicator was the Budget Balance of the General

Government, since it was signi�cant in the three models, and

showed also relevant average marginal e�ects. It may be that

prudent �scal policies and a balanced budget signals a better

creditworthiness to the rating agencies, so it in�uences posi-

tively the grade the country gets. However, there are countries

which presented and increasing de�cit overall and still man-
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(a) Pooled Model (b) Fixed E�ects Model

Figure 4.1: Observed vs Predicted ratings for the Proportional Odds Models

aged to obtain higher ratings. South Africa increased its �scal

de�cit from 0.12% in 2005 to 4.75 % in 2015, but managed to

stay in the Investment Grade with a ‘BBB’ rating. Same story

with Thailand, which presented a surplus of 1.98% in 2003, but

suddenly fell with a de�cit of 2.21% six years later in 2009.

The Fixed Exchange Regime was signi�cant in the pooled

and FE model, but not in the Random E�ects one. However, it

has the opposite sign as expected when the regression incor-

porates the unobserved heterogeneity, signifying that a Fixed

Exchange Regime increases the odds of a higher rating, in-

stead of a Floating regime which allows more �uctuations by

the market. This may be caused as mentioned previously by

the fact that the only ‘AA’ observations come from China.

Other Emerging Markets countries where considered to have

a more robust sample, like Poland, Qatar and Saudi Arabia.

This sovereigns have high ratings, however, they could not be

included since they don’t have public data available for the

External Indicators. The External Debt to Exports didn’t re-

sulted signi�cant in the panel data models. The magnitude of

their impact seems to be minimal and only in the pooled re-

gression the estimates resulted signi�cant. Also in this model,

the sign for the coe�cient was correct, but not in the others.

From these approaches, it seems like the External Debt play a

lesser role than the economic indicators. However, the Inter-

national Reserves was signi�cant in the three regressions, and

a high increase in the percentage level of reserves improved

massively the odds of having a higher rating. This indicates

that according to these models, S& P values more how well the

country is prepared and saves to pay the debt than the actual

level of liabilities. So, as long as the country has enough money

to pay, it seems as it doesn’t matter how much leveraged it is.

An interesting remark is than on Table (4.2), there is a clear

distinction between the marginal e�ects for categories with

the Investment Grade and with the Speculative Grade. For

almost all the explanatory variable in the three models, the

AME changes its direction from the ‘BB’ rating to the ‘BBB’,

which is the line between Investment and Speculative Grade.

It may indicate that given our sample, the regression clearly

di�erentiates the characteristics and impact of the predictors

among the ‘good’ and the ‘bad’ observations. It could be rel-

evant to experiment how well a model �ts only considering

a binary response, whether the country has the Investment
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Grade or not, and if the magnitudes and impacts of the vari-

ables are similar, or they have di�erent magnitudes and order.

By the results obtained from the di�erent tests, we can con-

clude that the GDP per Capita is still the most relevant factor

regarding the sovereign ratings for Emerging Markets. At least,

we can tell that it strongly determines whether a country gets

the Investment Grade or not.

4.5.3 Fittest Model

Trying to choose the adequate model is trickier in this case

than in the linear regression case. On one hand, the Fixed

E�ects and the Random E�ects models, seem to outperform

the pooled model, because of the magnitudes and signi�cance

of the parameters, as well because the statistical tests for

each one vs one comparisons resulted signi�cant in both cases.

Nonetheless, we don’t have a way of comparing the FE and RE

models to one another since we don’t have a computationally

extension of the Hausman’s test from the panel data regres-

sion models. The Pooled models doesn’t incorporate any of the

unobserved characteristics to the ordinal regression. Clearly

this is not feasible, and leads to incorrect standard errors and

estimates are not ideal since we are using Maximum Likeli-

hood Individually the panel data have some drawbacks.The

Random E�ects model makes the stronger assumption of a

random normally distributed intercept, which seems unrealis-

tic. That assumption could make more sense if the experiment

consisted of testing di�erent drug reactions to a sample taken

from a large population. In our case, it is not that realistic since

the population of Emerging Markets with sovereign ratings is

limited. However, the Fixed E�ects model su�ered from multi-

collinearity if all the dummy variables were included, so it had

to be watered down to obtain reasonable good results.

Hence, we conclude that because we have several limita-

tions and are not capable of testing the FE and RE models,

both seem to perform well in the Proportional Odds Logistic

Regression. Both the odds ratios coe�cients and the Average

Marginal probabilities are closely similar, and there are only a

few di�erences. The accuracy of predictions for the RE model

could be tentatively similar. In the end, both models su�er

from limitations, but at least they treat the data correctly and

are preferred over the pooled model. It is up to determine

which drawback is less important, the fact that we cannot in-

clude all the dummy variables to avoid perfect predictions and

multicollinearity, or to assume normality in a random intercept

which is not correlated to the predictors

4.5.4 Considerations

The proportional odds model resulted practical and showed a

good accuracy level. We mentioned at the beginning of the

chapter that treating the ratings as a categorical response was

the proper way of the modeling, since in the linear regression

case we assumed the ratings to be a continuous. Still, we en-

countered with almost the same results, in a more complex

modeling technique. In order to get a �tter ordinal logistic

model, we necessarily need to simplify it either by reducing

the number of categories in the response variable, or reduc-

ing the number of predictors. The average marginal e�ects

showed that the largest di�erences come between the ‘BBB’

and ‘BB’ rating. Maybe one alternative could be to reduce the

model just to a dichotomous response: Investment Grade vs

Speculative Grade. Binary logistic models are well studied and

implementation has become very popular. Nonetheless, we

could be scarifying a lot of information regarding the ratings.

On the other hand, literature suggests that the ordinal re-

sponse model don’t �t well with continuous variables that are

widely sparse [21]. One possible alternative could have been

categorizing the predictors, turning them into categorical vari-

ables, allowing the model to work with more clustered data,

and make a simpler �t. That could’ve also allowed interac-

tion terms and we could have analyzed for deeper associations

among the indicators and their e�ects on the ratings. Nonethe-

less, we could have to �nd optimal threshold to discretize the
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continuous variables, and that might also mean into scarifying

variability and leading to over �tting of the model. Treating the

ratings as a categorical response necessarily requires a simpler

and more parsimonious model. In order to achieve that, we

need to sacri�ce some information, and in the end, it could

make the comparisons between the linear regression and the

POLR not doable.
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CHAPTER V

SUMMARY AND CONCLUSIONS

We wanted to identify what are the indicators that in�uence sovereign ratings and to understand what credit rating agencies value

the most. We tested two di�erent techniques, linear regression and ordinal logistic regression, with similarities and discrepancies

in some aspects. Both models proved to work better and showed statistical evidence that including individual heterogeneity is

better, i.e., pooling the observations is not preferable. The Fixed E�ects approach is a better alternative than the Random E�ects

one given the nature of the long panel dataset. It is economically more realistic to treat the individual unobserved characteristics

as parameters to be estimated than random intercepts. We also can notice that the magnitudes and impact of the coe�cients

were practically the same for almost all the variables, independently of linear regression or proportional odds model. The later

may seem preferable since it deals with the ratings correctly, as a categorical ordinal variable. We also gained more information

since we were able to determine that the model identi�es the line between Investment Grade and Speculative Grade, as in [26].

As well, we get precise predictions, in contrast with linear regression and the continuous scale. However, in order to get better

results, we had to simplify the model by dropping explanatory variables. In most of the literature that include panel data modeling,

ordered probit regression is used. We proved that using the ordinal logistic regression is just as valid, and got results that are

closely similar.

We were able to identify the most relevant macroeconomic factors that in�uence in all cases the regression. Using a stepwise

selection method based on Akaiken’s Information Criterion (AIC) and the level of signi�cance, without a doubt we can con�rm

that the most signi�cant indicator in sovereign ratings for emerging markets is GDP per Capita. The estimate of the coe�cient

was signi�cant in all of the six total models, and it was the variable with highest impact in Fixed E�ects model for linear regression

and the proportional odds model. As we expected, low income countries are punished the most and are assigned lower ratings.

Countries should take close looks into the level of income and boost growth if they want to improve their sovereign ratings.

The In�ation Rate was constantly signi�cant and large changes can lead to downgrades, according to the models. The levels
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of External Debt were signi�cant in the linear regression approach, but not in the POLR model. Foreign Reserves, however

seemed to have a bigger impact in magnitude and signi�cance. Rating agencies apparently value more hoe well a country is

hedged against contingencies, than the quantity of debt it is acquiring. Budget Balance is one of the most important, with

signi�cance in most cases and high impact on the regression. A controlled and reasonable de�cit help to mitigate downgrades

and boost the chances of having a better rating. The Exchange Regime showed mix results, and was signi�cant in only half of

the models. We mentioned earlier that one factor that might in�uence the impact of this variable is the fact that China, which

is the country with the best performing ratings, has a Fixed Exchange Regime. We cannot conclude decisively if the variable had

a signi�cant e�ect, or it su�ered from the sample.

These results are in line with what’s been done previously in the literature. Our main goal was to identify this economic factors,

and to test the di�erences among the two econometric modelling techniques. Emerging markets are interested in improving their

role in international markets and lower borrowing costs to �nance domestic projects. Governments should put extra attention

to the level of indebtedness and to prepare in case of contingencies. A prudent �scal balance is almost surely going to improve

their chances of having a better rating, but overall the level of income will be the key factor into where the CRAs allocate their

sovereign ratings.

Further work could include using a broader data sample to model the ratings using a more re�ned scale, considering the

additional classi�ers (+) and (-). This could also allow two use a logarithmic or exponential scale that takes advantage of the fact

that the transitions from ‘BB+’ to ‘BBB-’, the line of the Investment Grade, are more signi�cant than movements in between levels.

Also, adding governance factors and more variables that demonstrate more qualitative factors could improve the regression in

both cases. If predictions and classi�cations is of interest, neuronal networks models or classi�cation trees would work, now that

the most relevant indicators have been identi�ed. Since there is a lot of speculation to when a downgrade is coming and the

short term impact on the markets is considerable, a model that is able to predict the timing of the downgrade could proof useful.

Papers have studied the impact and di�erences among the rating agencies opinion, so it could also be interesting if the indicative

factors change signi�cantly if instead of using Standard and Poor’s ratings, we used Moody’s or Fitch’s.

Sovereign ratings are an essential component of the contemporary �nancial ecosystem, and emerging markets tend to depend

greater into the opinions of CRAs than developed economies. This work intends to incorporate into the literature a fresh review

of classical econometric models, using a distinct sample. As long as there are countries that are hoping to improve the quality

of life of its constituents, econometricians will contribute by constructing models that can light the way; simplifying and signalling

areas of opportunity so that everybody can improve.
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PROLOGUE

This work intends to serve as a future guide for undergraduate students as to how to

constitute a dissertation for Visiting Students that work in foreign universities. It also

intends to serve as an example of how to oblige with the mathematical rigor that the

School of Science demands, but also how to analyze and make economical and social

interpretations of those results, enriching the conclusions and refortifying the reach of the

investigation. In the same spirit, I would like to help students that haven’t written anything

in English, as it is vital and brings big rewards academically and professionally.

I would like to encourage current students to pursue this kind of opportunities since it

opens up new frontiers for academic growth. Always take the initiative and ask and seek,

there are a lot of kind and supportive persons willing to help in the University.
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