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Resumen

La presente tesis es el resultado de la investigacion realizada junto con mi
tutor y mis companeros durante mis estudios de doctorado. Producto de este
periodo de trabajo, recientemente publicamos un articulo de investigacién [1],
ademds de que estamos planeando redactar un par mas en un futuro cercano.

El tema central de esta tesis, es el uso de la representacién de Majorana
para estudiar diversos problemas desde un punto de vista geométrico. La
representacién de Majorana nos permite asignarle a los estados de un espin s
una constelacién, es decir, un conjunto de 2s puntos sobre la esfera unitaria.
Esta representacién tiene la propiedad de que, si un estado es rotado, la
constelacion asignada a éste rota de la misma manera. Por lo tanto, la
representacién de Majorana es ttil cuando se estudian problemas relacionados
con rotaciones.

Esta tesis ha sido dividida en cuatro partes.

En el capitulo 1, hacemos una breve introducciéon y presentamos varias
herramientas matemaéticas que usaremos a lo largo de la tesis.

En el capitulo 2, explicamos cémo describir al espacio projectivo de
Hilbert de un espin s como un haz fibrado, donde el grupo es SO(3) y la
base es el “espacio de formas”, el espacio cociente obtenido al identificar los
estados que difieren por la accién de un operador de rotacion. Por medio de
la métrica de Fubini-Study, definimos una métrica para el espacio de formas
y realizamos un estudio de las geodésicas y del escalar de Ricci para ésta.
Algunas aplicaciones fisicas de esta construccién son discutidas brevemente.

En el capitulo 3, definimos la representacién estelar para los Grassma-
nianos del espacio de un espin s, la cual es una generalizacién natural a la
representacion de Majorana. Siendo mas precisos, explicamos una manera
de asignarle a un k-plano por el origen (subespacio vectorial de dimension k
contendido en el espacio de estados del espin) un conjunto de k(2s 4+ 1 — k)
puntos en la esfera unitaria al que llamaremos constelacién del k-plano. Al
igual que con la representaciéon de Majorana, si un k-plano es rotado, su
constelacion rota de la misma manera. Debido a esto, podemos usarla para
encontrar las simetrias rotacionales de un k-plano, un problema que es de
interés en el contexto de computo cuantico. Sin embargo, hay un detalle;
diferentes k-planos puedes tener la misma constelacién. Debido a esto, no
basta con mirar la constelacién de un k-plano para encontrar sus simetrias.
Para resolver este problema, presentamos dos maneras diferentes de asignarle
a un k-plano mas de una constelacién tales que, es posible identificar sus
simetrias sélo conociendo estas constelaciones. El primer procedimiento es
mas simple, pero tiene el problema que solamente es valido para 2-planos.



El segundo es computacionalmente més complicado, pero es aplicable para
k-planos en general. También encontramos cuantos k-planos tienen la misma
constelacién genéricamente.

Finalmente, en el capitulo 4, estudiamos la robustez del efecto Wilczek-
Zee bajo ruido externo. Para esto, consideramos el ejemplo de resonancia
cuadrupolar nuclear. En este tipo de sistemas, manipulando un campo mag-
netico adecuadamente, podemos inducir una curva cerrada en el espacio de
2-planos de un espin s = 3/2. Por medio del efecto Wilczek-Zee, la fase no
abeliana (la holonomia de esta curva) puede ser usada para implementar
compuertas cudnticas. En este capitulo, encontramos los efectos del ruido
del campo magnético (modelandolo como un proceso estocistico) en las
compuertas. Més concretamente, hayamos la distribucién de probabilidad
de las compuetas obtenidas y calculamos la distancia promedio entre la
compuerta obtenida y la del caso ideal (si no hubiera ruido en el campo
magnético). También encontramos que hay una especie de frecuencia reso-
nante que amplifica los efectos del ruido, efecto que no se encuentra reportado
en la literatura.



Abstract

This thesis is the product of the research done with my advisor and my
colleagues as a PhD student. Some of our results have been recently published
in an article [1], and we are planning to write a couple more in the near
future.

The common theme of this thesis, is the usage of the Majorana repre-
sentation to study certain problems from a geometrical point of view. The
Majorana representation allows us to assign to the states of a spin s a con-
stellation; a set of 2s points over the unitary sphere. A nice property of
this representation is that if a stated is rotated by a certain rotation, its
corresponding constellation rotates accordingly, and therefore it is useful
when studying problems dealing with rotations.

We have divided this thesis in four main chapters.

In chapter 1, we make a brief introduction and present various mathe-
matical tools that we use throughout the thesis.

In chapter 2, we explain how to describe the projective Hilbert space of
a spin s as a fiber bundle, where the acting group is SO(3) and the base
space is “shape space”; the quotient state obtained by identifying two states
that differ by the action of a rotation operator. In terms of the Fubini-Study
metric, we define one for the shape space, and make a study of the geodesic
and the Ricci scalar of this newly defined metric. Some applications of this
construction are briefly discussed.

In chapter 3, we define the stellar representation for the Grassmannians
of the space of a spin s, a natural generalization of the usual Majorana
representation. To be more precise, we explain a way to assign to a k-plane
through the origin (contained in the state space of the spin) a set of k(2s+1—k)
points over the unitary sphere, referred as the constellation of the k-plane.
Just like with the usual Majorana representation, if a k-plane is rotated, its
corresponding constellation rotates accordingly. Because of this fact, this
representation is useful, for instance, to find the rotational symmetries of a
k-plane, a problem that might be of interest in quantum computing. However,
there is a caveat; two different k-planes might be assigned to the same
constellation, and therefore, we are not able to deduce the symmetries of a
k-plane just by looking at its constellation. To solve this issue, we present
two different procedures to assign a k-plane more than constellation, in a
way such that we can deduce the rotational symmetries of a k-plane just
by knowing these constellations. The first procedure is simpler, but it only
works for 2-planes. The second procedure is more complicated, but it works



for general k-planes. We also answer the question of how many k-planes have
the same constellation generically.

In chapter 4, by considering the example of nuclear quadrupole resonance,
we study the robustness of the Wilczek-Zee effect under external noise. In
this type of systems, by manipulating a magnetic field, one can induce a
closed curve in the space of 2-planes of a spin s = 3/2. By the Wilczek-Zee
effect, the non-abelian geometric phase (holonomy of this curve) can be used
to implement quantum gates. In this chapter, we find the effects of the noise
of the magnetic field (modeled as a stochastic process) on this gates . To be
more concrete, we find the probability distribution for the gates obtained,
and we also compute the average distance between them and the one for
the ideal case (when there is no noise present). We also find that there is
some kind of resonance frequency that amplifies the effect of the noise, effect
that is not reported in the literature and that has to be considered when
implementing this types of gates.
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Chapter 1

Introduction and
preliminaries

Introduction

Traditionally, quantum mechanics is treated as an algebraic theory. However,
this does not mean that one can not study it from a geometrical point of
view. As a matter of a fact, there are certain problems that can be more
conveniently studied via geometrical methods. In this thesis we present some
examples of such problems.

Of particular importance in quantum mechanics, is the study of a spin
s. One approach to work with it, is via the Majorana representation, a
geometrical way to visualize the states of a spin s as a set of 2s points in the
unitary sphere. Although it was introduced almost 90 years ago in 1932 [2], it
had not gotten the attention it deserves, until recently, when applications to
quantum computation are being found. More of this latter on this chapter.

In this thesis, we study three different problems relevant to quantum
computation using the Majorana representation and other geometrical ma-
chinery such as fiber bundles. The problems we tackle are: determining the
geometrical properties of the shape space of a spin s, defining the Majorana
representation for the Grassmannian and studying the robustness of the
Wilczek-Zee effect under external noise.

Before explaining in detail these problems, we present the necessary
preliminaries for the rest of the thesis. References are also provided in case
the reader wants to delve deeper into a certain topic.



Chapter 1. Introduction and preliminaries 2

1.1 Projective Hilbert space

In this section, we briefly introduce the notion of projective Hilbert space,
that is, according to [3], “the true state space of a quantum system”. Another
standard reference for this topic is [4].

When studying quantum mechanics, it is often said that the space state of
a physical system is a complex Hilbert space, H. This statement is imprecise
in a certain sense. Physicists tend to work only with normalized states.
Furthermore, states that only differ by a phase are physically indistinguishable.
Because of this, quantum mechanics can be completely formulated in the
space known as projective Hilbert space P(H) (although we work mostly
with kinematical problems, quantum dynamics can also be formulated in
geometrical terms in P(H), c.f. [5-7]).

P(#) is the set of all rays [¢] in H, that is, all the linear subspaces of
the following form,

[¥] = {Al$), A € C} = span{|¢)}, (1.1.1)

where |1) is an arbitrary state. The set [¢/] is commonly known as the ray
through |¢) or the projective state associated to [¢). Clearly, two vectors
of H are in the same ray if and only if they differ by a factor. Since such
vectors define the same physical state (as discussed previously), there is a
one-to-one correspondence between the set of physical states of a system and
IP(#H), making it, in a sense, the state space of a quantum system.

Much of the structure of H can be inherited to P(#). Given a linear
operator A of H, we define an action of A on IP(H) as follows,

A[Y] = [A4] = span{A[)} . (11.2)

Using the inner product of #, we can canonically define an inner product®
between two rays [¢] and [¢)] in P(H)

o)
AN

It is easy to prove that the previous expression does not depend on the
particular choice of the elements [¢)) and |¢) in each ray.

(9], [v]) = (1.1.3)

! Note that, because IP(H) is not a vector space, the product of equation (1.1.3) is not
bilinear. The same can be said about the product given in equations (1.2.4) and (1.2.3)
further down.



3 1.1. Projective Hilbert space

In terms of this inner product, we can define the distance between [¢]
and [¢] as follows (the Fubini-Study metric),

dp3) ([¥], [¢]) = arccos([¢], [¢]) , (1.1.4)

One can also verify that dp(3,) satisfies the axioms of a distance.

Physically, the Fubini-Study distance is related with the transition prob-
ability between |¢) and |¢) [8]; mathematically, it is the angle between these
two vectors. Note that the maximal distance between two rays is 7/2, and
it is attained in the case that |¢)) and |¢) are orthogonal to each other.
Also, note that dp(3, is invariant under the action of a unitary operator U,
o ([0, [6]) = de (U], [U4).

In what follows, we introduce two different formalisms to work with
P(#H) that we use throughout the thesis; by using affine coordinates and by
representing it with density operators for pure states.

1.1.1 Representations of P(H)
Representation in terms of affine coordinates

Consider an orthonormal basis for H, {|e1),...,|en)} (from now on, for
simplicity, we assume that H is finite dimensional). Given N — 1 complex
numbers bs, ..., by, consider the mapping

N
(ba,...,byn) < [¢], with [2) = |er) + Z biles) . (1.1.5)

The numbers by,...,by are known as affine coordinates (note that the
assignation rule depends of the choice of the basis {|e;), i =1,...,N}), and
they can be used to cover almost all P(), except for the states [¢] such
that (¢|e;) = 0. In a similar fashion, we can define a series of coordinate
patches for all the rays [¢] such that (¢|e;) # 0, ¢ =2,..., N. The union of
these patches cover the whole P(H).

We could write the Fubini-Study distance (1.1.4) and the corresponding
metric in terms of these coordinates but the resulting expression (c.f. [9, egs.
(4.45) and (4.51)]) is not very illuminating and we do not use it in this thesis.

Representation in terms of density operators

The second representation of IP(H) we consider, is the one in terms of density
operators for pure states. We use this formalism mostly in chapter 2. A density
operator p is, by definition, a positive semidefinite self-adjoint operator such
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that Tr (p) = 1. Additionally, if p is idempotent, p> = p, we say that p
describes a pure state. One can prove that this is the case if and only if there
is a normalized |¢)) in H such that p = |¢)(¢)|. This result allows us to give
a bijection between the set of density operators for pure states and P(H) as
follows,

[W] < py = )] (1.1.6)

It is easy to prove that the previous assignment does not depend on the state
defining [¢] (as long as it is normalized). In these terms, the left action of an
operator A on the state associated to p defined in (1.1.2) can be represented
as follows,

A p=ApAT. (1.1.7)
In a similar way, we can naturally define a right action;
paA=Atsp=AlpA. (1.1.8)

In this representation, we can also describe tangent vectors in P(H) (via the
push-forward of the bijection (1.1.6)) as self-adjoint operators. The following
theorem allows us to characterize all self-adjoint operators that represent a
tangent vector at a point py,

Theorem 1. Consider a pure density operator py. A self-adjoint operator v
represents a tangent vector at the point [p] of P(H) if and only if all of the
following conditions hold,

(i) Tr(v) =0,

(ii) pv +vp=v .

Proof. Consider a curve py(t) in the space of density operators. Denote by v
the tangent vector p(0) (a dot denotes derivative w.r.t. t). By differentiating
the condition Tr (py(t)) = 1 and evaluating at ¢t = 0, we obtain (7). By doing
the same with p? = p we obtain (ii). O

As we argue in the following paragraph, tangent vectors in P(Hs) can
also be represented by elements in H. The resulting expressions are used in
section 2.1.4.

Consider a curve p(t) = [¢(t))(¥(t)|. If we define |p(t)) = eVD|ah(t)),
it is clear that p can also be written as p(t) = |¢(t)){¢(t)|. Since |p(t)) is
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assumed normalized, the equality %((b(t)\(b(t» = 0 holds, where R denotes
the real part. By suitably choosing the phase (t), we can make the whole
inner product (¢(t)|é(t)) zero. We say that the vector |$(t)) such that this
inner product is zero, represents the tangent vector p(t). This is the main
idea of the following theorem.

Theorem 2. Consider a state 1)) and the density operator py. Given an
operator v as in theorem 1 that represents a vector tangent at py,, there exists
a unique |1,) in H that meets the following requirements,

(a) v =[Yo) (W] + V) (o] ,
(b) (Yolp) =0 .

Proof. Let v denote an operator that satisfies the conditions (%) and (7i) of
theorem 1. Note that this implies the equality Tr (vp) = 0. Therefore, if we
define [¢,) according to the following equality,

|tho) = v|9)) . (1.1.9)

we can easily prove that [¢),) satisfies requirement (b),

(Vo) = (Ylolih) = Tr (vp) = 0.

By substituting p = |¢) (1| and (1.1.9) in the condition (i) of theorem 1, the
requirement (a) follows immediately. The uniqueness of |¢,) can be proved
by projecting both sides of (a) onto the state (¢|. O

In the density matrix representation, the Fubini-Study distance (1.1.4)
between py, and pg is,

dp () (P po) = arccos \[Tr (pspy) - (1.1.10)

By considering the infinitesimal version of the previous equation, we can
obtain the expression for the Fubini-Study metric. Given v; and vs tangent
vectors at py, after some algebra, one can find that the induced inner product
between them is,

h(vl,vg) = éTI“(’UlUQ). (1.1.11)

Given a metric, we can find its geodesics. In this case, the geodesic between
the points py, and py, (that turns out to be unique if (¢;|yr) # 0) can be
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arc length parametrized as py ), where (a nice deduction of the following
formula can be found in [10]),

¥ (t)) = cos (£) [s) +sin (§) [47°), (1.1.12)
with

_ 1p) = Wulop)|9i)
1 — (ilapy)?

i)

(1.1.13)

where we assumed w.l.o.g. that |¢;) and [¢)f) are normalized and that (1;|1¢)
is real.

1.1.2 The geometric measure of entanglement

Consider the Hilbert space H of a composite system. Denote by H; the Hilbert
space associated to the i-th subsystem and by M the number of subsystems.
Then, H can be written as the tensor product of the spaces of the subsystems,
H=H1® --@Hp. A state |1) of H is said to be separable if it can be written
as the tensor product of states of each subsystem, [¢)) = |[1)1) ® - -+ @ |ar),
with |¢;) € H;. The previous characterization can be used to define separable
states in P(H) ([¢] is separable if and only if |¢)) is separable). Denote by
Psep the manifold of separable states in P(H),

Pgep = {[¢], such that [¢] is separable} .

A projective state is said to be entangled if it is not separable. Entanglement
can be considered as one of the main features of quantum mechanics, and
has many applications, for instance, in the fields of quantum teleportation,
quantum computation and quantum information [11].

Several ways to quantify the degree of entanglement of a state have been
proposed in the literature [12—14]. In this thesis, we work with the one known
as geometric measure of entanglement [15]. According to this definition, the
degree of entanglement of a projective state [¢)] is the distance (1.1.4) between
[] and the closest separable state, that is,

E([¢]) = min dpg)([0], [¢]) - (1.1.14)

[#]€Psep

States where the minimum is attained are called the separable states closest
to [¢]. In general, there might be more than one. From the previous definition,
it is clear that E ([¢]) is zero if and only if [¢] is separable. This measure of
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entanglement also turns out to be invariant under the action of local unitary
operators (operators U of the form U = U; ® - -+ ® Upy, with U; an unitary
operator of H;) — this follows immediately from the fact that local unitary
operators map separable states to separable states and that the Fubini-Study
distance is invariant under the action of unitary operators.

In this thesis, we are interested in the subspace of symmetric states of
a system of M indistinguishable particles (symmetric under the exchange
of particles). We can study entanglement in terms of this subspace because
the separable state closest to a symmetric state is also symmetric. Although
this statement might be what the reader would expect, proving it is very
complicated. See [16, 17] for some partial proofs and [18] for the general
demonstration (in fact, in [18] the authors proved that the separable states
closest to a symmetric one are necessarily symmetric, if the number of
subsystems is greater than two). Clearly, the states that are both symmetric
and separable, are those that can be written as [¢] with [¢) = [{) ® - - ® [¢),
that is, the M-th tensor power of the one-particle state |i). Because of these
facts, the entanglement of a symmetric state |¢)) can be written as,

E([¢]) = min dp([e], [¢]) . (1.1.15)

[¢leP(H)

To conclude this section, we make a final definition. The state [¢] for
which the entanglement is maximal is called maximally entangled state.
These states are useful in the fields of quantum information and quantum
computation; for instance, if some states are not entangled enough, they are
not suitable to be used for quantum computation [19].

1.2 The Grassmannian

In this section, we present a generalization of the projective Hilbert space
P(H). Recall that IP(H) is defined as the set of rays (one dimensional sub-
spaces) in H. A natural generalization of this is the following: denote by
Gy, (H) the manifold of all the k-planes? contained in . This manifold is
called the Grassmannian. Clearly, the concept of the Grassmannian general-
izes the one of projective Hilbert space, Gri (H) = P(H).

In what follows, we present some geometrical structures of Gry (H) that
we will refer to later on. Some relevant references include [9, 20-22].

2Throughout this thesis, when we mention a k-plane we actually refer to a k-plane
through the origin, that is, a k-dimensional subspace of H
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1.2.1 The space of k-frames
A k-frame |V) is defined as a k-tuple of linearly independent vectors in H,

(W) = (1) -5 k) -

To avoid confusion between a k-frame and an element of H, we use upper-
case Greek letters to denote a k-frame. Its elements, are denoted by the
corresponding lowercase Greek letter, as in the previous equation. If the
states defining |¥) are orthonormal among each other, we say that |¥) is an
orthonormal k-frame. Denote by L(H) the space of all k-frames (including
the non-orthogonal ones).

As we are about to show, L(#) can be naturally described as a principal
fiber bundle. As base space, we take the Grassmannian Gry (#H), and define
the projection operator 7 as,

7(|¥)) = span{|i1), ..., Yk} € Gri (H) . (1.2.1)

With these definitions, k-frames that span the same k-plane are in the same
fiber. With this in mind, consider the right action® of an invertible matrix
A € GLk(C) on the k-frame |¥), defined as follows,

k
[A) = (|¢1),..-,éx)), where |¢5) =D [v5) Aji (1.2.2)
j=1

Note that this action corresponds to a change of basis of the vectors spanning
the k-plane. It is easy to show that any two k-frames that span the same
k-plane are connected by the right action of a invertible matrix A. Because
of this, the fibers are isomorphic to GL(C).

The last mathematical structure we define, is that of an inner product
between two k-frames. Define the product between |®) and |¥) as follows,

(P | V) =Det F(P,V), (1.2.3)
where F' is the k x k matrix whose entry 7 is,
Fij(®,0) = (¢s[vy) -

Note that flipping the argument of the inner product gives the complex
conjugate, (P | V) = (U | d)*.

3 We could use the definition of principal fiber bundle in terms of left actions (as it
is the usual physicist’s convention), but we preferred to use the convention of [23] and
consider right actions.
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We can find a relationship between the inner product and the right action
(1.2.2) by computing (® | P A). By definition, this is the determinant of the
matrix F(®, WA), whose entry ij is,

k
’Lj (I) \IJU Z ¢]W}l Alz - ZFII P, \I])Alza
=1 =1
that is, F'(®, ¥ A) is equal to the matrix product F(®,V)A. Because of this,
by computing its determinant, we conclude,

(® | WA) = Det F(®, WA) = Det (F(®,¥)A) = Det F(®, V) Det A
= Det A(®| V),

In the same way we can prove the equality (PA| W) = (Det A)*(® | ¥).

Of particular interest to us, is the subbundle of L(H) of orthonormal
k-frames, M (H). For this subbundle the acting group is U(k), the subgroup
of GL(C) of unitary matrices. In this case, if the k- orthonormal frames |¥)
and |U’) are in the same fiber (|U') = |QU) for a certain U € U(k)) then, for
any other orthonormal k-frame |®), the equality [(® | ¥)| = [(® | )| holds
(recall that the modulus of the determinant of any unitary transformation
is one). This observation allows us to define an inner product between two
k-planes Ilg and Ily as,

(g, Hy) = (2] )], (1.2.4)

where |®) and |¥) are any orthonormal k-frames that get projected (under
7 (1.2.1)) to g and Ily respectively (note that the footnote 1 on page 2
also applies for this product). This formula is completely analogous to the
one for P(H) (1.1.3), and it also allows us to define a distance between two
k-planes ,

d(Ilp,I1y) = arccos((Ilg, IIy)) . (1.2.5)

We can give a simple geometrical interpretation of (1.2.4). Consider the
projection operator Pg associated to Ilg. Since, by definition, |®) is an
orthonormal k-frame that spans Ilg, we can write Py as Pe = S5, |d1)(¢1].
The restriction of Py to Ily, Pa|,, is a linear mapping from Ily to Il that
can be represented as a k x k matrix P (w.r.t. the orthonormal bases |®)
and |U)) with the following entries,

1] - <¢z|7)‘1>|¢] (Z |¢l ¢7l|> |¢j> <¢z|¢3> l](q) ‘IJ)
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This means that F(®, U) is the matrix representation of the operator Pg |1, -
As such, using a well-known result from linear algebra, Det Fj;(®, V) is the
“complex volume” of the k-dimensional parallelepiped defined by the vectors
Pal11), ..., Pa|tk). These observations allow us to characterize two k-planes
that are orthogonal to each other.

Theorem 3. Two k-planes Ilg and Iy are orthogonal to each other ( their
inner product (g, Ily) is zero) if and only if there exists a state |1g) € Iy
such that |1g) is orthogonal to all the elements of I, that is, |1y) is an
element of the space orthogonal to 1lg.

Proof. Suppose that the planes are orthogonal, (Ilg, ITy) = 0. This happens
if and only if the kernel of the mapping Pg |11, is not trivial, that is, if there
is a [¢g) € Iy (different from zero) such that Pg|m, [100) = Pa|tho) = 0. This
in turn happens if and only if [¢) is orthogonal to the whole space IIp. [

To conclude this section, in what follows, we mention three different ways
to represent Gry (H) that are relevant to the rest of the thesis.

1.2.2 Representations of Gry (H)
Representation in terms of affine coordinates

The affine coordinates for Gry () are analogous to the ones for P(#) in-
troduced in section 1.1. The main idea is to find a suitable section of L(H)
that is simple to parametrize. The procedure is explained in the following
paragraph.

Take any basis (not necessarily orthonormal) for H, |e1),...,|ex) (where
N denotes the dimension of H). Just as any state in H can be represented as
a column vector in CV (w.r.t. this basis), any k-frame |¥) in L(#) can be
represented as a N x k matrix C, a matrix whose i-th column (i =1,... k)
is the representation (as a column vector) of |¢;). To be more precise, the
matrix C' contains the coefficients of |¢);) in terms of this basis,

N
’1/%) :Z‘€j>0ji, (i: 1,...,]{7). (1.2.6)
j=1

As notation, C is called the matrix representation of |¥) (w.r.t. the basis
‘61>, ey ’6]\[)).

Since the vectors in the k-frame |¥) are linearly independent, appealing
to a classical result from linear algebra (c.f. [24, VI, §9]), there exist a square
submatrix of C' of dimensions k x k (made by taking k rows of C') such that
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its determinant is different from zero. Suppose that the first £ rows of C' are
those such that the determinant of the submatrix build by considering them
is not zero. Denote by C this submatrix (C’ij =Cjyj, i, =1,...,k). Then, C
can be written in terms of C as follows,

where the subscripts indicate the size of a matrix. If we multiply C' by the
right by C~! (that exists by hypothesis) we obtain,

~ 1
Tnxk = (CC 1)N><k = ( ””” ka> ) (1.2.7)

where B = DC~!. Just like C, CC~! can be regarded as the matrix repre-
sentation of a certain k-frame, call it |®). A quick computation (considering
equation (1.2.6)) shows that the elements |¢;) defining |®) satisfy the equal-
ities |¢g) = SN, [} (C~ 1)y, that is, |®) and |¥) only differ by the right
action of C~! (|®) = |WC~1)) and hence, are in the same fiber. From this
analysis, we can conclude the following: given a generic k-frame,* we can find
another k-frame in the same fiber such that its matrix representation is of
the form of the r.h.s. of (1.2.7). It is easy to verify that this k-frame is the
only one in the fiber with such property. On the other hand, any matrix 7" of
this form (1.2.7) (with arbitrary B) is the matrix representation of a k-frame
(the k-frame |®) given by the states |¢;) = SN, |e;)Tj; — one can easily
show that these vectors are linearly independent for i = 1,..., k). When a
k-plane II is given in terms of such matrix 7', we say that II is written in the
standard form w.r.t. the basis {|e1),...,|en)}.

Thanks to the previous observations, we can build a section of L(H)
(associated to the ordered basis {|e1),...,|en)}). Given any matrix B of
dimensions (N — k) x k, consider the k-frame represented by the matrix T
of (1.2.7). By taking the projection 7 (1.2.1) of the elements of this section,
we can give coordinates to a sector (everything except from a set of measure
zero, this is analogous to the case of affine coordinates defined in (1.1.5) for
P(H) ) of Gry, (H); the entries of the matrix B serve as coordinates. From
this analysis we can also conclude that the (complex) dimension of Gry (H)
is k(N — k). By changing the order of the elements of the basis |e1),...,|en),
and following the same construction, we can define additional coordinate

4 Generic in the sense that the determinant of the submatrix C build by considering
the first k rows of the matrix associated to said k-frame is not zero.
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patches such that their union covers the totality of the Grassmannian. This
situation is completely analogous to the one of the affine coordinates for

P(H).

Representation in terms of k-vectors

Given a Hilbert space H, we define the space of k-vectors A¥(#) as the
k-th exterior power of H, that is, the linear span of vectors of the form
[101) A |tha) A -+ A Jibk), where all the states |1);) are elements of H and the
wedge product is defined in the usual way,

1) A Aldi) = D sen(0)|ve,) @ ® [thay) (1.2.8)

ocESk

where Si denotes the permutation group of k objects. Besides elements of
the form (1.2.8), A¥(#) also contains linear combinations of such elements.
Notice that the dimension of AF(H) is (]]X)

We can define an inner product in AF(#). To this end, it is enough to
specify it for elements of the form (1.2.8). We do this in the following way,

(1) A Ai), [d1) A= Aor)) = ((al A Abe)([61), -+, [dr)) 5
(1.2.9)

or in other words, the inner product of the two k-vectors is the wedge product
of the dual vectors (11| ... (¢;| evaluated in terms of the hermitean inner
product at (|¢1),...,|ok))-

The Grassmannian Gry (H) can be naturally embedded projectively in
this space as follows. Consider any k-plane II spanned by the vectors of a
k-frame |¥). We assign to II the following k-vector,

I = [thr) Ao A Jibg) - (1.2.10)

Some algebra reveals that, if we choose a different k-frame for II, say |V A),
then, the resulting k-vector is (Det A)[i1)A. .. 1)), and therefore projectively
equivalent to |¢1) A ... |¢g). In this sense, the representation of Gry (H) in
terms of elements in A*(H) is a projective representation.

Also of importance is the fact that if |¥) is an orthonormal k-frame for
Iy, and |®) is one for IIg, then, the inner product (1.2.4) can be written in
the following way,

<H<I>7H‘1’> = ‘<|w1> ARERRA |wk>> ‘¢1> AR ‘¢k>>‘ : (1'2'11)

We use this representation mostly in section 3.5.
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1.2.3 The Wilczek-Zee connection for M (H)

The Wilczek-Zee (WZ) connection for M (H) (the space of orthonormal k-
frames) [25, 26] has gain much interest in the recent years as it provides a
theoretical basis for the so-called holonomic quantum computation [27, 28].
In this section, we briefly introduce the WZ connection and its relation with
quantum computation.

As it is well-known, one possible way to define a connection (c.f. [23, section
1.2]) is to specify the space of horizontal vectors tangent at a point. Because
of this, first we characterize the tangent space at a point |¥) € M (H). To this
end, consider a curve of orthonormal k-frames |®(t)) such that |®(0)) = |¥).
Then, the tangent vector at ¢ = 0 can be written as a k-tuple of vectors (in H)
12) = (&1 = [$1(0)), ..., & = |¢r(0))). By differentiating the orthonormality
condition (¢;(t)|¢;(t)) = d;; at t = 0, we obtain that the tangent space at
|W) consists of all the k-tuples |Z) such that,

R(&ilw;) =0, fori,j=1,... k,

where denotes R real part. We say that a tangent vector |Z) is horizontal if
also the imaginary part of these products is zero, that is, if

(&) =0, fori,j=1,....k. (1.2.12)

It is immediate to verify that this definition of horizontal vectors satisfy the
three necessary conditions to induce a connection. First of all, none of the
vectors satisfying (1.2.12) are vertical (tangent to the fibers) as can be easily
shown. Secondly, a quick computation reveals that the (complex) dimension
of the space of horizontal vectors tangent to a point in M (H) is k(N — k),
the same one as the one of Gry (H). Finally, it is also trivial to prove that the
pushforward of the right action of any unitary matrix U (k) maps horizontal
vectors to horizontal vectors.

This connection, as we are about to see, is the one induced by the
Schrédinger evolution in the adiabatic limit. The framework is the following.
Consider a time-dependent Hamiltonian H (t) (0 < ¢ < T') such that a certain
energy level is k-degenerate for all ¢. Associated to this Hamiltonian, we can
define a curve IT; in the Grassmannian Gry (H) by considering the k-plane
spanned by the states in the degenerate level at a time ¢.

Consider any orthonormal k-frame |Ug) that spans Ily. Via Schrédinger
evolution, we can obtain a curve |¥;) in the space of orthonormal k-frames by
evolving each state of |Wg) from the initial time to ¢. If the time dependence of
the Hamiltonian is adiabatic [29, Chapter XVII-II], any state in the degenerate
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level remains in it throughout all the evolution. This implies that all the
elements in the frame |¥;) belong to the plane II; and, moreover, they span
it, w(|Wy)) = II;. If the curve II; is closed (IIy = II7) then, |®g) and |Pr)
are in the same fiber. Because of this, they differ by the right action of a
unitary matrix Uiet, |Pr) = |PoUtot). Now, we compute Uio. To this end,
denote by E; the value of the energy of the degenerate level at time ¢, and
consider the curve of k-frames |®;) given by the following equation,

(W) = |Bre ) = (7 |p1e), ..., e ppy))

where,

t
5,5:/ ETdT.
0

Clearly, |¥;) and |®;) are always in the same fiber as they only differ by
a phase factor. The claim is that the curve |®;) is an horizontal lift of II,
for the Wilczek-Zee connection (1.2.12). We already argued that 7(|Uy)) =
7w (|®¢)) = II;, what remains to be proved is that |®,) is horizontal. To verify
this, consider the Schrodinger equation of the i-th element in the frame [¥q)
(as usual, a dot denotes time derivative),

i) = H) = Eildu) + ilou) = H|bu)

where we used the equality |¢;) = e~*[¢)y;) to obtain the implication. By
computing the inner product of this equation with (¢;;| and noting that
(Git| H(t)|pje) = Eids5 (since both states are eigenstates of H(t)) we obtain,

(be51é0) =0,

where we defined |£;) = |¢;). This equality implies that the tangent vectors to
the curve |®;) satisfy the horizontality condition (1.2.12) and, therefore, |®;)
is horizontal as claimed. Denote by Ugeo € U (k) the holonomy of the curve
|®¢). Then, by the previous argument, |®7) = |PoUgeo). As an holonomy,
Usgeo only depends on the trace of the curve II; — not in its parametrization
— and therefore is termed geometrical. This matrix is known as a non-abelian
geometric phase and, in the particular case k = 1, it reduces to the well-known
Berry’s phase [30, 31]. As a side note, we mention that this construction for
the non-abelian phase can be extended to the case where the evolution of
the Hamiltonian is not adiabatic [32].

By remembering that |¥;) and |®;) only differ by the phase factor e~%t,

we can write Uior = e_igTUgeo.
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The result of the previous paragraph has an important application; if
a state |no), initially in the degenerate level (so it can be written as |n) =
Ele |10;) B; for certain complex numbers B;, i = 1,...,k) is evolved, after
a time T, the resulting state |nr) is given by the following expression,

k
‘77T> = e_ZST Z ‘w(]i)(Ugeo)iij, (1213)
i,j=1

that is, the unitary matrix that encodes the information of how the degenerate
states mix among each other is — except for an overall factor e 7 known
as dynamical phase — Ugeo. As stressed above, Uge, only depends® on the
trace of the curve II;. Basically, this is the main idea behind the Wilczek-Zee
effect: closed curves in Gry (H) induce unitary transformations for the initial
(and therefore final) k-plane of the curve.

The proposal for quantum computation known as holonomic quantum
computation consists in using the Wilczek-Zee effect to implement quantum
gates (unitary transformations) to mix states in the degenerated space. The
main motivation is that, since the holonomy Ul is of a geometrical nature,
it is more robust against external noise. In section 4, we study a simple case
to see if this is the case.

Finally, to conclude this section, we mention very briefly how to find the
holonomy Use, in terms of a section of M (#), as this is the approach that tends
to be easier when making actual computations. Denote the elements of the
section generically by |¥), and suppose that |¥(¢)) denotes the closed curve
in the section that gets projected onto the curve in Gry, (H) we are considering.
Then, the problem of finding Uge,, reduces to the one of finding a curve of
unitary matrices U (t) such that the curve of k-frames |U(t)) = |¥(t)U(t))
is horizontal and, that U(t) starts at the identity matrix, U(0) = 1. In
these terms, the non-abelian geometric phase, Ugeo is equal to U(T). The
consideration of condition (1.2.12) leads to the following equation for U (all
the time dependence has been dropped out to improve readability),

k
<@Z)iwj> =0= Z (i|U; (‘vm>Umj + |¢m>Um]’) =0. (1.2.14)

I,m,j=1

Therefore, if we define the matrix A according to the equality

Apn = i{|um) = i (ty]1hm) - (1.2.15)

5 As a matrix, Ugeo also depends on the initial k-frame considered. However, it is easy
to prove that the induced unitary transformation in the degenerate space (1.2.13) is unique,
the only difference is w.r.t. what basis this transformation is written.
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then, (1.2.14) can be written matricially as

U=iAU. (1.2.16)

By solving the previous matrix differential equation, we can find U(T) = Ugeo.
Note that A is an hermitian matrix (as can be easily verified) so that U(T)
is unitary.

1.3 Majorana Representation

In what follows, we introduce the Majorana representation of the projective
Hilbert space of a spin-s, IP(Hs) [2]. Under this representation, a projective
state [¢] is mapped into a set of (possibly coincident) 2s points (that we refer
to as “stars”) in the unitary sphere, the latter set known as the constellation
of the state (which we denote by Cy). This correspondence turns out to
be one-to-one. Although the Majorana representation has not gained much
attention among physicists, the particular case of s = 1/2 is very well known.
Indeed, when s = 1/2, the Majorana representation reduces to the so-called
Bloch sphere representation, where any spin-1/2 state is characterized by
one point in the unitary sphere.

In the following paragraphs, we explain how this association between
elements of IP(#H) and points in the sphere is made, but first we want to stress
that the Majorana representation commutes with rotations. By this we mean
that the constellation of a rotated state D(R)[¢] (here D(R) denotes the
representation of a three dimensional rotation R as a linear operator acting
on H) can be computed by rotating the stars in the constellation of [¢)] by R.
Note that the intrinsic properties of [¢)] are the same as the ones of D(R)[¢]
as, in certain sense, the physical properties of a state must not be modified
if we decided to change the orientation of the axes used in the laboratory
to describe said state. This makes the Majorana representation particularly
useful to study some properties of a state. Some examples of this type of
properties that had been studied with the Majorana representation are the
degree of anticoherence of a state (c.f. section 1.3.5), the entanglement of
a system of 2s spin-1/2 particles (c.f. section 1.3.2) and the sensibility of a
state to detect rotations [33]. Besides this, the Majorana representation has
also been used in other contexts, for instance, the one of geometric phases
[34, 35].

In the literature, it is possible to find many different ways to introduce the
Majorana representation (c.f. [9]). Here we follow two different approaches.
The first one is the one that the author finds the most illuminating. The
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second one, is useful for a generalization of the Majorana representation we
present on chapter 3.

For the first approach, the outline is the following. First, in section (1.3.1),
we define the Majorana representation for the Hilbert space of completely
symmetric states (under exchange of particles) of a system of 2s spin-1/2
particles. Since this space is, mathematically speaking, the space of a spin s
(more on this on section 1.3.2), we use the previous construction to define the
Majorana representation for the state space of an arbitrary spin-s, whether
it can be seen as a system of 2s spin-1/2 particles or not.

The second approach is presented at section 1.3.4 and it is based on the
so-called spin coherent states.

1.3.1 Majorana representation for a system of 2s spin-1/2
particles

Consider the Hilbert space of a system of 2s spin-1/2 particles (the tensor
product of the spaces of 2s spin-1/2 systems). Denote by ’Hg;m the subspace
of completely symmetric states (under exchange of particles). In what follows,
we show how to assign a constellation (set of 2s points in the unitary sphere)
to each state of Hg}fm via the Majorana representation. This representation
has been useful to study some physical properties of a state in ”Hg;m, for
instance, it has been successfully used in [36] to study the entanglement
of symmetric states and to find the maximally entangled state (c.f. section
1.1.2).

Before going on, we fix some notation. As it is well known, every state of a
single spin-1/2 system can be characterized (up to a global phase) by a single
direction in the unitary sphere (via the Bloch sphere representation alluded
to above). We denote by | & 2%) the state characterized by the direction +2
(that turns out to be an eigenstate of the spin angular momentum operator S
in the direction Z with eigenvalue £1/2). States characterized by the direction
fi, |n”), can be written (upto a phase) in terms of | = %) as follows [37,
Chapter 1],

) 12%) + €' sin (g) |—2")
)(!2]/2> +C\—2V2>) , (1.3.1)

where (60, ¢) denotes the spherical coordinates associated to 7, and the complex
number ¢ = tan(6/2)e’® is the image, via the stereographic projection from
the south pole, of 71 (assuming 7 is not the south pole). It is customary to
say that the state [2”?) “points at” 7.
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Given 2s directions 7y, ..., 7gs, we define the state [¢) in HZ5,, obtained

2
S

by symmetrizing the state |2]?) ® - - ® |A5) as follows,
A 5 1 16 1
|‘1/> = |n1,...,n25> = T@ Z |n01>®...®’n025>7 (1‘3.2)

o€Sas

where Sy denotes the permutation of group of a collection of 2s objects and
Ay is the following normalization factor,

AL = (28)! D (afpk) .. (anlal ). (1.3.3)

g€Sas

An orthonormal basis for Hg;m
the different combinations of 2s tensor products of the states | + %). The
resulting basis consists of 2s + 1 states |Dy) (kK =0,...,2s) known as Dicke

states, and are defined according to the following equation,

can be constructed by symmetrizing

|Di) =|2,...,2,—2,...,—2). (1.3.4)

—_—— ———
2s—k k

By using some combinatorics, the value of the constant Ay (1.3.3) corre-

sponding to |Dy) can be proved to be the following,

Ap=/(29)1k1(2s — k). (1.3.5)
Since the Dicke states constitute an orthonormal basis for ’Hg;m, any state
|1)) can be written as a linear combination of them,
2s 2s
) = > Bi|Dip) =Y (Di|th)|Dy) . (1.3.6)
k=1 k=1

After this digression on notation, we mention how to assign a constellation
to each state in ngm. As we prove in the following theorem, any state |t)
in Hg;m can be uniquely written as factor times the completely symmetric
state associated to some directions 71, ...,n2s (1.3.2). The constellation of

|t) consists on the “stars” in these directions.

Theorem 4. For each state |1) in HZ,,, there exists a unique set of 2s

directions i1, . .., Nas (with possible multiplicity) such that,

|v) = Clnq, ..., Nas),

where |1, ..., Nas) is defined as in (1.8.2) and C is a complex factor.
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The strategy we use here to prove the theorem, is the following. First,
we take an arbitrary |fi1,...,Nas), and write it in terms of the Dicke states
as in (1.3.6). In this way we can find an expression for the coefficients By in
terms of 74, ..., Nos. Finally, we prove that said expression is invertible for
arbitrary coefficients By and, therefore, the conclusion is that any state can
be written in the way the theorem claims.

Proof of theorem J. As we have already mentioned in the previous outline,
first we find explicitly the coefficients By (1.3.6) for the expansion of the
state |U) = |Aq, ..., Nas). For the moment, assume that no direction 7; points
towards the south pole. By considering the equality By = (Dy|¥) and more
combinatorics, we obtain the following expression for By,

2s
By = > H a2y T (2%1he) (1.3.7)
AkA
o€Sss 1=1 i=k+1

By substituting the equations (1.3.5) and (1.3.1) in the previous expression
for By we obtain, after some straight-forward algebra

)\ V(2
By = \/k'i UEZS% ]‘[1 Cor s (1.3.8)

where (; = tan (6;/2)e!? is the image under stereographic projection of 7;,
and A is defined as follows; A\ = []72, cos(6;/2).

The next step is to invert (1.3.8) to write the complex numbers ¢; in
terms of the coefficients B and thus conclude the proof. The trick is to
consider the following equalities between polynomials in the complex variable

G

2s 2s o
[I(¢—¢)=> ¢+ k P 6. (13.9)
=1 k=0 065’251 1

By multiplying (1.3.8) by (—1)*¢2s—F (2;)1/2, summing the resulting equations
from k = 0 to k = 2s and considering (1.3.9) we obtain,

2 e 25\ @) &
];)CQ k(—l)k<k> B == [T¢—2¢). (1.3.10)

i=1

Note that the polynomial in the l.h.s. of the previous equation can be
defined solely in terms of the coefficients Bi. On the other hand, the roots
of this polynomial are the complex numbers ¢; (i = 1,...,2s) associated
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to the directions ;. This is the relationship we were after. To find the
“constellation” of a state |1)) written as in (1.3.6), the recipe is the following.
First, we construct the polynomial in the variable ¢ in terms of the coefficients
By, as defined in the Lh.s. of equation (1.3.10). Then, we find the complex
roots of said polynomial, (i, ..., (2s. Finally, we map these complex numbers
in the unitary sphere using the stereographic projection.

In the case that [ of the 2s directions 71, ..., fos point towards the south
pole, by using the same reasoning, it is easy to prove that the degree of the
polynomial at the Lh.s. of (1.3.10) is 2s — [. Therefore, if, for a certain state,
the degree of (1.3.10) turns out to be 2s — [, then, 2s — [ of the directions
in the constellation of [¢) are given by the roots of this (1.3.10), and the
remaining [ stars are in the south pole. O

Note that the constellation of the state |¢) is the same as the one for
aly) (here o denotes an arbitrary factor). Because of this property, we can
unambiguously define the constellation of the projective state [¢)] — just
take the constellation of [¢)). As an example, one can readily compute the
constellation of the Dicke states (1.3.4), the constellation of |Dy) consists of
k stars in the south pole and 2s — k in the north pole.

Since the polynomial defined in the previous proof turns out to be very
useful, we define the “Majorana polynomial” of a state |¢)) = 325 | Bx|Dy)
as,

2s 25 1/2
P¢(g):Zg2M(—1)k<k> By. (1.3.11)

k=0

Note that the previous mapping induces a linear isomorphism between Hg;m
and the space of polynomials of degree at most 2s. We use this mapping
frequently throughout the thesis.

1.3.2 A system of 2s spin-1/2 particles as a spin-s

In this section, we prove that ’Hg;m is, in a formal sense, the space of a
spin s. Mathematically speaking, the space of a spin s is defined as the
vector space (unique up to isomorphisms) of dimension 2s + 1 where an
irreducible representation of SO(3) acts. One can show that Hg;m satisfy
these requirements. Indeed, in Hg;m we can naturally define the angular

momentum operators S; (i = x,y, z) as follows,

2s
S =3 s (1.3.12)
k=1
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where Si(l/ 2k) denotes the angular momentum operator (in the direction 1)

that acts only in the k-th spin,

S _1g.. 125" 10 -®1,
———— ——————

k—1 times 25—k times

being 1 the identity operator and Si(l/ 2 the angular momentum for the
space of a single spin-1/2. From this definition, it is trivial to show that this
operators are self-adjoint and that they satisfy the well-known commutation

relationships between angular momentum operators (taking h = 1),
[SZ‘, Sj] = ieiijk .

The representation of a 3-dimensional rotation R as a linear operator on
’Hgbfm, D(R), can be obtained by considering the exponential map of a linear

combination of the angular momentum operators (1.3.12),
DR)=DR)V? ®...@ D(R)W/?. (1.3.13)

where D(R)(l/ 2) denotes the corresponding rotation operator for the space
of a single spin s. One can also prove without much effort that the 2s + 1
Dicke states (1.3.4) are eigenstates of the operator S* = S7 4 S} + S7 with
eigenvalue s(s+ 1), and of S,

S:| D) = (s — k)| Dg) ,

Clearly, the possible eigenvalues of S, are —s, —s+1,...,s—1,s, and |Dstp,)
is an eigenstate of S, with eigenvalue m. A quick computation reveals the
following equality,

S+|Dgim) = \/5(s + 1) = m(m £ 1)| Dypmer,m £ 1),

where S+ = 5, £5,. From these facts we can conclude that the action defined
in (1.3.13) is irreducible, and that |Ds,,) is the state usually denoted by
|s, m).

This proves our claim; that Hg}‘fm is the space of a spin s. Because of
this, we can reformulate the results in the previous section to the case for
a general spin-s simply by making the substitutions |Dsim,) — |s,m) and
k — s 4+ m. In the following section, we show the results obtained in this
fashion.

Finally, we prove that the proposed way to assign a constellation to a
state defined in the previous section commutes with rotations, as claimed at
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the beginning of section 1.3. To this end, consider a rotation R in SO(3),
and take take the corresponding rotation operator D(R) as in (1.3.12).
Take an arbitrary state [¢)) written as [¢)) = |Aq,...,72s) (in virtue of
theorem 4). Then, by definition, the constellation of |¢) is made up by
stars in the directions 7, . .., figs. Since, for a certain phase v, the equality
D(R)(1/2|p*%) = 7| RA”) holds, we can conclude the following expression,

D(R)|f, ..., 79s) = e*7|Riy,. .., Rigs) .

This means that the constellation of D(R)[¢) consists on the stars in the
directions R, ..., Rigs; the directions obtained by rotating the ones of the
constellation of |1}, just as claimed.

1.3.3 Majorana representation of a spin s

In this section, we formulate the results of the previous sections for a general
spin s, whether it is the composite system of 2s spin-1/2 particles or not.

Given a spin-s state |1)) written in the eigenbasis of the angular momentum
operator S, as follows,

)= 3 Buls.m),

m=—s

define its Majorana polynomial (written as a function of the complex variable

C) as,

s 1/2
pp(Q)= Y (—1)S—mBm< 25 ) ¢stm. (1.3.14)

s S+m

In terms of this polynomial, we define the constellation of a state, as outlined
in the following paragraph.

Given a state [¢), call (1,. .., (25 to the 2s roots of py (in case that the
degree of py, n, is lower that 2s, assume the missing roots 2s — n are at
infinity). The constellation of [¢), Cy is defined as the collection of the 2s
directions in the sphere (with possible multiplicity) obtained by applying the
stereographic projection to the complex numbers (y,...,(2s (the image of
infinity is assumed to be the south pole). This procedure is schematically
show in figure 1.1.

Since multiplication by scalars leaves the constellation of a state invariant,
we also define the constellation of the projective state [¢)] as Cy. Note that
this mapping between IP(?;) and the space of 2s points in the sphere is one-
to-one. Given a constellation C = {f, ..., N5}, we denote by [y, ..., ]
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S S

S Bulsm) > > (_1)87m3m<sism>1/ggs+m

Figure 1.1: Schematic procedure to find the constellation of a state. The first step
is to build the Majorana polynomial (1.3.14). The second step is to find the roots of
this polynomial. Finally, via the stereographic projection, these roots are mapped
onto the sphere. The obtained directions constitute the constellation.

the ray such that its constellation is C, and by |7, . . ., fia5) to any normalized
state in this ray.

As we have already proved, this procedure to define C,, commutes with
rotations. Because of this, the Majorana representation is particularly useful
to find all the rotational symmetries of a state — they are the same as the
ones of the constellation. In figure 1.2 we show the constellation of certain
states with rotational symmetries.

1.3.4 An approach to the Majorana representation by spin
coherent states

Before presenting a second approach to introduce the Majorana represen-
tation, we define the spin coherent states. Some relevant references on this
topic are [1, 38, 39].

We say that a spin-s state 1) is coherent in the direction 7 if and only
if it is an eigenstate of the angular momentum operator S - 74 with maximal
projection, that is, if the equality S - 7i|t)) = s]¢)) holds. Since the spectrum
of this type of operators is not degenerate, the coherent state in the direction
7, is, up to an overall factor, unique.

Perhaps, the simplest example of coherent state is the one pointing
towards 2, |s, s). It is easy to see that the coherent state in any direction
can be obtained by applying a suitable rotation to |s,s). Indeed, if R is
any rotation of 3-dimensional space that maps Z into 7 then, D(R)|s, s)



Chapter 1. Introduction and preliminaries 24

1 2 1 Ry 13—
%|2,2>+\/;|2,_1> J518/2,3/2) + Z=18/2,-5/2) 5.2
d)

N>

|S)m>

Figure 1.2: Example of the constellation of various states with rotational symmetries;
a) a regular tetrahedron, b) an equilateral triangle at the equator, ¢) an octahedron,
d) the eigenstates of S, and e) a coherent state (1.3.16).

is a coherent state in the direction n (to quickly prove this, recall that
S -f = D(R)S.D(R)!). From this, one can notice that, when working in
Hg;m, the coherent states are those where all the constituent spins “point in
the same direction” — if we rotate the state |s,s) = |Dg) = |2,...,2) (see
equations (1.3.2) and (1.3.4)) by D(R), the resulting state is proportional to
|72, ..., 7n)). This means that the constellation of the coherent states consist
of only one direction (degenerated 2s times) and, therefore, the coherent

states are the only separable ones in H2, (c.f. section 1.1.2).

sym

The previous observations can be used to find an expression for a coherent

state |f) associated to 7 in terms of the basis |s,m), m =s,...,—s. Indeed,

since the constellation of |f2) has 2s stars in 7, its Majorana polynomial pp
only has one root (with multiplicity 2s). Therefore, ps can be written as,

pall) o (¢ —Go)* = i (=1)smmesrmegT (S 35m> : (1.3.15)

m=—s

where (y denotes the image of 7 under the stereographic projection. By
inverting the equation defining the Majorana polynomial (1.3.14), we see
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1/2
- L ( ) - (13.16)

where Ay is the following normalization factor,

° 2s 1/2
a= (30 (2, Jore) =iy

m=—s

that,

Before going on, we want to mention three additional properties of the
coherent states that we refer to later on. The first one, is that the space of
coherent states [7i] is topologically a sphere, and the Fubini-Study distance
(1.1.4) between the [fi] and [r] is,

dp (3 ([12], []) = arccos (COSQS %) , (1.3.17)

where 6 denotes the angle between m and 7. This formula can be easily
verified by computing the product between the states |2) = |2,...,2) and
|7ty = |A,...,n), and noting that the distance between [f] and [ri2] only
depends of the angle between 7 and 7.

The second one, is that they maximize the magnitude of the vector vy,
defined for any [¢)) as follows,

Uy = <¢|(5x,5y»5z)|1!)> . (1.3.18)

In fact, it is easy to prove that for |f) the equality vy = si holds. The
previous property implies immediately that coherent states also minimize
the uncertainty relationship

AS?+AS2 4+ AS? =s(s+1) — vy - vy . (1.3.19)

The previous equality can be obtained with a little bit of algebra. In this
sense, coherent states are the “most classical ones”.

The third property we want to stress is that they provide a resolution of
the identity operator 1,

241
s+ /\A (AldQ, (1.3.20)

where S? denotes the unitary sphere and df2, the volume element of S2. In
section 3.1, we give a proof of this equality for a more general case.
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Now we mention how to find define the Majorana representation via spin
coherent states. Given a state [¢), define the Husimi function H,; associated
to it according the following equation,

2s+1
47

Hy(h) = [(Rf)[. (1.3.21)
Then, as we prove in the following theorem, we can characterize Cy, in terms
of the zeros of Hy.

Theorem 5. Consider a state |¢) and its constellation Cy,. Then, Cy is the
set of all the directions n such that Hy(—n) = 0.

Proof. The proof is straightforward. First, write [¢0) = >-™  Bp|s, m). Using
the expression for a coherent state (1.3.16), we can compute the product
(—n|1). Denote by (p the complex number associated to 7 (via stereographic
projection) and, by (pa, the one associated to —n, the complex number
antipodal to (p. As it is well-known, (g4 = —1/(g. Using these equations, we
obtain the following,

. 25 \"* . o
(‘nW) (1 ¥ KO’ mZSB < > (COA)
s 1/2
1 s—m 2s m—s
N (L+col?)® m;S(_l) Bm (s - m) 0

1 . s—m 2s i m+s
N 35(1 +1¢ol?)® m;S(_l) Bin s—1m 0
_ pe(%)
3o (1 +1Gol?)s”

where we used (1.3.14) to deduce the last equality. Because of this, the Husimi
function (1.3.21) Hy, evaluated at —f is proportional to [py({o)[?. Since the
proportionality factor is nowhere zero, Hy(—n) is zero if and only if the
Majorana polynomial evaluated at (g is zero, py(¢p) = 0. This concludes the
proof. O

The previous theorem allows us to give a physical interpretation of the
directions of the stars in the constellation of a state |¢). If there is a star
in the direction 7 then, by the previous theorem, the equality Hy(—) o
|(=#|1)|? = 0 holds. This implies that |+) is orthogonal to | —#). Since | —#)
is the only eigenstate (up to a phase) of the angular momentum operator
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—S - 7i with projection s, by Born rule, the probability of getting the value
s when measuring the spin projection in —7 of a system in the state |¢) is
zero. This result can be generalized for stars with multiplicity greater than
one. Before stating the theorem, denote by |fi, m) the usual eigenstate of
S - i with eigenvalue m. Now we state the theorem.

Theorem 6. Consider a state ) and its constellation Cy. Then, there is a
star in 1 in Cy, with multiplicity 1 (1 <1 < 2s) if and only if |1)) is orthogonal
to | — fi,m) for all m such that s — 1+ 1 < m < s. In physical terms, the
probability of producing the values s,s — 1,...,s —l + 1 when measuring the
spin projection in the direction —n of a system in the state |1)) is zero.

Proof. First, we argue that it is enough to prove the theorem in the particular
case that n points toward the south pole. Indeed, if the star in consideration
is not in the south pole, we can always consider a rotation R that maps the
point 7. to the south pole. Then, since the Majorana representation commutes
with rotations, there are [ stars in the constellation D(R)[) in the south pole.
Now, we can apply the particular case of the theorem we are about to prove.
Finally, we rotate everything back to conclude the general case (it is easy to
show that, up to a phase, |, m) is equal to D(R™!)|2,m) for arbitrary m;
also recall that the rotation operator D(R) is unitary and therefore preserves
the inner product of Hilbert space). We use this kind of argument frequently
throughout the thesis.

Now we prove this particular case. Note that there are [ stars in the south
pole in Cy, if and only if “infinity is a root of the Majorana polynomial” py,
(1.3.14) with multiplicity {. By convention, this means that the degree of p,
is 2s — [, that is, the coefficients of the orders ¢?,... (%71 of p,(¢) are
zero. By considering (1.3.14), we note that this happens if and only if the
coefficients of |1)) (when expanded in the basis |s,m) with m = —s,...,s)
corresponding to |s, s),...|s,s — [ + 1) are all zero. But, since this basis is
orthonormal, this is equivalent to the statement that |¢) is orthogonal to
|s,—s),...|s,—s+ 1 —1). This concludes the proof. O

1.3.5 Spin anticoherent states

In a certain sense, coherent states are the most classical ones, as they define
one single direction — their Majorana constellation consist on a single 2s-
degenerate star. From here, it is natural to pose the opposite question, which
states are the most quantum ones? Intuitively speaking, the constellation of
such kind of states must consist of stars spread as evenly as possible over the
unitary sphere.
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There are many related problems that deal with the question of distribut-
ing a certain number of points uniformly over the surface, some examples
include [40-42]. Here, we use the definition of anticoherent states given in
[43]; we say that a state [¢] in P(H;) is anticoherent of order k if and only
if, for any m < k, the quantity

(W|(S-n)"|¢) is independent on 7.

The motivation of this definition is the following. Being the opposite to
coherent states, we would like an anticoherent state [¢)] to be the most
adirectional possible. Naturally, this leads to the requirement that the vector
(1.3.18) vy = (¢|S|¢) is zero — otherwise, we could use it to define a
direction. One can easily verify that the states with this property are the
anticoherent states of order one. However, states that satisfy this property
are not completely adirectional, for instance, [¢)g] = [s,0] (for an integer spin
s) is anticoherent of order zero, but it clearly defines two directions, 2 and —2.
These directions can be singled out by considering the uncertainty function
over the unitary sphere

AS3 = (1hol(S - 1)2[vo) — (Yol S - lipo))? = (1hol(S - 1) |ebo) -

This function only has two zeros, 2 and —2 (as [¢] is an eigenstate of S).
If we want a state [¢] to be more adirectional than an anticoherent state of
order one, we could impose the condition that, besides being anticoherent of
order one, the uncertainty function AS2 = (¥|(S - 71)?|1)) associated to it is
independent of 7. In this way, no direction is associated to [¢)] up to second
order in S. Going on with this line of reasoning, we see that anticoherent
states of order k do not define any direction up to k-th order in S.

A quick computation reveals that there are no anticoherent states for spin
s =1/2. For s = 1,3/2, the highest order of anticoherence possible is one. In
both of these cases, there is essentially one anticoherent state, for s = 1, the
only anticoherent states are those whose constellation consists of antipodal
stars; for s = 3/2, the stars of the constellations of the only anticoherent
states define a maximal equilateral triangle (an equilateral triangle contained
in a great circle of the sphere). For s = 2, the highest order is two [43]. In
general, for a given s, the highest order of anticoherence possible is at most
|s] (where |.| denotes the floor function) [44]. In [45] the authors prove that
there are states of any order of anticoherence, provided s is big enough.

From a mathematical point of view, anticoherent states are interesting
since their constellation tend to spread uniformly over the sphere [43, 46].
From a physical point of view, anticoherent states have applications to
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quantum metrology [47, 48] (there, the anticoherent states are refereed as
“kings of quantumness”) and to quantum information [45].






Chapter 2

Geometry of the shape space
of a spin s

As we have mentioned briefly in the previous chapter, when a spin state in
P(Hs) is rotated, its physical properties remain the same. Because of this,
it is natural to identify states that only differ by a rotation. We call shape
space the quotient space obtained via this identification . In this chapter,
we present how to use this construction to describe P(Hs) as a principal
fiber bundle, where the base space is the shape space and the acting group
is SO(3). We also mention many geometrical properties derived from this
particular description and the Fubini-Study metric.

The concept of shape space also appear in mathematics [49], and in other
branches of physics, for instance, in classical mechanics [50] and in general
relativity [51-53].

2.1 P(H,) as a fiber bundle

For the rest of this chapter, we work mainly with the representation of P(#)
in terms of pure density operators mentioned in section 1.1. As a matter of
nomenclature, when we mention the constellation of the density matrix p, we
are referring to the constellation of the state represented by p. Using (1.1.8),
we can naturally define an action by the right of a rotation R € SO(3) on
the p as follows,

p<aR=paD(R)=D(R)'pD(R). (2.1.1)

31
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By of the results of section 1.3, the constellation of p< R can be obtained by
rotating the one of p by R~!. This situation occurs because we are working
with right actions instead of left actions.

In terms of this action, we define the shape space . as the quotient
space obtained by identifying states that differ by the action of a rotation.
Note that, in terms of the Majorana representation, two states are in the
same equivalence class if and only if their corresponding constellations can
be connected by a rotation.

By considering the infinitesimal version of (2.1.1), we can define the action
of 50(3) on P(H,). Indeed, by considering a rotation D(R) = e~ we can
compute the action of A =S -7 on p as follows,’!

pa A = djdt(pe )L = i[A, p] = AH(p). (2.1.2)

The tangent vectors A" obtained in this way are called fundamental vertical
vectors and it is easy to prove that they satisfy the conditions mentioned
in theorem 1. If we fix A and repeat this procedure for all pure density
operators p, we obtain a fundamental vector field, denoted by Af(p). On the
other hand, if we fix p and vary A over so(3), we obtain the vertical tangent
space at the point p.

With this definition, we can naturally decompose IP(H,) as a fiber bundle,?
where the base space is .7, the group is SO(3) and the projection operator
7 maps the state p to its equivalence class in .. If two different states p
and p’ are in the same fiber, we say that p and p’ have the same shape, but
different orientation. As already argued, all the physical scalars associate to
a state (for example, its entanglement or its degree of anticoherence) must
induce a well-defined function over shape space, that is, its value must be
the same for all the states with the same shape.

Generically speaking, the fibers are isomorphic to SO(3). In the generic
case, the constellation of a certain p has no rotational symmetries, so no
rotation of SO(3) fixes p. By applying to p all possible rotations, we obtain all
the points in its fiber. In this way we can construct the following isomorphism
¢, between these fibers and SO(3),

R € SO(3) <% paR. (2.1.3)

Note that, the fundamental vectors of equation (2.1.2) are the pushforward
under this isomorphism of the elements of so(3).

! Formally, the operators S; are representations of the elements of so(3), not the elements
themselves. However, to simplify the notation, we denote them by the same symbol.

2 We refer to P(Hs) as a fiber bundle despite the fact that some fibers are not isomorphic
to SO(3). See the paragraph after (2.1.3) for more details.
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However, if a state has some rotational symmetries, its fiber is no longer
isomorphic to SO(3). For instance, it is easy to verify that the fiber of the
states |s, m), with m # 0 (for example, the coherent state |s, s)) is isomorphic
to the sphere S2, while the one of |s,0) is isomorphic to the real projective
space RIP2. Further discussion about the topology of the fibers can be found
in [54].

Since the real dimension of P(#;) is 4s, the one of . is 4s — 3. This is
relevant from a numerical point of view, for instance, to find the maximally
entangled state (c.f. section 1.1.2) — the space where the numerical search
is performed is reduced by three.

In general, it is not an easy task to assign coordinates to .. A first
approach to solve this problem, is to use the tensor representation of spin
states to find such coordinates [55]. A second approach, is to use the Majorana
representation to find particular sections of the total space P(Hs) that can
be easily parametrized. In the following paragraphs, we exemplify this second
approach for two different values of s; s = 1 and s = 3/2. We skip the
case s = 1/2 since it is trivial; indeed, for s = 1/2 shape space is only one
point — the constellation of any state consists only in one star, so any two
constellations of two different states can be trivially connected by a rotation.
From this case we can also conclude that, in general, . is not a manifold
but an orbifold [56].

First, we begin with the case of s = 1, where the constellation of any state
in IP(Hs) has two stars. By a suitable rotation, we can obtain a constellation
where the two stars are in the xz plane and are bisected by the 2z axis. If
we denote by ¢ the angle between the original stars (0 < ¢ < 7), then, the
directions of the ones obtained after applying the rotation are,

n1 = (sin4,0,cos2), fg=(—sin,0,cos ). (2.1.4)
Since the complex numbers associated to 71 and ng (via the stereographic
projection) are tan(q/2) and —tan(gq/2) respectively, then, the Majorana
polynomial for a state |¢) with constellation made by the directions (2.1.4),
is given by,

Pq(¢) o (¢ — tan §)(C + tan ) .

By inverting (1.3.14), and normalizing, we find, after a direct computation,
that the state represented by p(q) associated to this constellation is,

p(a) = |a){dl, (2.1.5)
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where (|g) is written as column vector w.r.t. the standard basis {|s = 1,m),
m=1,0,—1})

1
l¢) = —s=—=(cos 4 +1,0,cos 4 —1).

V3 +cosgq

The function p(q) defines a section over P(#;). By construction, any state
has the same shape as p(q) (for a suitable ¢), and, if ¢ # ¢/, then p(q) and
p(¢') have different shapes — this is obvious from the fact that rotations
preserve the angle between the stars. Because of this, we conclude that, for
s =1, .7 is topologically equivalent to the closed interval [0, 7]. In the case
q = 0, the stars of equation (2.1.4) coincide, so ¢ = 0 corresponds to the
“shape of coherent states”. On the other hand, if ¢ = 7, the stars are antipodal
and this case corresponds to the shape of the only anticoherent state of order
one for s =1 (c.f. section 1.3.5).

Now, we make a similar analysis for s = 3/2. In this case, the constellation
of states has three stars. Since any three points in the sphere are coplanar,
we can rotate them in a way such that they lie in a plane parallel to xy.
Then, by applying a rotation around the Z axis, we can make one of them
intersect the meridian that goes from 2 to &. The resulting constellation after
these rotations is shown in figure 2.1. The directions of its stars are,

f1 = (sin6,0,cos6),
fig = (sin 6 cos ¢1,sin @ sin ¢y, cos ) , (2.1.6)

i3 = (sin @ cos g2, sin @ sin ¢, cos 0) .

A careful analysis reveals that the rotations mentioned can be taken so
that the equalities 0 < 6 < 5 and 0 < 2¢1 < ¢2 < 27 — ¢ hold. This
method to assign coordinates is illustrated in figure 2.1. Just like in the
previous case, by considering the states which constellation is given by
the directions (2.1.6), we can define a section of IP(H,) and assign coordi-
nates to .. Some algebra reveals that this section can be parametrized as

(0,01, p2) = 10, P1, P2)(0, 1, P2, where,
10, 1, 2) = N1 (2\/3(:053 %, %(ei‘251 + €2 4 1) sin? @ csc g,

sin & sin 0(e"(91792) 4 1 4 ¢i92) 24/35in® gei(¢1+¢2)> ,

(2.1.7)
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SE]

Figure 2.1: Left:Visual representation of the coordinates 0, ¢1 and ¢2 used to
build the section (2.1.7). Right:Portion of the (¢1, ¢2,0) space needed to cover ..
Different points in the prism might get mapped to the same shape.

and N is the following normalization factor,

N2 =9+ cos ¢y + cos py + cos(d1 — ¢o)
— (cos(¢1 — ¢2) + cos @1 + cos g — 3) cos 26.

Let us consider some examples. When 6 = 0, all the stars in the constellation of
p coincide and, therefore, it is a coherent state. When 6 = 7/2, ¢1 = 27/3 and
¢o = 47 /3, the stars describe an equilateral triangle, that is an anticoherent
state of order one.

We also want to stress that, unlike in the previous case, the coordinates
(0, 91, P2) are not in a one-to-one correspondence with the elements of .7,
for instance, the points of the section with (6 = 6y, 1 = 0,¢2 = 7) and
(0 = 7/2,¢1 = 0,02 = 20p) have the same shape — they both describe a
shape where two stars coincide and the direction of the third one makes
angle of 26y with the one of the first two, but they are different points in the
prism of figure 2.1.

Similar procedures can be used to find sections to parametrize . for
higher spins. For instance, one can consider a section where one star is in
the north pole, a second one is in the zz plane and use the direction of the
remaining stars as coordinates. Of course, just like the case of s = 3/2, this
set of coordinates is not in a one-to-one correspondence with the points of

.
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2.1.1 Structures induced by the Fubini-Study metric

As we show in the paragraphs below, the decomposition of IP(#H;) as a fiber
bundle — together with the Fubini-Study metric — allows us to define a
series of geometrical structures in a straightforward way. Note that, the right
action defined in (2.1.1), leaves the Fubini-Study metric (1.1.10) invariant.
Indeed, using these equations, one can prove that the equality d(p1, p2) =
d(p1 < R, p2 < R) holds. By this invariance, any scalar defined in terms of
this metric is constant for all the points in the same fiber. As a matter of
nomenclature, recall that we say that a function of IP(H;) defines a function
in shape space if it attains the same value for different points in the same
fiber.

Although most of the remaining of this section is mostly mathematical,
we want to stress that we have reasons to believe that our results are of
physical interest. We address the concrete applications of these constructions
in a future work.

Some relevant background for the following calculations includes [23,
Chapter 9], [57, Chapter 5] and [58].

First, we endow IP(#) with a connection. This can be done with the
Fubini-Study metric A (1.1.11) in a very simple fashion; we say that a vector
v tangent to p is horizontal if and only if it is perpendicular to all the
fundamental vectors (2.1.2). We show in equation (C.2.3) of appendix C
that this horizontality condition does meet all the necessary requirements to
define a connection.

Denote by w the so(3) valued 1-form associated to this connection. By
definition, this means that w satisfies the following equalities,

w(AF) = A for all A € so(3), w(v) = 0 for all horizontal vectors v .
(2.1.8)

Also, denote by €2 the so(3)-valued curvature form for w. Note that, because
of the invariance of the Fubini-Study metric emphasized at the beginning of
the section, the scalar Tr (22) frequently considered in Yang-Mills theories,
defines a function in shape space.

With the help of the connection w, we can decompose the tangent space
at a point as the direct sum of the vertical and horizontal spaces. Note that

3 If we write Q in terms of coordinates ¢* (A =1,...,4s) for P(H,) as,

4s 3 4s

3
1 a a
Q= §§ § S0 Q%ap dg® Adg®, then, Tr(Q%) = § § QP h(SE, SE) .

a=1A,B=1 a,B=1 A,B=1
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these are orthogonal by definition. This decomposition allows us to define
two new structures, a vertical metric for SO(3) and an horizontal metric for
<, as we explain in what follows.

By considering the restriction of the Fubini-Study metric to the fiber
of a state p, we can compute the induced metric over it. Some examples
of this construction can be found in [59, 60]. In these terms, the vertical
metric k() for SO(3) is defined as the pullback of the induced one under
the isomorphism ¢, (2.1.3). Tt is an easy exercise to prove that k() is a
right invariant metric for SO(3) and therefore, the Ricci scalar R(k(®)) is the
same for all the elements of SO(3). One can also prove that SO(3) with the
metric k(P9 is isometric to SO(3) with k() for any rotation r (to find the
isometry, it is useful to recall that, for any fiber bundle, the pushforward of
A? under the right action of r is (r~'Ar)?) and therefore, R(k(®)) also defines
a function in shape space.

In particular, we can evaluate k(®) at the elements S, and S (a, B =
x,y, z) in so(3). A little bit of algebra reveals,

k) = K9(Sa, S5) = h(SE, 5%) = R(SaSs) — (Sa)(Ss) . (2.1.9)

where the expectation values are computed w.r.t. p. The 3 x 3 matrix with

entries kgfg) is the matricial representation of k() w.r.t. the basis {S5z,8y,5:}

of s0(3). Abusing of notation, we denote this matrix also by k(). In terms of
it, we can express R(k(?)) as follows (the details of the calculation can be
found in appendix C, equation (C.1.23)),

Tr (k(P)2 — 2Tr ((k(P)?2)
2Det k()

R(kW)) = (2.1.10)

Next, we define the horizontal metric for ., g. Just as the vertical one
is defined by restricting the Fubini-Study metric to vertical vectors, the
horizontal metric is defined in terms of the horizontal ones. Given u and
v vectors tangent to a point S in ., define their inner product g(u,v) as
follows,

9(u,v) = h(u,v), (2.1.11)

where u and v are any two horizontal vectors tangent to a point in P(H)
that get projected to w and v respectively, m,u = u, mv = v. Using the fact
that the Fubini-Study metric is invariant w.r.t. the action of SO(3), it is
straightforward to prove that the particular choice of u and v is irrelevant.
Denote by R(g) the Ricci scalar for the metric g.
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h(u,v) = E® (A,B) + g(u,v)

Figure 2.2: Visual representation of the formula (2.1.12). SO(3) is mapped onto the
fiber of p using ¢, (2.1.3). ¢, sends the identity rotation e to p. By decomposing
u and v in their vertical and horizontal components (that are orthogonal), we can
compute h(u,v) in terms of the metrics g for ., and k) for SO(3).

Notice that, because vertical and horizontal vectors are orthogonal to
each other by construction, the inner product h between two vectors u and
v tangent at p can be written in terms of k and ¢ in the following way,

h(u,v) = g(mu, mv) + kP (wu), w(v)). (2.1.12)

In figure 2.2, we present a representation of the previous result.

Note that, by (2.1.12), if uw and v are two tangent vectors that get projected
to the same vector in . (that is, if m.u = m,v), but u is horizontal while
v is not, it is clear that the magnitude of u is smaller than the one of v,
h(u,u) < h(v,v) (since w(u) is zero).

This observation has two interesting consequences. The first one is that
the length of a horizontal curve in P(H;) is smaller than the one of a non-
horizontal curve (as long as their projection in .¥ is the same) . The second
one is that the h-length of a horizontal curve is equal to the g-length of its
projection in ..

Finally, we introduce two extra functions in shape space. First, define ®
as follows,

® = InDet k)| (2.1.13)

where k(P) denotes the matrix for the vertical metric defined in (2.1.9). In
equation (C.2.37), we show that Det k() does define a function in shape
space.
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The second function we define is closely related to the degree of coherence
|(S)] of a state p = [1) (4| defined in [61] as follows: given vy, the spin expec-
tation value of p (see eq. (1.3.18)) , define [(S)| as the euclidean magnitude
of the vector vy. Since, under the right action (1.1.8), vy, only rotates, it is
easy to verify that |(S)| defines a function in shape space. The quantity ¢ we
introduce is very similar, but we consider the magnitude of vy, w.r.t. to the
metric k() (regarding vy, as a vector in so(3)) instead of the euclidean one,

1/2
(= ( 23: képg<sa><sﬁ>) . (2.1.14)

a,B=1

It is simple enough to prove that, just as [(S)|, £ also defines a function in
shape space.

In the previous paragraphs, we have introduced five functions for shape
space, mainly, Tr (Q2), R(k(”), R(g), ® and £. As it turns out, these quantities
are not independent. The following relationships come from a big calcula-
tion that can be found in appendix C.2. These relations are (we omit the
superindex (p) from now on),

302 3 )
R(h)—3(8s+2)+2cﬁ —R(g)—zTr(Q ), (2.1.15)
and,
Tr (Q2) = %R(h) _AR(K) + ||V ®|% + 2V, (2.1.16)

where we used the metric g of . to define the gradient of ® (V o®), its
Laplacian (V% ®) and the magnitude of V.5 ® (||V.»®||»). Also, R(h) denotes
the (constant) Ricci scalar for the Fubini-Study metric h (c.f. appendix C.2.3),

R(h) =8s(2s+1).

A plot of these functions is presented in figure 2.3 for the case of s = 3/2.
These graphics were produced in terms of the coordinates presented in figure
2.1. Since . is three-dimensional in this case, we fixed § = 7/2 and made
the corresponding plot in the ¢;¢2 plane.

Notice that all the functions have special behavior at two particular
kinds of shapes; the ones where all the stars are in a diameter of the sphere
(the black and blue dots in the figure), and the one where they make a big
equilateral triangle (the red dots), the shape of the only anticoherent state for
a spin-3/2. For instance, Tr (Q22) has a pole in the black and blue dots, while
it attains a minimum at the red point, the only zeros of £ occur for these types
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of points, and so on. This behavior appears to continue for higher values of s,
in particular, the shape of anticoherent states of the highest degree possible
(for a certain value of s) appear to be local minima of Tr (Q?). These facts
suggest that these quantities are related with the degree of anticoherence
of a state, but, as we have already mentioned, finding their precise physical
meaning is a problem we will address in a future work.



(b) R(k) (¢) In(R(g))

(d) @

Figure 2.3: Plot of the functions In(Tr (22)), R(k), In(R(g)), ® and £ for s = 3/2, using the coordinates
of figure 2.1 with § = ©/2. The domain of the functions is shown as a gray triangle. Three type
of shapes are highlighted in the domain, the red point corresponds to the shape of a big equilateral
triangle; the blue point, to the one of coherent states and the black one, to the one where two stars

coincide and the remaining one is antipodal to the other two.
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2.1.2 A simple example, the s = 1 case

In what follows, we specify the definitions of the previous sections to the
s = 1 case. This value of s is relevant because the resulting expressions are
algebraically manageable. The results are written in terms of the coordinates
introduced in (2.1.5). Because shape space is one dimensional in this case,
the following equalities hold trivially,

R(g) =Tr (%) =0.

The points of the section defined in (2.1.5), can be written as a matrix in
the following way,

1 4 cos? 0 — sin? i
plq) = —— 0 0 . (2.1.17)
3+cosq | _ sin? % 0 4sin? %

By taking the derivative w.r.t. ¢, we can calculate the representation of the
tangent vectors,

9 sin? 0 sing
w=dp=————| 0" 0 0 (2.1.18)
! (3 + cosg)? sing 0 —sin®$

By making a direct computation, we find the following expression for the
vertical vectors (2.1.2),

_ 24q
g 2iV2eos ] 0022 , o _8312 .
T 3+cosq 4 4
0 Sin2% 0
0 —cos? ¢ 0
2+/2 4
Sk = 7\[ —cos? 4 0 sin? 4 (2.1.19)
Y 3+4cosq 4 4
0 sin? § 0
. 0 0 —1
2isin? ¢
55:372 00 0
+ cos g 10 0

A visual representation of p, 9;p and the vertical vectors is presented in figure
2.4.

After some algebra, one can notice that the inner product h between w
and the vertical vectors is zero. This implies that w is a horizontal vector
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(this is the main reason why we define the coordinates ¢ as in (2.1.5)), so we
can use it to compute the metric g (2.1.11),

249
2

(34 cos q)?

Tr (w?) = sin

Now, we proceed to compute the vertical metric. Using the expression (2.1.9)
we obtain that k” is diagonal in this case, and it is given by the following
expression,

AS2 00 , (30 0
=10 A2 0 |=——| O 1 0 1 (2120
0 0 Asz) 3teesal o 2sint §
3+4-cosq

By considering the determinant of k(?), we obtain the following expression
for ® (2.1.13),

4 . 2g s 2
d=1n aem s g . (2.1.21)
(34 cosq)*

The result for the Ricci scalar (2.1.10) turns out to be, after some algebra,
R(k) =2, (2.1.22)

that is independent of q.
Next, we find an expression for ¢ (2.1.14). To this end, first we compute
the spin expectation value vy (1.3.18). The result is,

q
4 cos 5

=—=(0,0,1).
Y ?H—Cosq(7 1)

The magnitude ¢ of this vector according to the metric &) turns out to be,

¢ 4sin 2 sing .
(34 cos q)?

Note that this result can also be obtained by considering the expression for
® (2.1.21) and equation (2.1.15).

Finally, by integrating the square root of the metric /gqq from 0 to g,
we can compute the geodesic distance (in .) between the shape of coherent
states and the one of p(q). As we see in the next subsection, this corresponds
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Figure 2.4: Visual representation of p (2.1.17), 94p (2.1.18) and of the vertical
vectors of equation (2.1.19). The constellation of p (2.1.4) is shown in red. The
small rectangles denote the tangent space of the sphere at the red points, and 9,p,
St Sf, and 5% are represented as vectors in these spaces. The arrows for S% were
obtained by considering an infinitesimal rotation of the red dots around the axis «,
while the ones for 0qp, by applying an infinitesimal change in the parameter g.

to the geometric entanglement of p(q) (when regarding the spin as a system
of 2s spin-1/2). In this case the result is,

E(q) = /Oq \/ Gqq(t)dt = % — arctan (cos 4) .

A plot of g4q(q) and of E(q) is presented in figure 2.5. Clearly, when g = 0,
E(q) is also zero. This is because ¢ = 0 denotes the shape of coherent
states, the only separable ones. The maximally entangled state corresponds
to ¢ = m, that is, to the shape where the two stars are antipodal to each
other. Therefore, the diameter of . is w/4. Compare this with /2, the one
of projective Hilbert space.

From the same figure 2.5, notice that g, is zero when ¢ is equal to
zero. This is not a singularity of the metric, but merely an effect of the
coordinates we are using — at this point the pushforward of the mapping
between coordinates and shapes becomes singular. This type of effects tends
to occur for shapes where two or more stars coincide. See [62] for an extended
discussion (in this article, the authors consider the mapping between the
coefficients of a polynomial and its roots; by reinterpreting their results in
terms of the Majorana representation, we can arrive at the same conclusions
for our case).
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0.25f 1
0.20f
< 0.15¢ =z
= 0.10¢ S
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0.00E 0k . . .
o 3 5 ¥ ° 0 3 3 ® oa
q q

Figure 2.5: Plot of the metric gqq and of the entanglement E(q)

2.1.3 Geodesics in P(H,) and in .¥

In terms of the metric g (2.1.11), we can define the geodesic distance d
between two shapes &1 and Ss. Denote by f1 and fo the fiber of S; and S
respectively. As we prove in the following paragraph, d »(S1, S2) has a simple
geometrical interpretation; it is the shortest distance (defined as in 1.1.4))
between the elements of f; and fs,

dy(81,82) = S epin dp31,)(p1, p2) = min dpay (0, p2),  (2.1.23)
where p denotes any state in fi. The fact that we can fix any element in f;
and only minimize over fs comes from the invariance of the Fubini-Study
metric under the right action of rotations.

Now we prove the equality (2.1.23). Let pJ be an element in fo that
minimizes the right side of (2.1.23). Denote by ~ the shortest h-geodesic
that connects p} with p3. Note that its length is dp(z,)(p], p9). Since p§ is
the state in fy closest to pJ, among all curves that starts at pJ and ends at
any point of fa, v is of minimal length. As argued just after (2.1.12), this
implies that v is a horizontal curve and, therefore, the length of its projection,
7(7y) = 7, is the same as the one of v, d]P(HS)(p(l), 09). Note that, as we are
about to prove, « is the shortest curve in . that connects §; with Sa, and
therefore its length is also d #(81,82) by definition. To verify that ~y is indeed
the shortest one, assume a shorter curve 4 exists. Consider a horizontal curve
4 that begins at p{ and gets projected onto 4. By construction, 4 begins at
p1, ends at a point of f5, and its length — that is equal to the one of 4 — is
smaller than the one of =, a contradiction. By equating both results for the
length of « just obtained, we conclude that (2.1.23) holds.

We can use this definition to give a geometrical characterization of the
measure of entanglement (1.1.15) of a state. As noted in section 1.3.4, coherent
states are the only separable ones. Therefore, the entanglement of p is the
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Figure 2.6: Sketch of the proof of (2.1.23). Since p3 is the element in fa closest to
0%, 7, the h-geodesic that joins them, is horizontal. Therefore, its h-length, Ar(N), is
equal to both, the r.h.s. of (2.1.23) and the length of its projection v, Ag(y) = An(A).
From here, we can conclude « is the shortest curve connecting S; with Sz, as any
other curve 5 might be lifted to a horizontal curve 7 (preserving its length) that is
longer than ~y. Therefore, \4(7) is also equal to the l.h.s. (2.1.23).

distance d» between the shape of p and the shape of coherent states. In
some cases, this simplifies the calculation of the entanglement of a state, as
shown in the previous subsection. In these terms, the maximally entangled
states are those such that their shape is the furthest away from the one of
coherent states.

As noted previously, the geodesic that connects p with the closest coherent
is horizontal. This renders them relevant in the context of the quantum
brachistochrone problem [63, 64], where the fastest way (under a certain set
of conditions, see [64] for details) to evolve a state p; to a final state py is
sought. As it turns out, the answer is that the optimal evolution occurs along
the geodesic connecting p; with py. In this context, if we want to evolve p;
into any separable state as fast as possible, we have to follow the horizontal
geodesic connecting p; with the closest coherent state.

Although useful when studying rotations, the Majorana is less intuitive
when working with horizontal geodesics. For example, consider the horizontal
geodesic that connects the state with constellation {s1, s2,s3} (see fig. 2.7)
and ends in the coherent state in the direction . One might expect that, as
we advance in the geodesic, the stars would follow great circles to get to the
blue point, but this is not the case. As we can see in the figure, initially sy
gets away from the blue point, only to get close again (after coinciding with
s9) following a complicated trajectory.

In the previous paragraphs we proved that any horizontal geodesic gets
projected by m onto a geodesic of .. This raises the question, does this occur
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1.0
0.8
0.6
0.4
0.2

Figure 2.7: Visualization of an horizontal geodesic that begins at the state with
constellation {s1, s2,s3} and ends in the coherent state associated to the direction
shown in blue. As we advance in the geodesic, the stars move in the trajectory shown
in the figure. The value of the arclength parameter of the geodesic is color coded
according to the bar legend in the right. Notice that s; is almost still throughout
most of the geodesic. Eventually, the stars s; and s2 coincide in the green point
A. Afterwards, they spread equiangularly in the direction of the green arrows, until
the three of them coincide in the blue point. This type of spreading after two stars
coincide has already been reported in [65].
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for all type of geodesics (including not horizontal ones)? The answer is no,
as we show in the following paragraphs. Although here we present only the
final results, the intermediate calculations can be found in appendix C.3.

Consider a geodesic in IP(#,) parametrized as p(t). Denote by p(t) its
projection, 7(p(t)) = p(t). Suppose p(t) is arclength parametrized. For any ¢,
the vector tangent to p(t) can be written as,

45—3
pl)= > vSh+ > vE;, (2.1.24)
a=x,Y,z =1
where E; (i =1,...,4s — 3) denotes the elements of a orthonormal basis for

horizontal space chosen continuously over an open set containing p(t). For
the remainder of this chapter, we use Einstein notation for sum over repeated
indices. Also, we drop the superindex (p) in k) from now on. Greek letters
range over x, y and z, while Latin indices, over 1,2,...,4s — 3. We also use
the metrics g and k() to raise and lower indices. Note that we are working
in an anholonomic basis, since the vector fields Sg, Sg,, E; and E; do not
commute in general.
In terms of (2.1.24), p(t) can be computed as,

p(t) = v'm(E;). (2.1.25)
where 7, denotes the pushforward of .
After some algebra that can be found in the previously mentioned ap-
pendix, we obtain that the equations for v®* and v* are,

d
a(va) =0,
, o 4 1 ,
o' 4+ T(g) jpvio" + Q% v v, + ikaﬁ,lvavﬁ =0, (2.1.26)

where I'(g)"j; denotes the components of the Levi-Civita connection of the
metric g (the equivalent of the Christoffel symbols for anholonomic basis)
and f; is a shorthand notation for the derivative of the function f in the
direction of E;, f; = E;> f.

Notice that v, (with the index lowered with the metric) is a conserved
quantity. In particular, if all the components v, are zero for a certain ¢, they
are zero always. This implies that, if the tangent vector of a geodesic is
horizontal at some particular ¢ then the entire geodesic is horizontal.

The second equation of (2.1.26) answers our question; in general, geodesics
in IP(Hs) do not get projected onto geodesics of .. Indeed, by considering
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(2.1.25), we can conclude that only when the sum of the third and fourth
term in the Lh.s of (2.1.26) is zero (for example, when p is horizontal) p is a
geodesic. a

Note that p(t) is not arclength parametrized in general (w.r.t. g) . We
can reparametrize everything so it is. Denote by 7 the arclength parameter
of p and by a prime derivatives w.r.t. 7. By writing p/(7) = u®St, + u'E;, one
can find that the resulting equations for u® and v’ are,

/
(a) -0
NiEnv:

2\/
1(3 q)pui =0, (2.1.27)
where @ is the magnitude of the vertical component of p/, Q% = u®u® kag-
If we suppose that (2.1.27) is the equation of motion of a particle living
in ., said particle would not be free, there would be a Lorentz-type force
Q% “uFu, plus another force dependent on its velocity (unless, Q? is zero).

Finally, we use the previous equations to characterize the coherent state
closest to pg = [0o)(bo|. Denote it by ps = |f)(72|. By writing [1¢) = |72) in
equation (1.1.12), we can characterize the geodesic p(t) connecting py with
pa- As already argued, since py, is the closest coherent state, p(t) is horizontal.
By the argument following (2.1.26), this curve is horizontal if and only if p
is horizontal for a particular t, say, the initial one, ¢ = 0. By applying, the
horizontality condition to p(0), we can conclude that

h(p(0),55) =0,

4 o . 1 4
w4 F(g)ljkqﬂvk + Q% uFug + iko‘ﬁ,zuaug —

for all vertical vectors Sf,. By considering (1.1.12), it is easy to see that the
previous condition reduces to,

(ol Saltby) = (Yo |Saltbo) ,

where [5) is given by equation (1.1.13). By substituting |¢g) oc |7) —
(o|f)|1hg) we obtain, after some straightforward algebra, that the horizon-
tality condition is equivalent to the following,

<1/}0’Sa’ﬁ'> - <ﬁ‘5a‘w0>

Note that the previous condition is linear in S,. In particular, if we consider
the raising operator in the direction 7, S;{ , the condition implies,

(A, 5 = 1ftho) = 0,

that is, [1g) is orthogonal to |72, s —1). This is the same condition we obtained
in [1] but deduced in a completely different way.
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2.1.4 Horizontal and vertical vectors and Berry curvature,

In this section, we find expressions for the Berry curvature Kp [31] when
evaluated at horizontal and vector fields. These results also allow us to give
a relatively simple expression for the components ),;; of the curvature 2.
Most of the explicit calculations can be found in appendices C.4 and C.6.

These results are written using the notation introduced in theorem 2. In
these terms, the horizontal vectors E; tangent at a point p = [¢) (1| can be
uniquely written as,

Ei = |¢) (il + i) (¢l

where |1;) satisfy the equality (1;|¢) = 0.
The Berry curvature at the point p = [¢)(1)|, evaluated at two vertical
vectors, Sg and Sﬁ, can be written as

K5(S% 55) = ap(S))

where the expectation values are computed w.r.t. p and €”,3 denotes the
components of the Levi-Civita tensor,

0 if any two indices are the same

o =131 if (o, 8,7) is an even permutation of (z,y,z) .
—1 if (o, 8,7) is an odd permutation of (z,y, z)
For one horizontal vector and one vertical the result is,
Kp(S% Ei) = (Sa).i,

where ; denotes the derivative in the direction Fj.
Finally, we deal with the case of two horizontal vectors. The resulting
expression is,

Ks(E;, Ej) = 23(s|v;) .

The previous equation can also be written in terms of the coeflicients of the
curvature 2. The result is,

YilSaly) — Qaij
2(Sa) '

By combining the previous results we obtain,
Qaij = 43 (il (So = (Sa)1)[5) -

This is one of the simplest expressions (from a numerical point of view) we
have found that determines the coefficients of the curvature 2. Another
expression worth checking out is (C.7.3) of appendix C.7.1.

4(\'
Kp(E;, Ej) = il



Chapter 3

Stellar representation for the
Grassmannians

Given a certain k-plane through the origin contained in Hs, what are the
rotations that leave it invariant? This type of problem is relevant in the
context of quantum computing, as these rotations might be used to implement
quantum gates [66].

For the case kK = 1, 1-planes are projective rays, and their symmetries
can be found immediately by looking at the constellation of a state in the
ray. To solve this problem for k > 2, in this chapter we define the stellar
representation for Gry (Hs); a generalization of the Majorana representation
that assigns to a k-plane a constellation. As we find further down, by looking
at the constellation of a k-plane — and some extra ingredients — we can
deduce its rotational symmetries.

The recipe to define a constellation of a k-plane Il presented in this
chapter is very similar to the one used in section 1.3.4 for the constellation
of a state; first, we define the coherent k-plane associated to the direction 7,
II;. Then, the constellation of II consists of all the directions 7 such that
the product (1.2.4) (II_4,II) is zero. In the rest of this chapter, we work
this recipe in detail, and mention some interesting properties we have found
about this representation.

3.1 The coherent k-planes
We define a coherent plane in the direction 7 as follows,

II; = span{|n, s), |fv,s — 1)|R,s —2),..., |, s —k+ 1)},

o1
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where |7i, m) denotes the eigenstate of S -7 with eigenvalue m. An explicit
expression for these states can be found in (B.0.10). When k£ = 1, we recover
the usual coherent states, Il = [f].

The coherent k-planes satisfy many properties analogous to the ones
satisfied by spin coherent states. Here we mention some of them.

If we take a coherent plane and rotate it," the resulting space is also
a coherent plane. Furthermore, by choosing a single coherent plane, and
rotating it in all the possible ways, we obtain the whole space of coherent
k-planes. This space can be shown to be topologically a sphere, and the
distance (1.2.5) between two coherent planes is the following,

d(Ils,, ;) = arccos (cosk(zs_kﬂ) g) , (3.1.1)

where 6 denotes the angle between /m and 7. This result is analogous to the
one for coherent states (1.3.17). A proof of this formula is given right before
equation (3.5.6).

Coherent planes are also the most classical in a sense. Given a plane II,
denote by P the projection operator onto II. The restriction of an operator
A of Hilbert space to II is defined as follows,

Al =PAP. (3.1.2)
In these terms, we define the expected spin vector vy for II as follows,
i = (Tr (S3), Tr (Sy)), Tr (S3) -

As it turns out, in analogy with (1.3.18), the coherent planes are those that
maximize the magnitude of vr. A nice proof of this fact can be found in [66].

The final property we want to mention, is that coherent planes also
provide a resolution of the identity, just like the coherent states (1.3.20). The
precise statement is contained in the following theorem

Theorem 7. Denote by Py, the projection operator for lly. Then, the fol-
lowing equality holds,

4
Uz/dQPﬁ _ Amk g (3.1.3)
5‘2

25 4+1""

!The rotation of a k-plane II by R is defined in the following way,
RII = {D(R)|y) where |¢) € IT}.



53 3.1. The coherent k-planes

Proof. Let R be any rotation. Then we have the following,

k
D(R)P»D(R)! = > D(R)|f, s + 1 — p)(f, s + 1 — p| D(R)’
pn=1
k
= Z‘Rﬁ73+1—ﬂ><RﬁaS+1—M‘
pn=1

= Pra -

Then, for any rotation R,

D(RWUD(R)' = /dQ D(R)P;D(R)T = /dQPRﬁ =U,
52 52

where U is defined in (3.1.3). The infinitesimal version of the previous
equation states that U commutes with all the rotation generators S, S, and
S,. Since the only operators that commute with all these three are multiples
of the identity, we can conclude that U = A1 for a certain A. By taking trace
over both sides we obtain,

Trd [dQP, s = ATr (1) = [ dQ Tr (Pa) = AM(2s + 1)
o=

Ak
25+ 1"

:>/ko:)\(25+1):>47Tk:)\(2$+1):>/\:
S2

where, for the second implication, we used the fact that the trace of a
projection operator is the dimension of the subspace it projects onto. This
concludes the proof. Note that for the case k = 1, we recover (1.3.20). O

3.1.1 Writing II; in the standard form

It is often useful to write the coherent planes Il in the standard form w.r.t.
the basis {|s,m),m =s,...,—s} (c.f. equation (1.2.7) of section 1.2). This
is what we do in what follows.

Denote by ¢y the complex number associated to 7. As we prove at the end
of this section, the resulting expression for the standard form of 11, does not
depend on ¢ explicitly. This might be surprising at first, as the expression
for the states |71, m) (c.f. equation (B.0.10)) that defines the coherent plane
I1; does depend of (5. An important consequence of this result is that Il
can be written as an analytical function of (y, and therefore, the zeros of
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(IT_4, II) are given by an analytic function of (y. This implies, for instance,
that the constellation of a k-plane is a discrete set of points in the unitary
sphere. We take advantage of this fact in the following sections.

In the same way we can map a state [¢) to its Majorana polyno-
mial py using the linear isomorphism (1.3.14), we can assign to a k-plane

IT = span{|¢1),...,|Yx)} a k-plane PII contained in the linear space of
polynomials of degree 2s as follows,
PII = span{py,, ..., Dy, } - (3.1.4)

It is easy to prove that PII does not depend on the basis chosen for II. If we
specify the previous definition to PII; we obtain,

PII,

= span{(¢ — 0)%, (¢ — C0)*71(C = Coa)s -+, (C— C)E ¢ — Goa) 1}
= (¢ — ¢o)* M span{(¢ — )" 1 (¢ — )" (¢ — Coa)s -, (¢ — Coa)* 1}
= (¢ — ¢o)* M lspan{¢Ft ¢F2 L 1), (3.1.5)

where (p4 denotes the complex number antipodal to {y. The last equality is
due to the fact that the polynomials (¢ —(o)* 1, (C—C0)*2(¢—Cao0), - .. , (C—
Co4)¥~ 1 are of degree k — 1, linearly independent (as can be easily checked)
and there are k of them, so they provide a basis for the space of polynomials
of degree at most k — 1. Notice that this expression implies that (y is a root
of all the elements of PIl; with multiplicity 2s — k + 1 or greater. From this
observation, we can conclude the following characterization of the coherent
plane II;,

Theorem 8. The k-coherent plane 11; is the space of all the states such that
their constellation has at least 2s + 1 — k stars in the direction n.

Note that in the previous characterization, (p4 does not appear in any
shape or form. From here it is more or less clear that we can write Il in
standard form without appealing to (pa.

The procedure we follow, consists of two steps. As the first one, we write
PII; in the standard form w.r.t. the canonical basis V for the space of
polynomials, V' = {¢2%,¢?*=1,...,1}. This can be done by finding a k-frame
W = (Py,..., P) of PIl; such that, the matrix representation A of W w.r.t.
V is of the form shown in (1.2.7),

A ek (3.1.6)
B A(ka)xk 7 o
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where subindices indicate the size of submatrices. If A is written as alluded
to above, then, it is the matrix representation of PII; in standard form we
seek. Algebraically, the previous condition states that the matrix A used to
write the elements of W in terms of the ones of V in the following way,

2s+1

Pi(Q) = > ¢t Ay, (3.1.7)

=1

is such that its components satisfy the relation A;; = d6;; if ¢ < k.

As the second and final step, we use the isomorphism (1.3.14) of the
Majorana polynomial to map W onto a k-frame for II;. Note that the
Majorana polynomials of the states in the basis {|s, s),...,|s,—s)} are (up to
some rescaling) the elements of V. Because of this observation, the expression
for Il in the standard form we seek is equal to the matrix representation of
such k-frame (after some rescaling of its elements, more details on this later
on) w.r.t. {|s,s),...,|s,—s)}.

To find the k-frame W mentioned above, first we compute the matrix
representation M w.r.t. V of the frame for PII; found in (3.1.5). Note that
its last element, ({ — (p)?*~**!, can be written in terms of the members of
V' as follows,

2s—k+1
o o 2s —k+1
(C o CO)Q k+1 — CQ k+1 + E ( j

J=1

R

Since the previous expression only involves the following elements of V,
¢Zs—k+l 2=k 1 and the coefficient for (25751 is exactly one, then, the
representation of (¢ — (p)2*7**! w.r.t. V as a column vector is the following,

Or—1
(¢ = Co)¥F — 1 : (3.1.8)
'17237k+1

where 0;_1 indicates the zero column vector in k& dimensions and ¥os_j+1
denotes the vector in 2s — k + 1 dimensions whose j entry is,

v; = (28 _f + 1) (—1Y¢i. (3.1.9)

In equation (3.1.8), subindices indicate the length of the vector.
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Then, consider the next to last element for PII;, (¢ — (o)?*~**1¢. Using
the same procedure, we see that its expression w.r.t. V is the following,

Or—2
(S e T B

V2s—k+1
0

By using the same argument, we can conclude the representation for the
other elements of the frame found in (3.1.5),

(C—Go)» MHigm — | : (3.1.10)

expression that is valid for all 0 <m < k — 1.
By putting all these columns in the same matrix, we find the following
expression for M,

1 0 0
Uos—kt1 1 0
0 Tos— k41 1
M = .
0 V25— k41
0 0 0

(2s+1)xk

Notice the ordering of the columns of the matrix, for the first one, we took
the value m = k — 1, for the second one, m = k — 2 and so on. In particular,
the last column is the one shown in (3.1.8).

Since M is not of the form shown in (3.1.6), M is not the representation
of PII; in the standard form. To find the actual representation, instead of
considering the basis (3.1.5) of PIl;, we define recursively new polynomials
Q; (i=1,...,k) using “backward substitution”,

Qo(¢) = (¢ — Go)* 1,
Q (C) (C C 28 k+l<—m_ Z Um/ Qm m/ )

= (¢ — Go)¥ Fri¢em - fj (—1)m’< ’”1)@ Qum-m' (),

m
m/=1
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where we used (3.1.9) to obtain the last line. By construction, if we consider
the frame W for PII; whose i-th element is P, = Qp_;, ¢ = 1,...,k, its
matrix representation A is of the form shown in (3.1.6). Denote it by A. As
mentioned previously, this implies that A satisfies the properties established
in (3.1.7) and the line after it.

Finally, we use this result to write II; as a matrix in standard form w.r.t.
the basis {|2,2s),...,|2, —2s)}. Denote by Tinajorana the mapping that takes
a Majorana polynomial to its corresponding state in Hilbert space, that is,
the inverse mapping of (1.3.14). By applying Tinajorana to equation (3.1.7),
we obtain,

2s+1

Tossorana(P) = >~ A Toraan 1)
=1
28+1 ] 28 71/2

- ZAij(—l)Z_:L(. ) 12,s4+1—1i) =
i 1—1
=1
; 2s 1/2 25+1
o (j - 1) Trnajorana(Py) = 3 Biglz 5 +1 1),
=1

where the last equation defines the matrix B. Note that B satisfies the same
properties as A stressed previously, mainly that B is a (2s + 1) x k matrix
such that B'L’j = 52']' if ¢ < k.

This implies that, if we consider the k-frame W for II; which j-th ele-
ment is (—1)j_1(j2_51)1/2
representation B of W, is the expression for II; in standard form w.r.t.
{|2,2s),...,|2,—2s)}. Note that the coefficients of B do not depend on of
¢y, as claimed.

To conclude this section, we give the formal definition of the constellation
of a k-plane. Let II be a k-plane. Then, the constellation of II, Cy, is the
set of all the directions 7 such that (IT_z,II) is zero (the degree of the zero
has to be taken into consideration; we make this statement precise in the
following section).

From this definition, it is clear that if we rotate a k-plane, its corre-
sponding constellation rotates in the same way, just like with the Majorana
representation for P(#s). However, as we show later in this chapter, there
is one important difference between the Majorana representation for IP(#Hs),
and the stellar one for Gry (Hs) that we want to stress; different k-planes
might have the same constellation. Because of this, the rotational symmetries

Tajorana(P5), 7 = 1,..., k, then, the resulting matrix
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of a k-plane II might not coincide with the ones of its constellation Cr; in
general II has fewer symmetries, as a rotation in the symmetric group of Cpp
might map II onto a different plane with the same constellation.

The above definition for the constellation of a k-plane involves the product
(1.2.4) between k-planes and therefore becomes hard to compute for large
values of k. In the following section, we present a simpler characterization of
the constellation of a k-plane.

3.2 The Majorana polynomial for a k-plane II

In the previous section, we argued that the constellation of a k-plane is given
by the zeros of an analytic function. In this section, we prove that such
function is a polynomial that we refer as the Majorana polynomial of the
k-plane in analogy with the one for the Majorana representation.

The first step, is to prove the following theorem,

Theorem 9. Let Il be a k-plane. Then, 1 is in the constellation of 11 if and
only if there is a state |) € II such that the constellation of ) has k (or
more) stars in the direction .

Proof. Suppose that the constellation of II has a star in the direction 7i. By
definition, this happens if and only if (IT_4,II) = 0. As noted in theorem 3,
this product is zero if and only if there is a state |¢)) in II that is orthogonal
to all the elements of II_j;. Since the states | — 71, s),...,| —f,s + 1 — k)
constitute a basis for II_; by definition, the orthogonality of |¢) to I1_4 is
equivalent to the following equalities,

(—n,mly) = £(h,—m|y) =0, m=s,...,s —k+1.

The previous equality implies that, the probability of obtaining the value
—m when measuring the spin projection in 7 for a system in the state |1)),
is zero. By considering theorem 6, we see that this happens if and only if the
constellation of |1)) has at least k stars in the direction 7. O

The previous theorem allows us to define the Majorana polynomial for a
plane. Suppose we have a k-plane II generated by the states |¢1), ..., |ok).
Suppose that 71 is an element of Cr;. Denote by ( its stereographic projection.
Let p, be the Majorana polynomial associated to the state |¢,). Then, PII
(3.1.4) can be written as, PII = span{ps,...,px}. In terms of polynomials,
theorem 9 guarantees that 7 is an element of Cyy if and only if there is a
polynomial in PII such that (p is a root with multiplicity & of said polynomial,
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in other words, that a certain linear combination of the polynomials p,
(w=1,...,k) spanning PII can be written in the following way,

> Aupu(€) = ()¢ — ), (3.2.1)
W

where ¢ is a polynomial of degree 2s — k. As is well-known from linear algebra,
a complex number (j is a root of a polynomial p with multiplicity greater or
equal than % if and only if ¢ is a root of p, p/, ..., p=1) (a prime indicates the
derivative of a function w.r.t. its argument; superscripts between parenthesis
indicates the number of times the polynomial was differentiated). Therefore,
Co is a root of 3, Aupu(¢) with multiplicity greater or equal to k if and only
the following equalities hold,

Z AMPM(CO) =0 ;
I

Z A,LLPL(CO) =0,
n

S~ A () =0.
I

These equations can be regarded as a linear system of k equations with
k unknowns, A,, p = 1,...,k. As we know, this system has a nontrivial
solution if and only if the following determinant is zero (when evaluated at

¢ = <o),

p}(C) p/z(() pf(()
pr(¢) = Det p1: pQ:(O pk:(O . (3.2.2)
SR (SN Sl (9 N i (9

We immediately recognize the previous expression as the Wronskian of the
polynomials pi,...,pg. From this line of reasoning, we can conclude the
following theorem,

Theorem 10. Let I denote k-plane. Define its Majorana polynomial pry as
in (3.2.2) (that is, the Majorana polynomial pry is the Wronskian of any set
of k polynomials that provide a basis for PI1). Then, the constellation Cr is
given by the zeros of prr via the stereographic projection.



Chapter 3. Stellar representation for the Grassmannians 60

Determining the zeros of the Majorana polynomial to find the constellation
of a plane is in general much simpler than the approach presented in the
previous section. Note that a change of the basis chosen for PII, only changes
the Majorana polynomial by an overall factor.

From theorem 10, we can also determine the number of stars in the
constellation of a k-plane, as stated in the following theorem,

Theorem 11. The degree of the Majorana polynomial of a generic k-plane,
and hence the number of stars in the constellation of 1, is k(2s + 1 — k).

Proof. Let p1,...,pr denote the elements of a basis for PII. Then, the Majo-
rana polynomial pry is the determinant of the k x k matrix that appears at
(3.2.2). As we show in the following paragraphs, by applying elementary row
transformations, we can transform it to a matrix where all the entries are
polynomials of degree 2s+ 1 — k. Since this type of transformations leaves the
determinant invariant, and the one of this new matrix is the sum of certain
products of k of these polynomials, the degree of pry is k(2s + 1 — k).

Finally, we prove the claim of the previous paragraph; that by applying
elementary row operations, we can take the matrix of (3.2.2) into one where
all the entries are polynomials of degree 2s + 1 — k. Consider any polynomial
p of degree 2s. Decompose it in the following way,

2s—k+1

2s
pQ)= YA+ D Al = f(O)+9(0), (3.2.3)
i=0

1=25—k+2

that is, f is the sum of all the terms of p of degree less or equal than
2s — k4 1 and g is the sum of the remaining ones. Since g can be written as
a linear combination of the polynomials 25,2571 ... ¢2~%+2 the following
Wronskian is zero,

CQS C25—1 o C25—k+2 g(C)
25¢2571 (2s —1)¢%"2 ... (2s—k+2)¢EF 0 4 .
(254(_21?&1*)&287“1 ‘(2(32_57)/;)_&84C . 7((22;__2%123))!142872“3 g* ()
(3.2.4)

It is clear that ¢2*~**1 is a common factor of the terms in the first column:;
¢%7F of the terms in the second one, and so on. By taking these factors out
of the determinant, and assuming they are not zero, we obtain the following
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equality,
Ck_l Ck_l o Ck_l g )
25¢F=2  (2s—1)¢F2 ... (2s—k+2)CF2 0 ¢(0)
. . . . = 0.
2:9 ! 2;9 ! ‘ 287;’6 2)! _
(2s£k)+1)! (2(57)16)! e m g* ()

Similarly, we factorize ¢¥~1 from the first row, ¢*~2 from the second one and
so on. This procedure leads to,

1 1 1 £
25 2% —1) ... (2s—k+2) 21
( ) . ( )omE |, (3.2.5)
2. ! 2. ! . 2 —}€+2 ! _
(25(—:;)—&-1)! (Q(Si)k‘)! T ((258—2k+3))! g(k Y (C>

By computing the determinant by minors w.r.t. the last column, and multi-
plying the resulting equality by (¥~ we conclude,

Mog(¢) + Mg (O)C + -+ My_1g"F1¢*=D =0,

where M; denotes the minor of the matrix of (3.2.5) corresponding to the
element g(i)(C ). Note that M; does not depend on ¢ of on g. This equality,
together with (3.2.3), implies that,

M, e M e ey
p(C)+M0p(C)C+ + M, P ¢ =

M, , o My g k-
f(C)+fMof(C)C+ +7Mo ¢ : (3.2.6)

Since f is of degree 2s + 1 — k, the L.h.s. of the previous equation is of this
same degree. The punchline of what we just proved is the following: given
any polynomial p of degree 2s, the Lh.s of (3.2.6) is of degree 2s +1 — k
(the fact that Mj is not zero can be deduced by considering the function
g(¢) = 1; in this case, since the polynomials ¢2,¢%~1, ... ¢27F*2 1 are
linearly independent, the determinant of equation (3.2.5) can not be zero,
but it would be if My were zero).

Denote by r; the i-th row of (3.2.2). Because of the result of the previous
paragraph, if we replace r1 by the following row,

T EPp
T T —7
G VA Mo
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the matrix obtained is such that all the polynomials of the first row are of
degree 2s + 1 — k; that is, the same degree as the one of the polynomials in
the last row. By applying this same procedure to the remaining rows, we can
prove the claim made in the first paragraph of the proof. ]

From the previous theorem, we can conclude that the space of Majorana
constellations of k-planes is of complex dimension k(2s + 1 — k). As proved
at the end of section 1.2, this is also the dimension of Gry, (Hs); the space we
are representing. Using the Majorana polynomial for a k-plane, we present
some examples of constellations in the next section.

3.2.1 Examples of constellations
The constellation for coherent k-planes

As a first example, we find the constellation of an arbitrary coherent k-plane.
To find this constellation, first we find the one for a coherent plane Il;. By
rotating this constellation accordingly, we can find the constellation of any
coherent k-plane.

Consider the plane II;. By definition, this space is spanned by the states
|s,m) (m = s,s —1,...,8 — k + 1). Therefore, PIl; is spanned by the
polynomials ¢2%,¢2571 ... ¢?~%+2 By computing their Wronskian, we can
compute the Majorana polynomial pry,,

CQs CQs—l . CQs—k—f—l
2s¢? 1 (25 —1)¢*2 ... (2s—k+1)¢>Fk
P11, (C) = . . . .
(2s)! C2sfk+1 (2s)! Cstk (2s—k+1)! C2572k+2
(2s—k+1)! (2s—k)! T (25—2k+2)!

This determinant is very similar to the one that appears in (3.2.4). By using
a similar procedure used to compute it, we find,

pIL. (C) :Ck(28+1—k)

1 1 e 1
2s (2s—1) ... (2s—k+1)
(29! (29! C (@s—ket)!
@s—k)  (@s—k-D11 *°°  (2s—2k+1)!

From here, we can conclude that the Majorana polynomial for Iz only has
one root, ¢ = 0, so its constellation has k(2s 4+ 1 — k) stars in the north pole.
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The constellation of a k-plane spanned by eigenstates of S -7

As a second example, we compute the constellation of the following k-plane,
IT = span{|f, my), |fv, ma), ..., |7, mg)},

where s > mj > mg, - > my > —s. Just like in the previous example, it is
enough to calculate the one for the case 7 = 2. To obtain the one for the
generic case, one can rotate the one computed here accordingly.

In this case, PII is spanned by the polynomials (7™, ... (5t™k A
calculation very similar to the one for the coherent k-plane reveals the
following expression for pyy,

Myt my ks — HEZL

pr(€) o< z

By looking at the previous polynomial, we can conclude that Cy has my +
s+ myg + ks — @ stars in the north pole. Since the number of stars of
a constellation is k(2s + 1 — k), just as in the case of the usual Majorana

representation for IP(#;), the remaining stars are in the south pole. Therefore,
k(k—1)

in the generic case, Ciy has my + -+ + my + ks — =5 stars in 72 and the
rest in —n.

Notice that, if two different collections of numbers s > mq > mo >
--»>mp > —sand s > ™y > M9 > -+ > M > —S have the same sum,

mi+ -+ my =mq + -+ My, then, the constellation for the planes

IT = span{|f, m1), |fe, ma), ..., |
|7, o), .. ., |

is the same, despite II and II being different k-planes. The fact that they are
not the same, can be seen by considering a certain 7, that is not any of the
numbers m;. In this case, |7, ;) is an element of IT but is orthogonal to all
the elements of II. For example, the following planes are different, but their
constellation is the same,

7mk>} )

’mk>} )

S>>

S>>

I = span{ |7, 1),

II = span{|n, 3/2),|n,—3/2)}, II=span{|f,1/2), |, —1/2)}. (3.2.7)

The constellations for these 2-planes are represented in figure 3.1.

This is a concrete example of the previously mentioned fact, that the
stellar representation for the Grassmannian is not one to one — different
k-planes might have associated the same constellation. From here a natural
question arises, how many k-planes share the same constellation? We give
the answer to this question in section 3.3.
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Figure 3.1: Constellation of the 2-planes IT and IT of equation (3.2.7). It consists of
2 stars in 7o and 2 stars in —n. Although both 2-planes are different, they share the
same constellation.

Constellation of the plane orthogonal to a k-plane

Given a k-plane II, we define its orthogonal complement IT* as the 25+ 1 — k-
plane containing all the states orthogonal to II. If we know the constellation
Cr1, what can we say about Cp;.? The answer is contained in the following
theorem.

Theorem 12. Let II be a k-plane and let I+ be its orthogonal complement.
Then, the constellation of II+ is the antipodal to the one of II, that is, if
the constellation of 11 is {f;,i = 1,...,k(2s +1 —k)} then, the one of II*- is
{-nyi=1,...,k(2s+1—k)}.

Proof. Suppose that 7 is an element of Cr;. Then, by definition, the product
(IT_4, II) is zero. Note that the orthogonal complement to IT_j is the coherent
2s + 1 — k plane 1I;. By this observation and theorem 3, there exists an
element of II that is also an in II;. Since the orthogonal complement to ITt is
II, the statement of the previous sentence can be formulated as follows: there
is an element of I, that it is orthogonal to II*+. By considering theorem 3
again, this implies that (IT4, II+) is zero. By definition, this means that there
is a star in the direction —n in Cp1. This concludes the proof. O

3.2.2 The multiplicity of the stars of a constellation

In theorem 9, we stated an interpretation for the direction of the stars in the
constellation of a plane. In this subsection, we find a similar characterization
for the case when a direction appears more than once in the constellation.

Theorem 13. Let II be a k-plane. The constellation of I1 has at least two
stars in the direction n if and only if any of the following two conditions
hold,
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(i) There exists an element of II which constellation has at least k+1 stars
in the direction n.

(i) There exists an element of II which constellation has at least k stars in
the direction N, and another one (linearly independent to the first) with
k —1 (or more) stars in the direction f.

Proof. Suppose i appears twice or more in Cr;. Denote by (j the stereographic
projection of n. Then, by theorem 9, there is a polynomial p in PII such
that (p is a root of p with multiplicity greater or equal than k, that is, (y is
root of p and of its first k — 1 derivatives. Complete {p} to a basis for PII,
{p,p2,...,pr}. Then, pr is the Wronskian of these polynomials. Since Cr
contains two stars in the direction 7, {y is a root of prr and of its derivative.
Because of this, the following equalities hold,

p(C) - pr(Co)
) p'(C) - pp(o)
0 =pn(G) = : :
PP G) - ()
p1(Co) k(o)
p1(o) (o)

G) o ()

where the first line was obtained using the well-known formula for the
derivative of a Wronskian, and the second one, by expanding by minors the
determinant w.r.t. the first column and recalling that (; is a root of p and its
first k£ derivatives. Note that the last product of the previous equation is zero
if and only if p(¥) is zero (this is case (i) of the theorem) or if the Wronskian

of the polynomials pq, ..., pg is zero. In the latter case, by theorem (9), there
is a polynomial ¢ in the span of pi,...,pg such that (p is a root of g with
multiplicity k£ — 1. This is case (7). O

Using essentially the same techniques, we can prove an analogous result
for stars with multiplicity three,

Theorem 14. Let I1 be a k-plane. The constellation of 11 has at least three
stars in the direction 7i if and only if any of the following three options occur,

(i) There exists an element of I1 which constellation has at least k+2 stars
in the direction n.
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(ii) There exists three linealy independent elements of 11 such that the
constellation of the first one has at least k 4+ 1 stars in n, the one of
the second element has k (or more) stars in n. and the one for the third
element has k — 1 (or more) stars in f.

(iii) There are two different states in II which constellations have at least k
stars in the direction .

By considering theorem 13 we can prove the following statement,

Theorem 15. Let II be a k-plane. The constellation of 11 has exactly one
star in the direction 7 if and only if all the following conditions hold,

o There is a unique element of 11 whose constellation has exactly k stars
in the direction 1,

o The constellation of any other state in 11 has at most k — 2 stars in
the direction .

Proof. Suppose there is only one star in the direction 7 in the constellation
associated to II. Then, by theorem 9, there is a state |¢) in IT whose con-
stellation has at least k stars in the direction 7. By the first condition of
theorem 13, the number of stars pointing towards 7 in the constellation of
|1) can not be k + 1 or more, therefore, it must be exactly k. This proves
the first claim of the theorem. Also, by considering the second condition of
theorem 13, the constellation of any other state can not have k — 1 stars or
more in the direction 7i. This proves the second claim. O

3.3 The number of k-planes with the same constel-
lation

Unlike the Majorana representation for IP(#;), the stellar representation
for Gry, (Hs) is not one-to-one, as different k-planes are associated to the
same constellation. As we have already argued, both, Gry, (Hs) and the space
of constellations for k-planes have the same dimension, so only a discrete
number of planes share the same constellation. From here the question is,
how many k-planes share the same constellation generically? This is the
question we answer in this section

In general, the computations to find how many k-planes have the same
constellation are rather cumbersome. As we show explicitly in the following
section, the number of 2-planes with the same constellation is two for s = 3/2,
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nine for s = 2 and fourteen for s = 5/2. As it turns out, these numbers are
well-known in the branch of mathematics known as Schubert calculus [67], as
they appear in the following theorem [68],

Theorem 16 (Schubert, 1886). Let H denote a complex vectorial space of
dimension m + k. Consider a collection {I1;,i =1,...,k-m} of m-planes
through the origin. Then, there are

12131 (k — 1)!
m!m+D!...(m+k—1)

D(m, k) = (m - k)! (3.3.1)

k-planes through the origin (counting multiplicity) that intersect all the m-
planes I1; non trivially (that is, the intersection contains more points besides
the origin).

Taking advantage of this theorem, we can find the number of k-planes
with the same constellation,

Theorem 17. For a spin s, the number of k-planes with the same constel-
lation is D(m, k), where m =2s+1—k

Proof. By theorem 11, the number of stars in the constellation of a k-plane is
km. Therefore, by theorem 16, it is enough to prove the following claim: 7 is
an element of Cry if and only if the intersection of Il with the coherent m-plane
I is not trivial. In a sense, this means that specifying the constellation of a
k-plane II is equivalent to giving a list of all the km coherent m-planes that
intersect II non trivially.

To prove the claim of the previous paragraph, let 7 denote the direction
of a star in the constellation of II. Then, by theorem 9, this occurs if and only
if there is a state |¢) in IT whose constellation has k stars in the direction 7.
By the characterization of coherent m-planes of theorem 8, this means that
|1} is also an element of the coherent m-plane 115, that is, the intersection
ITN 114 is not trivial. This concludes the proof. ]

Since the previous theorem takes into account multiplicity, the number
of different k-planes with the same constellation might be less than the one
stated. One important example of this fact is the one for coherent k-planes;
they are the only ones where the (2s + 1 — k)k stars coincide. To prove this
statement, first we prove two useful lemmas,

Lemma 18. Let Il denote a k-plane such that all the stars in Crp are in f.
Then, 11 is invariant under all rotations around 7.
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Proof. Assume the contrary. Then, there is a rotation Rj g around 7 by an
angle 0 such that the rotated plane Ry gll is different from II. Because of
this, the curve contained in Gry (Hs) obtained by rotating II around 7,

H(t):RﬁVtH, OStSG,

contains at least two different points, II(0) and II(#), and therefore, and
infinite number of them. Clearly, the constellation of II(¢) also consists of a
single star in 7, as it can be obtained by rotating Cry around 7. Therefore, there
is an infinite number of k-planes with the same constellation, a statement
that is in contradiction with theorem 17. O

Lemma 19. Let II denote a k-plane that is invariant under all rotations
around 1. Then, I is spanned by certain eigenstates of the spin operator

S -n.

Proof. Let [1)) be any element of II. Then, S - ni|t)) is also in II. Indeed, as
the following curve,

(1)) = e My

is contained in II by hypothesis, its derivative at t = 0 is also an element of
I1, but said derivative is proportional to S - fi|1)).

Let (S - 7)Y denote the restriction of S -7 to II, as defined in (3.1.2). As
it can be easily checked, (S - 7)™ is self-adjoint and therefore, diagonalizable.
Consider a basis of II made by eigenstates of (S - 7)Y, {|#;),i = 1,...,k}.
We claim that its elements are also eigenstates of S - fi. This can be proved
by considering the following implications,

(S - )Mgs) = Nildi) = PS - Algi) = Nil i) = S - 1) = Ni| i) ,

where the first implication was obtained just by applying the definition (3.1.2),
and the second one comes from the previously proved fact that S -7|¢;) is an
element of I, and therefore, P leaves it invariant. Since {|¢;),i =1,...,k} is
a basis for II and only consists on eigenstates of S - 71, the claim is proved. [

Finally, with these two lemmas, we can prove the uniqueness of the
constellation of the coherent states,

Theorem 20. Let II denote a k-plane such that all the stars in Crp are in fi.
Then, 11 is the coherent k-plane I1j.
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Proof. By the two previous lemmas, any k-plane II with such characteristics

is spanned by certain eigenstates of S - 7. Let {|ft, m1),..., |, mg), m3 >
ma--- > my} denote a basis for II. As computed in section 3.2.1, the
constellation of this type of planes has mi + -+ + my + ks — w stars in

7 and the remaining ones in —#. Since by hypothesis there are no stars in
—n in Cry, the sum mq + - - - + m; must attain its maximal value. This value
is attained only when m; = s,me =s—1,...,mp =s — k+ 1, that is, if II
is a coherent k-plane ]

Not only different k-planes might have the same constellation, but if said
constellation has a rotational symmetry, these k-planes may be permuted
under the action of said rotation. We give an example of this fact in the
following subsection.

3.3.1 Characterizing all the 2-planes whose constellation is
a double tetrahedron

Consider the case of a spin s = 5/2 where, by theorem 11, the number of
stars in the constellation of a 2-planes is eight. In this subsection, we find all
the 2-planes for this particular value of s such that their constellation has
two stars in each of the following four directions that define a tetrahedron,

242 1
V1 = (O)O>1)7 Vo = <\3/750’_3> )

V2 oV2 1 V2 V2 1
vg = — (3,\/3, 3) , vy = — (3, %, 3) . (3.3.2)

We call this constellation a double tetrahedron and denote it by C.

To find all the 2-planes which constellation is C, consider a generic 2-plane
PII in the space of polynomials of degree five written in the standard form
as a matrix (w.r.t. the basis {¢°, ¢4, ¢3,¢2,¢%, 1}) in the following way,

1 0

0 1
Az Bs
oo (3.3.3)
A B
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This implies that PII = span{p, ¢} where

3 3
p(Q)=C+D A", qQ)=¢"+> B¢,
i=0 1=0

By imposing the condition that the zeros of the Wronskian of p and g are
given by the directions of the double tetrahedron (3.3.2), we find a system
of equations for the coefficients A; and B;. By solving it analytically in
Mathematica, we obtain fourteen different 2-planes PII;, (i = 1,...,14) such
that their Wronskian have the zeros we want. By considering (3.1.4), we
conclude there are fourteen 2-planes I1;, (¢ = 1,...,14) contained in H, such
that their constellation is C (we omit their explicit expression since it is not
necessary for the following arguments).

Note that, the rotations that leave C invariant are the elements of the
rotational symmetry group of the tetrahedron, commonly referred to as Ay.
However, in general, the rotations in A4 permute the 2-planes II; among
themselves instead of leaving them invariant. In this sense, we say that Ay
acts on the set {II;, s = 1,...,14}. Under this action, some mixing between
2-plane occurs. For instance, if we take II;, and apply to it all the elements
of Ay, the 2-planes obtained are the following,

{11,115, Iy, Iy, ITyo, ITqa } (3.3.4)

This set is the orbit of II; and it is invariant under the action of A4. Similarly,
we can compute the orbit of IIs. The result is,

{Ha, 114, My, i3}, (3.3.5)

while the one for II3 is simply

{II3}, (3.3.6)

that is, Il is invariant under all the rotations of A4. Finally, the last orbit is,
{I, 117, s} . (3.3.7)

By considering these orbits we can divide the fourteen 2-planes II; in
four different types, that we refer simply as first type (3.3.4), second type
(3.3.5) and so on. In what follows, we further characterize these types. The
procedure is explained in the following paragraph.

By theorem 9, for each direction 9; in Cpy,, there is a state |¢)5,) (that in
these cases turns out to be unique up to scalar multiplication) in II; such



71 3.3. The number of k-planes with the same constellation

that its constellation has at least 2 stars in the direction n. In this way,
given a 2-plane II;, we can assign to each vertex v; of the tetrahedron (3.3.2)
a constellation, namely, the one of W@j). These constellations completely
determine II;, as it can be computed as the span of the states |¢;,), (j =
1,...,4). This is what we do in what follows.

First type

The planes of the first type (3.3.4) can be labeled by two vertices of the
tetrahedron. Since there are six ways to chose 2 vertices, there are six planes
of the first type.

For simplicity, assume we consider the 2-plane associated to the vertices
vg and v4. The planes labeled by another pair of vertices behave essentially
in the same way. In this case, the constellations associated to v4 and wvs are
the following,

v4 — {v1, V2,04, 04,04}, v3 = {v1,02,v3,03, U3} . (3.3.8)

Therefore, this 2-plane is the span of the states whose constellation is given
in the previous equations.

For this particular plane labeled by v3 and v4, we can also compute the
constellation associated to vy. The result is,

v — {Ul)vl)v2)8117812}7 (339)

where,

22 1
R (‘3’0"3> |

Note that s% in the point antipodal to v;. All these stars are in a kite in a
great circle of the sphere. These constellations are illustrated in figure 3.2.
The constellation corresponding to vs is also a kite and can be obtained by
rotating the one for v.

Second type

The 2-planes of the second type (3.3.5) can be labeled by one vertex of the
tetrahedron. Therefore, there are four 2-planes of this type. We only give the
constellation of the vertices for the 2-plane labeled by vy. The ones for the
other planes of this type can be obtained by rotating the ones shown below.
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V1 vy

Figure 3.2: Constellations for the vertices vy (left) and v4 (right) for the 2-plane
labeled by v3 and v4 . The constellation for v1 (3.3.9) is shown in red, while the
one corresponding to v4 (3.3.8) is shown in purple. The vertex v1 in red is doubly
degenerate, while v in purple is triply degenerate. In both figures, the tetrahedron
is the constellation C of the 2-planes in consideration.

The constellations for v1, v and v4 are all analogous. Here we only present
the one for vy,

v1 — {v1,v1, 01, 02, 3111} (3.3.10)

where,

4v/2
sil = ——\[,O,—Z .
9 9

The direction s is such that the triangle vy s} vy is isosceles. In figure 3.3,
we show this triangle.
For this plane labeled by wve, the constellation associated to vg, is the

following,
vy — {2, v9, 55, s3 51} (3.3.11)
where,

s A (=0.77,0,—0.63), sy~ (0.34,—0.74,0.57), sk ~ (0.34,0.74,0.57).
In this case, the vertices v, sl s5 and s}! constitute a non-regular tetrahedron,
where three of the faces are an isosceles triangle, and the remaining one (the
one defined by sg, sg and SE), is an equilateral triangle. The orientation
of this tetrahedron differs from the original one (3.3.2) by a rotation of 60°
around the vy axis. This constellation is shown in figure 3.3.
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Figure 3.3: Constellations of the vertices of the tetrahedron for the second type
plane labeled by the vertex va. Left: Constellation associated to v1 (3.3.10). The
vertex vy is triply degenerate. Middle and right: Constellation for vz (3.3.11) shown
from two different viewpoints. The vertex vz is double degenerated

Third type

There is only one 2-plane of the third type (3.3.6). As such, the constellations
for the vertices are all analogous. Here we present just the one for vy,

v — {'Ul’ V1, V2, U3, ’1)4} )

that is, all the stars are in the double tetrahedron.

Fourth type

For the fourth type (3.3.7), each 2-plane is labeled by two pairs of vertices.
Since there are three ways of choosing two pairs of vertices, there are three
planes of this kind.

If the chosen pairs are (v1,v3) and (v, v4), the constellation corresponding
to vy is,

v1 — {v1,v1, 01,5, s (3.3.12)
where,
stV o~ (—0.72,0.29,—-0.62), s5Y ~ (0.10,0.77,—0.62),
while the one associated to v3 is,
vz — {vs,v3,v3, sgv, VY, (3.3.13)
where,

sV~ (—0.22,-0.57,0.79), siV ~ (0.60,—0.09,0.79).
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U1
A%

Figure 3.4: Constellations of the vertices of the double tetrahedron for the fourth-
type plane labeled by the pairs of vertices (v1,v3) and (v2,v4). The constellation
for v1 (3.3.12) is shown in red, and the one for vz, (3.3.13) in green. The vertices
v1 and vs are triple degenerate. The two triangles shown are equal (up to a rigid
transformation) and are isosceles.

In figure 3.4, these constellations are shown. The ones corresponding to the
remaining pair of vertices (vg,v4) are analogous to the ones presented in the
figure.

As we can see, just by looking at the constellation of a k-plane, we can
not find all its rotational symmetries, some extra information is needed. In
the two following sections, we give two different approaches of what this
extra information might be. Although the first one is simpler to compute, it
only works for 2-planes, while the second one is general.

3.4 A secondary constellation for a 2-plane

In this section we explain a procedure to assign a secondary constellation to
a 2-plane. In this way, we can assign to each 2-plane a pair of constellations,
the one previously defined or primary constellation and the secondary one
just mentioned. As we check further down, this pair of constellations has two
very important properties; first of all, the procedure to build it commutes
with rotations, secondly, two 2-planes are the same if and only if their pair of
constellations is the same. Therefore, by looking at the rotational symmetries
of the pair of constellations, we can infer the ones of the 2-plane.

The procedure to build the secondary constellation is based on the
following theorem,

Theorem 21. Consider a 2-plane Il and let 0 be the direction of a star in
the primary constellation of I1. Assume that there are no other stars in 7.
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Then, there exists a unique direction 1 such that the state | —, ..., —f, —1)
~—_——

25—1
1s orthogonal to II.

Proof. Consider the 2s — 1 plane spanned by the states orthogonal to II.
Call it II*. By theorem 12, there is only one star in the direction —# in
the constellation of II+. Then, by theorem 15, there is a unique state |v)
in IT+ such that its constellation has 2s — 1 stars in the direction —#. This

implies that [¢)) can be written as follows, ) = | —n,...,—n, —m), for a
25—1
.
certain direction 7. The uniqueness of 1)) implies the uniqueness of 7. This
concludes the proof. O

By applying theorem 21 to each of the stars in the primary constellation
of any 2-plane , we obtain a new set of 4s — 2 (c.f. theorem 11) points in the
sphere, which we call the secondary constellation of II. By definition, it is
easy to check that it is well-behaved under rotations — for any rotation R,
the secondary constellation of RII can be obtained by rotating the one of II
by R.

For this construction, we are assuming the generic case in which the
primary constellation is not degenerate. By continuity arguments, one can
extend it for all 2-planes.

As we will prove in the next theorem, this secondary constellation, together
with the primary one, completely characterizes II.

Theorem 22. Let n;, 1 =1,...,4s — 2 be the directions of the stars in the
primary constellation of a 2-plane I1. For each star in Crp apply theorem 21
to obtain a total of 4s — 2 extra directions m;, it = 1,...,2s; the secondary
constellation. Define the set Sip as S = {(i, M), i =1,...,4s — 2}. Then
St completely characterizes the 2-plane 11, that is, two 2-planes IT and I’
are equal if and only if Sg = Sr.

Proof. Suppose we know the set Spr. To prove the theorem, it is enough to

show that we can construct II only in terms of Str. By the definition of m;,

it is clear that | —7;, ..., —7;, —1;) is an element of II+. Notice that the
T

dimension of I+ is 2s — 1. Therefore, by considering all the directions 7,

we have the following,

It = span{| —#y, ..., —fg, —m;),i=1,...,4s — 2}
—_———
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From here we have found II*. Since the orthogonal complement to ITt is II,
we can reconstruct II from Sy. L]

Before going on, we want to make some remarks. The constellation of II
and Sy are not independent of each other. In fact, given a constellation C,
by theorem 17, there are only (4s — 1)_1(452;1) possible sets Spp associated
to C. Also, notice that it is not enough to know both constellations to build
the plane, one has to know how their elements are paired together. In this
sense, St1 can be described as a list of 4s — 2 oriented segments, where each
one of them begins at a point of the primary constellation and ends in
the corresponding star of the secondary one. By the previous theorem, the
symmetries of this list of segments coincides with the one of the plane. This

is the content of the following corollary,

Corollary 23. LetII be a 2-plane and consider the set Si1. Given a rotation
R, define RSn as RS = {(Rhi, Ri;), i =1,...,4s — 2}. Then, a rotation
R leaves 11 invariant if and only if R Sp = Si1.

The previous corollary is useful to find all the rotational symmetries
of a given 2-plane. We illustrate this procedure with two examples in the
following subsection.

In theorem 22, we proved that if we know Sy then, we can rebuild the
2-plane II. As a matter of a fact, we have the conjecture that the following
stronger claim holds,

Conjecture 24. Let Il be a 2-plane through the origin contained in Hs.
Then, IT can be completely characterized by knowing its primary constellation
and just one pair (f;,7;) in Sy.

In section 3.4.3, we prove the conjecture for the following particular values
of s, s=13/2,4/2,5/2.

3.4.1 Examples of Sy

As an example, consider the case s = 5/2 and the 2-plane IT; of section
3.3.1 of the first type. Recall that its primary constellation is the double
tetrahedron given in equation (3.3.2). In figure 3.5 we show the primary and
secondary constellation associated to this plane. In this case, the set Sy is,

Sn = {(v1,v1), (vi,v1), (v2,v2), (v2,02), (v3,13), (v3,173), (v4, 1724) (vVa, T4) }
(3.4.1)
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Figure 3.5: The secondary constellation of a 2-plane with a tetrahedral constellation,
shown in blue. The primary constellation 2-plane is shown in red, where each vertex
is double degenerate. The vertices v1 and v are in both constellations. See equation
(3.4.1)

where,

R 1 (V2 21 A 1 (2 21
My == —,—11/=, = |, du==|-—,114/=,=] .
9\ 3 3’3 9\ 3 3’3

Since the primary constellation of the plane is the double tetrahedron, all
its rotational symmetries are the ones of the tetrahedron, A4. Since the
equalities M1 = v and My = v hold, any non-trivial symmetry of II; must
interchange these vertices; the only one in A4 with this property is the
rotation by 7 around the axis (1/v/3)(v/2,0,1). A quick computation shows
that this rotation also interchanges vs with v4 and g with 1y, thus leaving
St invariant. By of corollary 23, this is the only symmetry rotation of II;.

As a second example, consider the 2-plane of the third type of section
3.3.1, II3. In this case, Syy turns out to be,

S = {(Uh Ul)v (Ub Ul)a (’U2a U2)7 (UQ, U2)7 (U37 U3)7 (U3> U3)a (U47 ’U4)’ (U4a U4)} )

that is, the secondary constellation is equal to the primary one. From here,
it is clear that all the rotational symmetries of the tetrahedron leave this
2-plane invariant.

In the following subsections we prove the conjecture 24 of the previous
section for the cases s = 3/2,4/2,5/2, but before that, we prove some technical
theorems.
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3.4.2 Study of 2-planes: an approach based on differential
equations

In this subsection, we prove some theorems that are useful to prove later
results.

First we find necessary and sufficient condition for a polynomial p (which
we assume has no repeated roots) to be an element of a 2-plane PII such
that, the constellation of II, is given by the zeros of W.

From now on, W, p and ¢ denotes polynomials of degrees 4s—2, 2s and 2s
respectively. We remind the reader that we denote the Majorana polynomial
(3.2.2) of II by prr. The condition alluded to above is stated in the following
theorem,

Theorem 25. Consider W and p polynomials. Denote by (;, (i =1,...,2s)
the roots of p (all assumed to be different). Then, there is a 2-plane 11 such
that prr is proportional to W, and p is an element of PII if and only if, the
following equalities hold,
W'(¢G) _ p"(G) ,
= , foralli=1,...,2s. 3.4.2
W(G)  p(G) (3:42)

Proof. Suppose the polynomials p and ¢ constitute a basis for PII, where
IT is a 2-plane such that pp = W. Then, the following chain of implications
holds,

p 7

q\' q\
q ¢ :W:>pq’_p’q:W:>p2(p> :W;\’(z) = Wi

w
:>q:10/p2 . (3.4.3)

Since ¢ is a polynomial, the indefinite integral [(W/p?) must be a rational
function. Note that the degree of p? is 4s, while the one of W is 4s — 2. This
implies that W/p? is a proper rational function and thus can be decomposed in
partial fractions as follows (recall that p has no repeated roots by hypothesis),

WEQ) & ( Ai B; )
= + ) 3.44
70 -2\t T op (344
where A; and B; are complex numbers. By integrating the previous equation
we obtain,

wie) = constan 3 In(C = &) — Bi
/p2(C)dC_ t t+;<All (C—G) C—Q)' (3.4.5)
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From the previous expression, we can conclude that [(W/p?) is a rational
function if and only if all the coefficients A; are zero. In this case, by multi-
plying (3.4.5) by p, it is clear that p [(W/p?) is a polynomial of degree less
of equal than the one of p, 2s. By equation (3.4.3), this implies the following;
there are polynomials p and ¢ whose Wronskian is W if and only if the
indefinite integral [(W/p?) is a rational function. As previously noted, this
occurs if and only if the coefficients A; are zero.

To conclude the proof, we find a general expression for the coefficient A;,
and equal it to zero. As we check further down, (3.4.2) immediately follows
from this equality.

To find an expression for A;, we perform the summation in the right side
of (3.4.4) and cancel out p?. The result is,

2s

W(Q) =3 (4(¢— GIm(Q) + Bin?(©)) (3.4.6)

=1

where p; denotes the polynomial obtained by omitting the factor ¢ — (; from
p, that is,

pi(¢) = : (3.4.7)

Note that p; is zero when evaluated on the roots of p, except for ;. Because
of this (as it is usual when working with partial fractions) we can evaluate
both sides of (3.4.6) in (; to obtain B;,

W (G
W (&) = Bipi (G) = Bs = 12(%)) -

p
From (3.4.7), we can compute p;((;) by considering the following limit,

pi(Gi) = Jim Cp (_C)C =p'(G) (3.4.8)

where we used L’ Hopital rule for limits to produce the result. By substituting
this expression in the equation we previously found for B;, we obtain the
following,

B; = 7) (3.4.9)
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Similarly, we can compute the coefficient A; we seek. If we differentiate
(3.4.6), and evaluate the result at { = (;, we obtain,

_ W'(G)
Pi(G)

— 2B;(Gi)pi(G) -
(3.4.10)

W'(G) = Aipi(&) + 2Bipi (8)pi(G) = A

From (3.4.7), we can compute p;(¢;). First, we differentiate (3.4.7), and then
we use L’ Hopital rule twice as follows,

(¢ —¢)p' () — p(C)

PO = (C—G)?
e = qm C TGP =) _ . (€GO _ PG
Th@ =T T8 -0 2

By substituting (3.4.8), (3.4.9) and the previous expression in (3.4.10) we
obtain,

W(G) WGP (G) '

Cp(G) (' (¢:))?

Since we required A; to be zero, the Wronskian of p and ¢ is W if and only
if the following equality holds,

This completes the proof. O

The previous theorem can be restated in a way that is often more useful
as follows,

Theorem 26. There exist a 2-plane II such that pr is proportional to W,
and p is an element of PII if and only if there exist a polynomial m such
that the following equality holds,

Wy —W'p +mp=0. (3.4.11)

Proof. Consider the polynomial Q = Wp” — W’p'. By the result of the
previous theorem, such plane II exists if and only if Q(¢;) = 0 for all the
roots (; of p. From basic algebra, we know that this occurs if and only if p
divides @, that is, if ) can be written as ) = —m - p for some polynomial
m. ]
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The polynomials m defined in the previous theorem, allow us to distinguish
different planes with the same constellation, The precise way is encoded in
the following theorem,

Theorem 27. The set of 2-planes whose constellation is given by the zeros
of W, is in one-to-one correspondence with the set of polynomials m such
that the solutions p to the differential equation (3.4.11) are all polynomials
of degree (at most) 2s.

Proof. First, given a m such that all the solutions of (3.4.11) are polynomials
of degree 2s, we assign to it a 2-plane. To this end, denote by PII the solution
space (in the space of polynomials) of (3.4.11). Denote by II the corresponding
2-plane in Hg, as in (3.1.4). Then, Cyy is given by the zeros of W. Indeed,
denote by p any solution to the differential equation (3.4.11). Define ¢ as in
(3.4.3). Using essentially the same algebra used to prove theorem 25, it is
easy to check that ¢ is also a solution to (3.4.11) and that the Wronskian of
pand qis W.

Reciprocally, suppose 11 is such that Cr is given by the zeros of W. We
proceed to find such m. Take pg and ¢y elements of a certain basis for PII.
Suppose they are scaled in a way such that,

_|po Py ) |po po
P 90 % 490

Since any element p of PII can be written as a linear combination of pg and
qo, the following Wronskian needs to be zero,

/ //
p p p / 1" 1 /
Po D Po D Po D
po Py po|=0=|) P i /|P" =0
/ " do 4o q0 9o qo qp
9 4o 9o
=Wp" =W +mp=0, (3.4.12)
where m is the following polynomial
/ /!
Po D
m= [P0 POl
dp 4o

By the uniqueness theorem of differential equations, any solution to (3.4.12)
is a linear combination of pg and qg, and hence, a polynomial of degree at
most 2s. This concludes the proof. O
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Given a W, the polynomials m such that the solutions of (3.4.11) are also
polynomials are known as Van Vieck polynomials. Therefore, the number of
2-planes that share the same constellation is equal to the number of Van
Vleck polynomials for equation (3.4.11)[69].

Theorem 27 also allows us to find the number of 2-planes in certain
particular cases. In what follows, we illustrate this procedure for s = 3/2.

An example: s=3/2

In the case of s = 3/2 the degree of W is four. Therefore, W can be written
in the following way,

W) =al* + b3 +cC2+dC+ f. (3.4.13)

By theorem 27, to find all planes whose constellation is given by the zeros
of W, it is enough find all the polynomials m such that the solutions of the
differential equation (3.4.11) are all polynomials of degree 2s = 3 or less.
Because of this, given any solution p, it must also satisfy the equation p(¥) = 0.
The strategy is therefore to find conditions on m so that the equation p(*) =0
holds for all the solutions of (3.4.11).

From (3.4.11), we can compute p¥). First, if we solve for p” in (3.4.11)
we obtain,

" _ W’p, —mp
—w

By differentiating (3.4.11), we can calculate p”’,

(W —m)p’ —m'p
W

Wp/// _ //p/ + m/p + mp/ — O = p//l —

Finally, by differentiating again and using the previous equations, after some
algebra, we obtain the following expression involving p®,

1
wp® + 2m' — W™ + W(Wm” —(m—=W"m-Wm'p=0.

Since p® must be zero for all the solutions p, the terms multiplying p and
p’ are also zero, that is,

2m' —W" =0, Wm" —(m—-W"m-W'm'=0.
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The first equation implies that m = W” /2 + k, for some constant . After
using this expression in the second equation, we obtain,

WW(4) w" " w" w'w"

5 —<2 +/<—W)(2 —|—/-£>— 2 =0=
1

= k= ii\/2WW(4) QW 4 (W2,

By using (3.4.13) we obtain,

k= 2\/c? + 12af - 3bd,

expression that is independent of (, as it was assumed. Therefore, all the
2-planes whose Majorana polynomial is proportional to W, are given by the
following polynomials m,

_ W)

m(¢) = =

+/c2 4+ 12af — 3bd , (3.4.14)

that is, there are generically two different planes with the same constellation
when s = 3/2. Using the same procedure, one can prove that for s = 2, there
are generically five possible two planes with the same constellation. The
furthest we have managed to push this procedure, is for s = 5/2, where one
can prove that there are fourteen 2-planes with the same constellation.

3.4.3 Determining a 2-plane II by knowing C;; and one pair
in SH

In general, by theorem 23, if we know the set Stp, we can completely determine
the plane II. In this section, we prove the conjecture 24 for the cases s =
3/2,4/2,5/2. To simplify the calculations, assume the pair (7, 7) we know
is such that 1 = —2. If this was not the case, one could simply consider a
rotation that maps n to —Z and the results would still hold.

First, we prove the following theorem for a general s,

Theorem 28. Consider a 2-plane 11 such that there is a unique star in —2Z.
If the pair (—2,1myg) is an element of Sy, then (y, the stereographic image
of 1o, is the only complex number such that P>~V (¢y) = 0 for all the
Magjorana polynomials P in PII.

Proof. The strategy used to prove this theorem is as follows; first, we prove
that such number (y exists. Then, we prove it is the image under the stereo-
graphic projection of 771g. Let II be a 2-plane in the space of a spin s. Suppose
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that there is only one star pointing towards the south pole in the constellation
of II.

Since there is only one star in —Z in Cyy, then, by theorem 15, there is
exactly one state (up to multiplication by scalars) in II whose constellation
has precisely two stars in the south pole. Furthermore, the constellation of
any other state has no stars in the south pole. This implies that we can find
a basis {p, ¢} for the space PII such that the degree of p and ¢ are 2s — 2 and
2s respectively. By construction, any polynomial P in PII can be written
as P = Ap + Bq, where A and B are complex numbers. By differentiating
(2s — 1) times P and recalling that p is of degree 2s — 2, we can conclude the
following,

P = gp(25=1) | ga(2s=1) — gg(2s-1) (3.4.15)

Since ¢(25=Y is of degree one, it only has one root, ¢y. The previous equation

is valid for any P in PII, so (p is a root of the (2s — 1) derivative of all the
polynomials in PII and from the way we found it, it is unique.

Finally, we check that (; is the image under stereographic projection of
7o. If we denote by (y the projection of 7, then, what we want to prove is
o = Co. We are going to prove that P21 ((p) is zero for all the polynomials
in PIT and hence, (o is equal to y. Consider the state |¢) used to find 7o of
theorem 21. Recall that, by definition, |t)) is in II* and its constellation has
2s — 1 stars in the north pole and one in —m, so its Majorana polynomial
(1.3.14) is (up to a factor) the following,

2s—1 1 2s 1 2s—1
= — | = - ,
py(¢) =¢ (CJFCS) ¢ +C§C

so that ) can be written as,

V) = [s,2s) — 5,25 — 1).

1
V2s(;
Consider any state |¢p) = >, Cp|s,m) in II and therefore orthogonal to |1)).
The orthogonality between |1)) and |¢) implies the following expression for
the coefficients C,,,

Cas—1 = V256 Cas

which in turn implies the following for the Majorana polynomial associated

to |¢),

p(i)(C) = O, (<2s _ 28504-2571) + § (_1)S—m <28> 1/2cm Cs+m )
m=—s m
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By differentiating the previous expression 2s — 1 times we obtain that,
2s5—1 =
P (0 = Cas (25)! (¢ - Qo) -

Clearly, the only zero of py is Co. Therefore, ¢y is equal to (o, as claimed. [

By virtue of the previous result, given a 2-plane Il with a star in the
south pole, we can assign to it a complex number (1;. As we show in the
following theorems, for s = 3/2,4/2,5/2, the primary constellation of a
2-plane, together with (r7, uniquely determine a 2-plane.

First we state the theorems for the cases s = 3/2,3/2,5/2. Then, we
establish the proof for s = 3/2. The one of the other cases is similar in nature,
but the calculations become much more cumbersome.

Theorem 29. For spin s = 3/2, let II be a 2-plane such that Cry contains a
star in the south pole and is given by the zeros of W (that in this case is a
polynomial of degree three). Then, (11 is a root of W/,

And reciprocally, given a third degree polynomial W, for each root {y of
W', there exist a unique 2-plane II such that (rr = (o and Cry is given by the
zeros of W. In this sense, we say that the set of 2-planes 11 such that Cry is
given by the zeros of W is in a one-to-one correspondence with the set of the
roots of W’'.

Notice that W' is a polynomial of degree two and, therefore, there are
generically two 2-planes with the same constellation. This is the same con-
clusion that was reached in section 3.4.2.

For s = 2, a theorem analogous to the previous one can be stated as
follows,

Theorem 30. Consider a spin s = 2. Let C be a set of six stars, where
one star is in the south pole. Suppose that C is given by the zeros of W, a
polynomial of degree five. Then, the 2-planes whose constellation is C are in
a one-to-one correspondence (as defined in theorem 29) with the roots of the
following fifth degree polynomial,

Ywow - Lyow 4 wewr
5 3

From here, we can conclude that there are generically five 2-planes with
the same constellation.
Finally, for the case s = 5/2, the corresponding theorem is the following,



Chapter 3. Stellar representation for the Grassmannians 86

Theorem 31. Consider a spin s = 5/2. Let C be a set of eight stars, where
one star is in the south pole. Suppose that C is given by the zeros of W, a
polynomial of degree seven. Then, the set of 2-planes whose constellation is
C is in a one-to-one correspondence with the roots of the following fourteenth
degree polynomial,

@WQ(W(”)?’ + 36WW O ()3 — 128(W B3 (W )2 — 81 (WO AW

343
648 1296
7

_ —WW(4)W(7)(W(5))2 + W(7)(W(5))2(W”)2
(W(W<7))2W(5)W" + WWOW® M2 — (W(S))2(W(7))2W')

7
5184
49
_ 648W(3)(W(4))2(W(5))2 + 324w(4)(W(5))3W//
+ @WW(?»)W(G)WU)W(E)) + @(W(s))zw(e)wmwu
7 7
= 20 @™ (o2 4 576w )2 O O3 )
7
2592
7

— 144w G O (W G2y — WOW WO

From here, we check that there are generically fourteen different 2-planes
with the same constellation.
Finally, we present the proof of theorem 29.

Proof of theorem 29. Before making the actual proof, we give some prelimi-
nary definitions and observations.

Consider a 2-plane II such that Cy; has a star in the south pole. Suppose
that PII is generated by the polynomials p and g. Call W the Wronskian of
these polynomials. Then, W is of degree 3.

Just like in the proof of theorem 28, assume that p and g are of degree
2s — 2 =1 and 3 respectively. Define the polynomial w; ; as follows,

P gl

S0 g0 (3.4.16)

wZv] =

Note that the polynomials w; ; are not independent for all ¢ and j, as they
satisfy the following relations,

/
Wy j = Wiglj T Wijt1, Wij= —Wj;. (3.4.17)
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Also, since p and ¢ are of degree 1 and 3 respectively, w; ; is zero if ¢ and
j are greater than two or if either i or j is greater than four. Furthermore,
for any 4 indices a, b, ¢, d, one can also prove with a little algebra that the
following equality must hold,

Weq,pWe,d = Wa,cWh,d — Wa,dWh,c - (3.4.18)

Note that the Wronskian W of p and ¢ is wp ; and that W’ = wq 2. Take any
element P in the 2-plane PII. Then, the following equality holds,

P p q
P p/ q’ =0= P’wl’g — leO’Q + P”w(],l =0. (3.4.19)
P p// q//

By comparing this equation with the result of theorem 27, it is clear that
PII is completely characterized by the polynomial w; 2 (provided we also
know W).

Note that it is possible to find all the polynomials w; o that satisfy the
relationships (3.4.17) and (3.4.18). As already noted, ws 3 is equal to zero.
Since the derivative of wy 3 can be computed as w’173 = wa 3 = 0, then w3
is a constant. A quick computation reveals the expression W®) = 2w 3, SO
that said constant is W(3) /2 (recall that W is of degree three ). Since, by
equation (3.4.17), the equality w/1,2 = w13 holds, then, w2 can be written
as wy2(¢) = (W) /2)(¢ = (), for a certain complex number (;. But, by
definition, we have the following,

wy g = =p'q", (3.4.20)

)

p// q//

so that the zeros of wy 2 are the zeros of ¢” (since p’ is constant). By theorem

28 this root is the complex number we denoted as (11, that is, (o = (11.
Now, we are ready to prove the first implication of the theorem. By using

(3.4.18) for the indices 0,1,2 and 3, we obtain the following expression,

wo,1W2,3 = Wp2w1,3 — Wo3w12 = 0 = wpowi 3 — wozwi2, (3.4.21)

where we used the fact that w3 is zero, as noted at the beginning of the
previous paragraph. By evaluating the functions in (3.4.21) at (;; we obtain
(recall that wy 2(¢rr) = 0 and that w; 3 is constant)

wo,2(C) = 0= W(Cn) =0, (3.4.22)
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where we used the equality W/ = w{)’l = wp,2 to obtain the last implication.
This means that the numbers ([ are roots of the polynomial W', as claimed.

Reciprocally, given (o a root of the W', define the polynomials wy 2({) =
(WG /2)(¢ — ¢n), wo1 = W, wo2 = W'. Define PII as the solution space
of the differential equation (3.4.19). Our claim is that II, the 2-plane in H,
corresponding to PII, is the 2-plane we seek. To prove this, we have to show
two claims; that the solutions are polynomials of degree three, and that the
Wronskian of a basis of PII is W. The second claim is a direct application of
Abel’s differential equation identity. In the following paragraph, we prove the
first claim.

Let p and ¢ be a basis for PII. By construction, in terms of p and ¢
(see equation (3.4.16)), the equalities w1 2(¢) = (W) /2)(¢ — (1), wo1 = W,
wop,2 = W’ hold. By the repeated use of equations (3.4.17) and (3.4.18), it is
possible to prove that wp4 = w4 = 0. Let P be an element of PII. Since P
can be written as a linear combination of p and ¢, the following determinant
is zero,

By expanding by minors the previous determinant, we obtain the equality
PWW = 0. This implies that PY) is zero, that is, P is a polynomial of degree
three, as claimed. Another way to prove that PII is a space of polynomials,
is to show that w; 2(¢) as previously defined, coincides with the polynomial
m of equation (3.4.14), when a = 0. O

3.5 The stellar representation in terms of k-vectors

The construction of the previous section allows us to completely characterize a
2-plane in terms of two constellations. This approach only works for 2-planes.
Here we present an alternative procedure to characterize a k-plane in terms
of two or more constellations that it is valid for any k. The only drawback of
this new approach, is that the calculations to find the new constellations are
more complicated. In what follows, we work in the representation of Gry (Hs)
in terms of k-vectors introduced in section 1.2.2.

In a natural way, we can define action of the rotation group SO(3) on
AF(H,). To this end, is enough to define it for the following elements,

R([pr) A Aow)) = (R[g1)) A A (Rlir)) - (3.5.1)
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Notice that, if [¢)1) A--- A|ty) represents a plane II, then, R(|1)1) A~ A |¢g))
represents the plane RII. Also of importance is the fact that this action
leaves the inner product (1.2.9) invariant, and therefore, this action of SO(3)
is unitary.

By considering the infinitesimal version of (3.5.1), we can define the action
of the generators of rotations S; on AF(H,) in the following way,

Si(lr) A= Aliw)) =
(Siln)) A== AJk) - b)) A== A(Sil)) A== A obw)
o ) A A(Sil) - (3.5.2)

In these terms, the eigenstates of S, are of the following form,
So(|s,mi) Ao Als,mg)) = (my + -+ myg)|s,mi) A Als,my) .

In particular, the highest weight for S, is s; =s+s—1+---+s—(k—1) =
ks — k(kgl), and the highest weight vector is |s,s) A---Als,s — (k— 1)), a
k-vector that corresponds to the coherent k-plane II;. Since the dimension
of NF(H,) is (QSI:F 1), in general, the action (3.5.1) is not irreducible. As such,
using a well-known theorem of representation theory (c.f. [70]), A*¥(H,) can

be decomposed as the following direct sum,

/\k(H5> = HSl @ HSQ @ e @HS]W 5

where each subspace is an irreducible representation of SO(3) and therefore,
the state space of a spin s. We also assume w.l.o.g. that s; > s;11.

In these terms, any element v in A¥(H,) can be written uniquely as
follows,

v = 6_9 ;) (3.5.3)

where |U;) is an element of H,,. By considering the constellation for all the
states |¥;), we can assign to v an ordered set of M different constellations
(in the case of s; = 0, as a definition, we say that the constellation of |¥;)
contains no stars) {C',...,CM}, where C? is the constellation of |¥;). Note
that if v is rotated, by construction, these constellations rotate by the same
rotation.

However, knowing this set of M constellations is not enough to determine
the k-vector v, as the following w has assigned the same set of constellations
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as v,
M
i=1

where p; (i = 1,..., M) is an arbitrary complex number. Because of this, one

possible way to completely determine a k-vector v, is to choose a representa-
tive state for each possible constellation (for arbitrary spin). Then, besides
specifying the set of M constellations C;, one would also need to specify a

M-tuple of complex numbers, (v1,...,vyr). In this case, v can be written as,
M ~
v=EPul¥), (3.5.4)
i=1

where |¥;) is the representative state for the constellation C’.

If we consider a k-vector v that represents a k-plane II as shown in
equation 1.2.10, we can use the previous construction to assign an ordered
set of M constellations to k-planes. Note that the particular choice of v is
irrelevant, all of them produce the same set. Denote it as {Cfy, . .. ,Cﬂ/f } These
are the constellations mentioned at the beginning of this section. Note that
this construction is very different from the one for the secondary constellation
defined in 3.4. In that case, the secondary one has the same number of stars
as the primary, and only two constellations were defined. On the other hand,
in this case, a k-plane might be assigned more than two constellations (even
if k = 2), and each of them has different number of stars.

As we check in the following paragraph, Cll] is Cr1- Notice that the rotations
that leave II invariant also leave each of the constellations invariant. This
fact can be used to find the rotational symmetries of a 2-plane. We do this
in the following subsection.

In this paragraph, we show that the first constellation CllT is Cr1. Let v
be a k-vector that represents II. As already mentioned, the k-vector [s, s) A
-+ Als,s — (k—1)) is an element of Hs,. Since this space is invariant under
rotations, all the states vy = |f,8) A--- A, s — (K — 1)) that represent the
coherent k-plane II; are also elements in Hs,. As such, the inner product
(1.2.9) between v, written as in (3.5.3), and vy, is,

(va, v) = (va, [¥1)), (3.5.5)

where we used the fact that the spaces Hs, and Hs; are orthogonal if ¢ #
j. As already noted in (1.2.11), the product (I, II) can be computed as
(IT4, IT) = |[(va,v)|. Therefore, the constellation of II is given by the zeros



91 3.5. The stellar representation in terms of k-vectors

(as a function of 1) of the r.h.s. (3.5.5). On the other hand, |¥;) is a spin s;
state, so its constellation is also given by the zeros of r.h.s. (3.5.5). Therefore,
Crp is equal to the constellation of the state |¥1), Cfy.

Finally, we use this line of reasoning to find the inner product between
two coherent k-planes Il;, and II;. Since vy, and v, can be treated as states
of spin s1, by equation (1.3.17), their inner product is,

251 0

<HmaHﬁ> = |<Uﬁ1avﬁ>| = CO8 2

where 6 denotes the angle between 7 and f. Therefore, the distance (1.2.5)
between Il;, and Il is,

d(ILz, I1,) = arccos (cos251 g) , (3.5.6)

as was previously claimed in (3.1.1).

3.5.1 Examples

In this subsection, we carry out in detail the calculations to find the set of
constellations of some of the 2-planes of section 3.3.1.

In this case, we are working with a spin s = 5/2 and with 2-planes.
Therefore, the dimension of /\k(’HS) is (28; 1) = 15. We proceed to decompose
it in terms of the invariant subspaces H,.

First, we begin with H,. As already mentioned, the 2-vector |5/2,5/2) A
|5/2,3/2) is an element of Hs,. From here, it is clear that s; is equal to
s1 = 5/2 4 3/2 = 4. To obtain a basis for Hs,, we apply the operator
S_ repeatedly to |5/2,5/2) A |5/2,3/2) (S_ acts in AF(Hs) via the usual
definition, S_ = S, —iS,, where the action of S, and Sy is defined in (3.5.2)).
To simplify the notation, we denote the elements of this basis simply as
|4, m), that is,

Hs, = span{|4,4),]4,3),...,|4,-3),[4,—4)},
where,

14,4) =15/2,5/2) N |5/2,3/2),
1
VA[A+1) —m(m —1)

Then, we proceed to find Hs,. Note that |4, 3) is the only eigenstate of S,
with eigenvalue 3 (up to a complex factor). On the other hand, the space of
eigenstates of S, with spin projection 2 is two dimensional, as it is spanned

4, m — 1) = S_(|4,m)).
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by the vectors |5/2,3/2) A |5/2,1/2) and |5/2,5/2) A|5/2,—1/2). Since |4, 2)
is the only eigenstate with eigenvalue 2 in Hg,, the eigenstate of S, with
eigenvalue 2 orthogonal to |4, 2), is an element of another invariant space, Hs,,
with so = 2. By making the calculations, we find the following expression for
14,2),

1
V14

Therefore, we have the following expression for H,,,

14,2) = (v/5]5/2,3/2) A |5/2,1/2) 4+ 3|5/2,5/2) A |5/2,—1/2)).

H,, = span{[2,2),[2,1),]2,0), ]2, —1), |2, —2)},

where,

1
2,2) = \/ﬁ(3’5/2’3/2> A5/2,1/2) —V/5]5/2,5/2) A|5/2,—1/2)),
1

[2m=1) = V22 +1) —m(m—1)

S-(12,m)).

Finally, we find the last invariant subspace, Hs,. Just like with the previous
case, we find that the eigenvalue 0 of S, is triply degenerate, so there is an
eigenstate of S, with eigenvalue 0 in H,, and s3 is zero. This state need to
be orthogonal to [4,0) and |2,0). Therefore, by doing the calculation we find,

Hs, = span{|0,0)},
where,

1

|070> = \/g

(15/2,5/2) A |5/2,—5/2) — |5/2,4/2) A |5/2, —4/2)
+15/2,1/2) A |5/2,—1/2)) .

By adding up the dimensions of Hs,, Hs, and Hs,, we obtain fifteen, the
dimension of AF(#;). Therefore, we have finished the decomposition of A¥(H,)
in terms of invariant spaces.

In these terms, by taking advantage of the fact that states |s;, m), s; =
4,2,0; m = —s;,...,s; constitute an orthonormal basis, we can write any
2-vector v as follows,

4 2
v = ( Z (4,m\v>\4,m>> @ ( Z <2,m|v)|2,m>) @ ((0,0[v)|0,0)),

m=—4 m=—2
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where (s;, m|v) denotes the inner product (|s;,m),v). By using equation
(1.3.14), we can find the Majorana polynomials of the terms between paren-
thesis, and therefore, their constellation. These are the constellations Cf;, C4
and C%. By definition, the constellation for the spin s = 0 subspace has no
stars.

As a concrete example, we find the constellations of two of the 2-planes
of section 3.3.1; the one we described for the first type, II;, and the one for
the third type II3. Recall that the primary constellation for both planes is a
double tetrahedron whose vertices are in the directions shown in equations
(3.3.2), that II; can be written as,

IT; = span{|v1, va, V4, Vs, va), |1, V2, V3,03, 03) } , (3.5.7)
while I3 is,

II3 = span{|vy, vi, v, v3,v4), |V2, V2, V1, V3, V4) } . (3.5.8)

The constellations for both 2-planes are shown in figure 3.6. For the case
of 11y, 61111 is a double tetrahedron (as already mentioned) and the 61211 is a
rectangle. The only rotation that leaves both constellations invariant, is the
one by 7 around the axis 1/1v/3(1/2,0,1). Therefore, this is the only rotation
that leaves II; invariant. This is the same result as the one obtained in section
3.4.

For the case of II3, the constellation 61213 is the tetrahedron dual to the
one of Cfy, (the dual tetrahedron is the one such that its vertices are in the
antipodal directions to the ones of the original tetrahedron). Notice that there
is only one star per direction in C%IS. The figure made by a tetrahedron and
its dual is known as a stella octangula. Since the symmetries of a tetrahedron
coincide with the ones of its dual, the rotations that leave I’ invariant are all
the symmetries of tetrahedron. This also coincides with the result of section
3.4.
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Figure 3.6: Constellation Cf; shown in red and C% shown in blue for the 2-plane
IT; (3.5.7) in the left and for the 2-plane II3 (3.5.8) in the right. In the left figure,
the vector shown in black represents the axis of the only rotation that leaves II;

invariant.



Chapter 4

Robustness of the
Wilczek-Zee effect under
external noise

Probably, most of the renewed interest in the Wilczek-Zee effect (c.f. section
1.2.3) comes from its possible applications to quantum computing, the so-
called holonomic quantum computing. The naive main idea is that, because of
their geometrical nature, quantum gates realized by means of the Wilczek-Zee
effect are robust to external noise. There are many works in the literature
that deal with the robustness of the holonomic quantum computation. Some
of them, deal with the effects of decoherence [71-73] while some others
are related with the fact that, however small, there are always errors while
implementing experimentally a certain Hamiltonian [74-76]. In this chapter
of the thesis, we deal with the latter. Two relevant references are [77, 78]
where they studied the robustness of holonomic quantum computation for
the abelian case.

First, we explain very briefly the method we used to study the robustness
of holonomic quantum computation. To make this analysis, we work with
nuclear quadrupole resonance (NQR), a simple physical system where the
Wilczek-Zee effect can be studied [79, 80]. In NQR, a spin-3/2 particle is
coupled to a magnetic field in such a way that the energy spectrum consists
in two energies, each with degeneracy two. The 2-planes spanned by the
states with the same energy depend only on the direction of the magnetic
field. By varying it, appealing to the Wilczek-Zee effect, we can mix states
within the same energy level or, in the language of quantum computing, we
can implement quantum gates that operate on the space of a single qubit.

95
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Within this framework, suppose that an experimentalist wants to produce
a certain quantum gate, and to do this, he must manipulate the magnetic
field in a certain way. Because of practical limitations, the resulting field is
not exactly what he wants, there is always certain noise beyond his control
that produces fluctuations. As a result, the resulting gate is not precisely
the one desired. What we are going to do in what remains, is to find a way
to quantify this error (the difference between the desired gate and the one
obtained), to find its value in average (considering a certain ensemble of
noises for the magnetic field) and to find the probability to obtain a certain
gate.

4.1 The Wilczek-Zee connection and NQR

In this chapter, we study one of the simplest systems exhibiting the Wilczek-
Zee effect, the one for nuclear quadrupole resonance. In this case, a spin-3/2 is
coupled to an external magnetic field according to the following Hamiltonian,

H(B) = u(S - B)?, (4.1.1)

where p is a coupling constant. The eigenstates of H(B) are trivial to obtain,
they are the same as the ones for the operator S - B. As we have been doing
through this thesis, denote by |1§ ,m) an eigenstate of S - B with eigenvalue
m. Clearly, the states ]B , £m) have the same energy, therefore, the spectrum
of H(B) consists of two energies,

p/2) _ K e _ M
) 4 )

W

where the degenerate 2-plane for E(/2) is TI(/2)(B) = span{|B, +1/2)}, and
the one for EG/2) is T1(3/2(B) = span{|B,£3/2)}. In figure 3.1, we show
the constellation for these 2-planes.

An expression for ]é, +m) can be found in appendix , equation (B.0.10).
If we denote by (O, ®) the spherical coordinates defining the direction of
B we have (the states are written as a row vector w.r.t. the ordered basis
13/2,3/2),...,13/2,-3/2)),

> (1 f@Z¢T@, \/>€21<I>T2 32‘1>T®)

) (—V3e ®To,1—2T3,eTo(2 — T3), V3e**TE),
|B,—1/2) = C{e™ (V3e 2T3, e T (T3 — 2),1 — 2T3, V3¢ To)

> ( —i’n"I)Tg)7 \/56—21'@137 _\/ge—i(bT@’ 1) ’
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where T and Cg are defined by the equalities Tg = tan(©/2) and Cgo =
cos(©/2). The phase factor ¢® multiplying the r.h.s. of the third equation
does not come from (B.0.10), it was added by hand so later calculations
become simpler. Clearly, the previous states are ill-defined when B points
toward the north or south pole. We assume this is never the case.

Now, suppose that the angles © and ® are varied cyclically in time (in a
rate that permits invoking adiabaticity). Denote by ©(t) and ®(¢) (0 <t < T)
the time dependence of these angles. Associated to this variation, we have two
closed curves in the Grassmannian, II(1/2)(B(t)) and 11*/2)(B(t)), and each
of them induces a unitary transformation in I1(/2)(B(0)) and in I13/2)(B(0))
respectively (via the Wilczek-Zee effect). To find them, we use (1.2.16).
To this end, consider the following orthonormal 2-frames for 7(2/2)(B) and
=5/2)(B),

WG2(B)) = (1B,3/2),|B,-3/2)), [¢Y/D(B)) = (|B,1/2),|B,~1/2)).

For the first one, the matrix A(/?)(t) of equation (1.2.15) turns out to be
(after some algebra),

AB) = _35in? O3 P ,

while, for the second one, the result is

AV = 5,0 + (—;UO—SiH@U1+ CO;®U3> o, (4.1.2)

where o( denotes the identity matrix and o; (i = 1, .., 3), the Pauli matrices,
that is,

(10 (o1 (0 —i (1 0
90=10 1) 7 1 0)°27\i 0) %% \o -1/

In the previous equations, we did not write the functional dependence on ¢
explicitly.

Note that A®/?) is a diagonal matrix, and as such, it commutes at different
times, [A®/2)(t1), AB/2)(ty)] = 0. Therefore, in this case, no matter how the
magnetic field is manipulated, the problem is essentially abelian and it reduces
to the one studied in [78]. On the other hand, for A1/2) non-abelian effects

can (and will) occur, that is why in the following sections we work only with
A1/2)
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4.1.1 Implementing a quantum gate: the ideal case

Perhaps the simplest example that exhibits all the non-abelian features we
are interested in is the following. Suppose that we want to implement a
quantum gate that can be obtained (via the Wilczek-Zee effect) by making
the magnetic field B precess around the z axis according to the following
equations,

O(t)y=wt, O)=0y, 0<t<27m/w. (4.1.3)

with O a constant angle. After a time ¢ = 27 /w, the magnetic field comes
back to its initial direction and a unitary transformation — the quantum
gate we wish to implement — is induced in the initial 2-plane I1(//2)(B(0)).
Now, we find an analytical expression for this gate.

Since the result only depends on the trace of the curve II/2)(B(t)), we
reparametrize B(t) “in terms of the angle ® itself”, the result being the
following,

O(t)=t, OF)=0,, 0<t<2m (4.1.4)

Note that the parameter ¢ in the previous equation is dimensionless. By using
this parametrization, the expression for A(1/2) (4.1.2) turns out to be,

AL/2) — (—; o9 —sin®g o7 + c0s ©o 03) )

2

Since A1/2) does not depend on t, the solution to the differential equation
(1.2.16) is U(t) = exp(iA(/2) t). By evaluating at t = 27, we obtain the
expression we seek for the quantum gate Uy,

Ur=UQ2r) = e’”e%”(_ sin ©o ”1+C052@0 "3) = —62”(_ sin o "1+COS260 "3) .
(4.1.5)

4.1.2 Implementing a quantum gate: the real case

From an experimental point of view, it is impossible to produce a magnetic
field that precesses exactly as in (4.1.3), there are always small fluctuations
due to noise effects. Because of this, the actual curve followed by the angles
© and ® can be written as follows,

D(t) =wt +ep(t), Ot) =00+ ef(t), 0<t<2n/w, (4.1.6)

where € < 1 and ¢(t) and 6(t) are stochastic processes describing the noise
effects. To work within the Wilczek-Zee effect framework, just like the authors
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of [78], we assume that the noise is periodic, ¢(0) = ¢(2r /w), §(0) = (27 /w).
If we do not make this assumption, we have to work with some generalization
of the Wilczek-Zee effect for non-closed curves, for instance, the one defined
in [66].

Since we are assuming that e is small, we can invert the first equation of
(4.1.6) in order to write ¢ in terms of ®. In this way, we can reparametrize
everything in terms of ®. The result — that is analogous to (4.1.4) — can
be written as follows,

d(t)=t, O()=6g+ed(t), 0<t<2r, (4.1.7)

where 6(t) is a periodic stochastic process, §(0) = 6(2m). For simplicity, we
omit the expression that relates the noise 6 with the functions 6 and ¢.
Instead, we work only with € itself, ignoring the particulars of how it came
to be.

After ® varies from 0 to 27, a unitary transformation Ug for the initial
degenerate space is induced. Our goal, is to measure the distance in average
between Ug (the produced gate) and Uy (the actual gate obtained). To this
end, we need to define a distance between unitary matrices and to specify
the statistics of 6(¢). We do these in sections 4.1.3 and 4.1.4.

But, before that, note that it does not have any physical sense to measure
the distance between U; and Upg if #(0) # 0 as in this case, the quantum
gates operate in different spaces. To remedy this situation, we “complete the
curve” (4.1.7) so that it starts and ends in the same point as the one for the
ideal case (4.1.4) in the following manner,

O + €(t + 1)6(0), if —1<t<0

O(t) = { O¢ + €b(t), ifo<t<2m , (4.1.8)
O+ e2r+1—-1)0(0), if2r <27 +1

0, if —1<t<0

o) ={t, f0<t<2r (4.1.9)
2w, if2r < 2w 41

In figure 4.1, we show schematically the previous curves in the sphere. In
each of them, A(1/?) takes the following form,

€0(0)o2, if —1<t<0
AMD () =S Ag+ €A1 + O(), if0<t<2r |, (4.1.10)
—e0(0)o2, it 2r <2741
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Figure 4.1: Left: An example of a particular realization of the noise 6(t). Right: The
curve followed by the direction of the magnetic field whose spherical coordinates are
given by (4.1.7) is shown in blue. For visual clarity, we took the value € = 0.1. The
corresponding curve for the ideal case (4.1.4) is shown in orange. The green curve is
used to “complete the blue curve” as in (4.1.9), so it beings and ends in the same
point as the orange one

where,

1 1
A() = —50'0 — Sin@oO’l + §COS@00'3 s

Ay = — cos ©b(t)or + 0(t)rs — %sin O0f()os (4.1.11)

To solve the equation (1.2.16) for the piecewise defined matrix A1/2), we
can multiply the solution of each segment. Therefore, Ur can be written as,

Ug = e 002y (27)e? (o2 | (4.1.12)

where U(t) is the solution to (1.2.16) for the middle segment of (4.1.10) and
the remaining terms are the holonomies corresponding to the first and last
segments (since A(1/2) ig independent of ¢ in these cases, the holonomies are
trivial to compute).

To find U.(27), since A in (4.1.11) is time-independent, it is easier to
work in the interaction picture to apply time-dependent perturbation theory.
Suppose that U.(t) can be written as U,(t) = e*'WW (t). Then, W satisfies
the following differential equation (dropping terms of order O(€?)),

W =ieA W, (4.1.13)
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where A; = et A, ¢4t Some algebra reveals the expression Aj = v - 0,

where Q = /1 + 3sin® ©q and,

u(t) = Cogfo ((1 -2 — cos(Q)0(t) — Qsin(Q0)0(#)) ,
va(t) = cos(Q)6() — Sinézm)e(t), (4.1.14)

sin @0
ust) = Sz

(4= 0 — 4cos(20))0(t) - 4Qsin(Q)0(t) ) -

With these expressions, we can compute W of equation (4.1.13) up to second
order in € through a Magnus expansion [81]. The result is the following,

. 21
W (2r) = e Jo 41 A1) (4.1.15)

Using this result along with the definition of W, we obtain the following
expression for Ur (4.1.12),

UR — e—iGO(O)O’geQiﬂAOW<2ﬂ_>e’i€9(0)0'2 — Uleei/iﬂ" (4116)

where we defined e? = ¢=2imAoe=ic0(0)02 2im Ao 17 (277)¢?9(0)72 - and noted
that €240 is the gate for the ideal case — what we named Uy in (4.1.5). A
little bit of algebraic manipulation reveals,

2
k-o=00w-oc+ [ dtiv(ty)- o, (4.1.17)
0
where,
in(27€) 2si in(27€2
w-o=2 o s(12n( T )01 + (1 — cos(2782))o2 + o GO;IH( T )03.
(4.1.18)

Note that k is linear in 6. Now that we have an expression for the resulting
gate, we proceed to find a way to measure distance between gates.

4.1.3 Quantifying the error in the implementation of a quan-
tum gate

In this subsection, we find a way to define a distance between the gate obtained
in the ideal case, Uy, and the one obtained in the real case, Ur. When working
in the context of quantum computing, it is customary to use the concept
of fidelity to quantify the distance between two states. For pure states, the
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fidelity essentially reduces to the Fubini-Study distance (1.1.4). Because of
this, fidelity can not distinguish between states that differ by a phase and,
therefore, it is too coarse for our purposes. It also has the disadvantage that
it measures distance between states, and we are interested in the one between
the gates themselves. As such, we need a notation of distance between unitary
matrices. There are various proposals in the literature to define such concept
(c.f. [82]). For this work, we use the one that we consider the simplest — we
give the details in the following paragraph.

As it is well-know , the only bi-invariant metric on SU(2) (unique up to
scaling) assigns the following value to the distance between the matrices U
and V[83],

d(U, V') = arccos (; Tr (UVT)) .

Note that the invariance of d implies that the distance between matrices
does not depend on the basis used to express them. We can not extend this
definition to the whole unitary group U(2) because, in this case, d is no
longer a real number. To remedy this situation, we propose the following
definition of d for any two elements of U(2),

d(U,V) =

arccos (; Tr (UVT))‘ : (4.1.19)

In this way, as it is desirable, the result is still independent of the basis used
to express the matrices in question.

Finally, to conclude this section, we compute d for a case that is of interest
in the following sections: the distance between an element of the form @
(being b a 3-dimensional vector with a magnitude |b| between 0 and 7) and
the identity matrix 1 is,

d(e?,1) =

1 .
arccos (2 Tr (elb'a)ﬂ = |b|, (4.1.20)

where we used the well-known relation for the exponential of the Pauli
matrices, €7 = cos |b| 1 + 4 sin |b| b- o, to conclude the last equality. With
this notion of distance, we can quantify the experimental error when trying to
implement the gate U for one realization of the noise 6. To find its average,
we need to specify the statistics of the noise. We do this in the following
subsection.
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4.1.4 The statistics of the noise

In this subsection, we mention the statistics to model the noise #. We try to
maintain the results as general as possible. We only assume four properties
for the stochastic process 9,

o For each realization, 0(t) is a periodic function of the parameter ¢t = ¢,
with period 27.

o In average (over the ensemble of noises considered) 6(¢) is zero for all
0<t<2m.

o No angle ¢ is privileged, that is, the statistical properties of the system
do not depend of ¢.

e The time evolution of the total magnetic field B is slow enough so that
it can be considered adiabatic.

The first property implies that the noise can be written as a Fourier series
in the following way,

R ,
6(t) = — One’™ 4.1.21
0=z X e (4.1.21)

where the relation 6,, = 07, holds, so that 6(t) is a real-valued function. In
these terms, giving the statistics of the stochastic process 6 is equivalent to
specifying the ones of the coefficients 6,,, m > 0.

If we denote the average over the ensemble of noises by an upper line, the
second property implies @ = (. The third one guarantees that the correla-
tion function 0(¢1)0(t2) only depends on the difference ¢; — to, 6(t1)0(t2) =
R(t1 — t2). In particular, #2(t) = R(0) is independent of ¢. By differentiat-
ing R(t1 — t2) w.r.t. t; (a dot denotes the derivative of a function w.r.t. its
argument), and R(t; —ty) w.r.t. to, we can compute the following correlations,

R(tl — tQ) = 9(t1)0(t2) , R(tl — tg) = —é(tl)é(tg) . (4.1.22)

As we show in appendix A.1, in terms of the coefficients 6, = 0% + 63,
these properties translate to the following,

OR =03 =0,0803 =0, (0R)2 = (03)2 = p2,, OROR =6, _,, p2,. (4.1.23)

By considering the average of these coefficients, we can write R as,

2 9 o0
Rty —t) = % + =3 phcos(m(t — t2). (4.1.24)
m=1
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Finally, the fourth property implies that the modulus of the coefficients 6,,
have to decay quickly enough. The precise details are related with the source
of the noise and its relative magnitude with the magnetic field.

4.1.5 Finding the average distance between the ideal gate
and the real one

Using the results from the previous sections, we can quantify the average
error when trying to realize the gate U;. We define this average error dyns as,

2
drms

= d%(Ug, Ur) = d?(eir o, 1) = €% |x|?, (4.1.25)

where we used (4.1.16), (4.1.19) and (4.1.20) to obtain the last equality. What
follows is a long calculation. The details can be found in appendix A.2. Here
we just present the final result,

, 02 —1

2
d 2022

rms

=€

2T
/ dt R(t) (192 +4(2m — £)(2* — 1) cos ()
0

— 4Qsin(Q) + 4Qsin(27Q — Q) — 4t — 2502 + 87) .
(4.1.26)

Note that there are no terms involving 6. This is because they were integrated
by parts using (4.1.22). Also, note that the result is linear in R. Therefore,
by using (4.1.24), we can calculate the integral explicitly. The result is,

1 0
2 2 2 2 2 2
drms =€ <4drms,0 Po + E : drms,m pm) ’
m=1

where,

4
8(02—1 2 m2+02) sin2(7Q . . (4127)
(@) o) if m > 0

{2(92—1)(4(92—1)sin2(7rQ)+7r292(4—QQ)) fm =0
drms,m

In figure 4.2, we present a plot of dymsm as a function of ©¢ for various values
of m. Note that all the plots, except for the one for m = 2, behave more or
less in the same manner. Their value is zero for Og = 0, Og = 7/2, and their
amplitude decrease at higher frequencies. This is very similar to the abelian
case, where the geometric phase is proportional to the area enclosed by the
magnetic field after a full turn.
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Figure 4.2: Plot of dZ,, vs ©p for equation (4.1.27). The values considered for
the left graph were m = 0 (blue), m = 1 (orange), m = 2 (green). For the right one,
m = 3 (blue), m = 4 (orange), m = 5 (green), m = 6 (red) and m = 7 (purple).
Note the difference in scale between the two graphs.

However, for m = 2, the behavior is completely different, the function
attains a maximum at Oy = /2 and the scale is bigger than the one for
the other ones. This is a non-abelian effect and has to be considered when
realizing quantum gates. For example, if an experimentalist wants to use the
angle ©¢ where the error is minimum, the answer for the abelian case would
be to consider ©g = 7 /2. For the non-abelian case, this is no longer the case,
as the error for this angle is maximal.

4.1.6 Probability distribution for the gates obtained

Finally, to conclude this section, we find an analytical expression for the
probability to obtain a certain gate after a single realization of the noise,
assuming the distribution of the coefficients 8% and 6 is Gaussian. As it
was shown in (4.1.16), the gate obtained after one experiment is U;U*. If
we know the vector! x, we know the gate produced. We could specify x by its
three Cartesian components (kz, £y, ), but the expressions get considerably
simpler if we work with the frame 2/, ¢/, 2’ where,

!/

2 =cosni+sinnt, ¢ =9, 2 = —sinnd+cosnz, (4.1.28)

with 7 being defined by the equality cosn = cos ©/€2. Note that, if we make
the following definitions, o1/ = 2’ - 0, 0 = ¢ - 0 and o3 = 2’ - o, then, we

! Note that x does not represent a direction in physical space, it is only related with
the basis | B, £3/2) of the degenerate space with respect to which the Pauli matrices o;
are defined.
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can write Ag of equation (4.1.11) simply as,

AO = —50'0 + 50’3/ .
In these terms, we can find the distribution of x for a noise 6(t) (4.1.21) of a
single frequency m # 0,

o(t) = (O™ 07 ety (4.1.29)

1
V2T
The details of the following calculation can be found in the appendix A.3. In
this case, the resulting vector k" after a single realization is (the components
of k™ are written w.r.t. the frame (4.1.28)),

R KU\ _ 4 (Q% — 1) sin(7Q) (Qcos(7) msin(7Q) \[O%
3 "\ kY V2rQ(Q2 —m2) \Q sin(7Q) —mcos(mQ) J\ 63 | -
(4.1.30)

By inverting the previous equation, we can find the distribution of 7} and
k4, provided we know the one of 6% and 63 . As we already mentioned, we
assume their probability is Gaussian. Because of the equations (4.1.23), 922
and 6> must be statistically independent and their corresponding probability
density function is the same, namely,

2

1 o
= i e 2m . (4.1.31)
m

By making the computation, the probability density function for the resulting
vector k" turns out to be (c.f. appendix A.3),

Pr [9% = a} =Pr [02 = a}

Q _% QZ 2+ 2,2
Pr (w77, 31, W) = (v iy )] = e PO
2mpz,

§(ky), (4.1.32)

where 0 denotes the Dirac delta function and,

__ 4Amsin(mQ)(Q* — 1)

@ —m2)
p = sin(mQ)kys — cos(mQ)kyr (4.1.33)
q = cos(mQ)kyr + sin(7Q) ko .

The equation (4.1.32) has been verified by generating random noise according
to (4.1.31) and computing the corresponding holonomy numerically. As we
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Figure 4.3: Numerical verification of equation (4.1.32). 5000 random realizations
of noise of a single frequency (4.1.29) were generated according to the distribution
(4.1.31). (a): Representation of the generated noise in the 6% 03 plane by a blue
point. Curves of constant probability density —circles of radius p., and 2p,,— are
shown in orange. Since (4.1.31) is a 2d Gaussian distribution, roughly 68.2% of the
points are inside the inner circle and 86.4%, inside the outer one. For each point,
the holonomy for this noise was computed numerically taking € = 0.001 and m = 2.
(b)-(d): Representation of the vector k obtained after each realization in the x1/ Ko/
plane for different values of ©¢. The orange ellipses are curves of constant probability
density according to (4.1.32). As predicted by (4.1.32), for each graph, around 68%
of the points are inside the inner ellipse and around 86.4%, inside the outer one. The
values for ©q considered were (b) ©g = /8, (¢) @9 = /4 and (d) © = 97/20. For
other values of m, m # 0, the plots look more or less the same.



Chapter 4. Robustness of the WZ effect 108

can see in figure 4.3, there is an excellent agreement between the numerical
results and the analytical expression.
Now, we consider a noise where only the zero mode is present,

O(t) = iag":. (4.1.34)

In this case, the resulting vector k = k° for a single realization is,

0 sin(27Q) (92 — 1)
v V212
K, = 2sin?(mQ)(Q% — 1) R
V212 ’
0 3V 2w sin(2@0)9%

R
0y,

(4.1.35)

Note that all the possible vectors x° that can be obtained for different
realizations of the noise lie on a line. If we assume the probability distribution
for 6 is like in (4.1.31), the resulting density for x° is given by the following
expression,

k2
1
Pr (59, 59, 59) = (kv oy Ky )| = 6 (ks — k) 6 (y — vky) Vo 20f
(4.1.36)
where,
25in(2mQ) (92 — 1) 4sin?(7Q)(Q% —1) _  3v/27sin(20))
= vV = -~ @7
37Qsin(20,) 37Qsin(20g) P ITy) po,

Finally, by considering the previous cases, we can compute the probability
distribution for a general noise (4.1.21). As noted right after (4.1.17), k is
linear in 0. Therefore, for the general case,

K= i k™. (4.1.37)

m=0

Since the vectors k™ are linearly independent, we can calculate the distribu-
tion of their sum. The details are in appendix A.4. The result is,

1 L (“2+“2 §,>
T2\ 2722
Pr[(k1, ko, k3) = (ky, ko k)] = o—sm——¢ BN I )
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4.1. The WZ connection and NQR

where,

and,

u = sin(nQ2) (k1 — pks ) — cos(mQ)) (ky — vks),
v = cos(mQ) (k1 — pks) + sin(wQ) (ko — vks),

1 00 ) 00 ﬁg

— = — m

MEay 2 e Ty 2
m=1 m=1

that is, the probability distribution of the gates obtained is also Gaussian.






Conclusions

In this thesis, we used the Majorana representation to study three related
yet different problems. Each one of them is a line of investigation that it is
worth exploring further.

For chapter 2, most of the mathematical work is already done; we have
already found simple enough expressions to compute the Ricci scalar of
the horizontal metric, R(g) and the coefficient for the curvature Tr (22).
What remains, it is to find a clearer physical meaning of these quantities.
In particular, it might be interesting to study their relationship with the
degree of anticoherence of a state or with their degree of entanglement. It
would also be very interesting to describe quantum mechanics in terms of
shape space, as it is being done for instance, in general relativity. One of
the objectives that we have not been able to fulfill, is to find an action that
yields the metric g as a solution to the corresponding equations.

In what concerns chapter 3, we are mostly on uncharted territory. We
have just introduced the stellar representation for the Grassmannian, so
there are many directions to explore. For instance, one could try to find the
physical relation between two k-planes with the same constellation, or try to
shed some light on why the number of k-planes with the same constellation
is the one shown in theorem 17. Also of interest, is to check if the conjecture
24 holds, or to generalize theorems 13-15 for an arbitrary degeneration of
a star in the constellation of a plane. In addition to this, we are currently
looking for a way to describe a k-plane in terms of mathematical objects
with rotational properties easy to visualize. The results of section 3.5 are
very close to what we are looking for, but it has the disadvantage that the
M-tuple (v1,...,vn) of equation (3.5.4) transforms in a complicated way
when a k-plane is rotated.

Regarding chapter 4, one could try to extent the results of section 1.2.3 to
consider the quantum nature of the magnetic field. We have made a similar
analysis for the abelian case in [84], but the generalization to the non-abelian
case is far from straightforward. In particular, difficulties arise when one
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tries to assign a geometric phase to the subsystem of the spin, as the full
quantum system also includes the magnetic field. We are also interested in
revisiting the calculations of said chapter to see if they can be done in a
simpler way; in particular, it would be useful to understand why there is a
sort of resonance for the frequency m = 2, as this kind of resonances are the
ones an experimentalist would want to avoid when implementing a quantum
gate.

We do not claim that we will find the answers to all the question posed
above, but we think they have interesting answers. Currently, we are working
mostly in the questions for chapter 3.
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Appendix A

Calculations of chapter 4

In this appendix we carry out some of the calculations of chapter 4.

A.1 Statistics of the coefficients % and 67

In this section we prove formula (4.1.23), that is, if § denotes a stochastic
process as in (4.1.21), and the correlation function 6(¢1)0(t2) only depends
on the difference t; — t2, then, the following relations hold,

OF = 03, = 0, 6103 = 0, (61)% = (63)2 = p2, OB0R = Gy (4.123)

where we wrote 0,, in terms of its real an imaginary parts, 6,, = 0% + i3 .
By making the calculation explicitly we have,
- 1 e ) ) 1 & ) S .
0(t1)0(t2) = o Z O O ™M1 2 = > Z elmh Z O One™ .

m,n=—0o0 m=—0Q n=—oo

(A.1.1)

By hypothesis, the previous result can be written as a function R of t; — to
solely. Clearly R can also be expanded in terms of Fourier modes,

. 1 & ) 1 & . )
0(t1)0(t2) = R(t1 —ta) = —— > cpe™iiTi2) = — N~ ¢imhg omimiz,

By the uniqueness of the coefficients in a Fourier decomposition, by comparing
the previous equation with (A.1.1) and considering the coefficient for ™1,
we can conclude the following,

o0
g 0,0, = ¢, e M2

n=—oo
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Again, by appealing to the uniqueness of the Fourier expansion, we see that
the following expression holds,

0mbn = Cmbm,—n -

Now, suppose that m and n are such that m # n, m # —n. By writing this
coefficients in terms of their real and imaginary parts, 6,, = 02 + i@g, we
conclude from 6,,0,, = 0 the following equalities,

OROR — 0305 =0, 60307 +0350% =0.

Now, by considering the expression 6,,0_,, = 0 and recalling that 0_,, = 0},
(as noted right after (4.1.21)) we obtain,

OROR + 6305 =0, 630% —036% =0.

By combining the previous four equalities, we can conclude that the variables
involved are statistically independent,

OROF — 0303 — 930 — 9308 — 0.

Finally, the expression 0,,0,, = 0 implies,

(63)> = (03.)%, %63 =0.

The previous six equalities implies (4.1.23), provided we define p,, as the
standard deviation of the variable 6%, p2 = (6%)2,

2

A.2 Calculation of the average distance d;,

In this section, we present the calculations that leads to the expression
(4.1.26) for d2,.. From (4.1.25), we know we can write d2, in terms of the

rms-* rms

vector k as d2,,, = €2|x|?. By considering (4.1.17), we can compute x as,

2T
H:mmw+A o(t1) = 0(0)w + P (A.2.1)

Therefore, the square of the norm of & is, in average,

]2

0(0)2|w|? + [P+ 20(0)P - w. (A.2.2)
The calculation of |w|? is straight-forward from equation (4.1.18),

0(0)2|w|* = 4sin®(7Q)R(0) . (A.2.3)
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Now we make the one for [p|2. By using the definition of P (A.2.1) we
conclude,

|P|2 = (7dtv(t)) - (7dtv ) fdtl/dtgv (t1) -v(tz).  (A.2.4)
0 0

By using the definition of v (4.1.14), we obtain after some algebra,

S 64 cos(AQ) — 120Q* + 6302 — 51
v(t1) - v(tz) = ( (29) YD ) R(A)

+ %sm(AQ)R(A) — cos(AQ)B(A) (A.2.5)

where we defined A = t; — t9, and used (4.1.22) to express the average of
products involving 6 and 6. Note that the previous expression only depends
on the difference A, and furthermore, it is even in A (because R(t) (4.1.24) is
even). Because of this, the value of the integral (A.2.4) is twice the one for the
integral over the triangle contained in the portion of the square [0, 27| x [0, 27]
(in the t1t5 plane) where to < ¢1, that is ,

/dtl/dtgvtl t2 —Q/dtldtgvtl tQ —2/dA/dt1’Ut1 )

27

_ 2/dA (21 — A)olty) - o(ta) .

Integrating by parts, we can get rid of the derivatives of R in the integrand
(A.2.5). Most of the resulting boundary terms are zero; this comes from the
equalities R(0) = R(2r) (because R is periodic) and R(0) = R(27) (since R
is an even function). The result is,

|P]2 = /dtl/dtgv (t1) - v(te) = 4sin*(7Q)R(0) + Q, (A.2.6)

where @ is given by the following integral,
2m
(1-902) .
Q=" / dA (80 sin(AQ)
0

+ (27— A) (4(2% = 1) cos(AQ) + 4 - 0?) )R(A) .
(A.2.7)
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Now, we compute the vector 6(0)p of equation (A.2.2). By recalling the
relations 0(0)0(t) = R(¢) and (4.1.14) we conclude,

cos Qg

27 2
IR (/ﬁu—92—mqm»mo—9/ﬁ3@mmm0,
0 0

>

27 27
(mg:—é/ﬁmwmwm+/ﬁmewm,
0 0

sin O

2m 21
000)Ps = (/dt (4 -0 — 4cos(01)) R(t) — 49 /dtR(t) sin(Qt)) .
0 0

Just as with the calculation of |P|2, we can integrate parts the terms involving
R. By making this, and calculating the dot product with w we obtain:

2w - A(0)P = —8sin?(7Q)R(0) + 4(927_1)

27
o sin(72) /dt cos((m —t)Q)R(t).
0

(A.2.8)
Finally, by substituting (A.2.3), (A.2.6) and (A.2.8) in (A.2.2) we get the
final result,

22 02 -1
rms 292

27
/dtR@)Q92+4@w-¢x92—1qugw
0

— 4Qsin(Qt) + 4Qsin(27Q — Qt) — 4t — 2702 + 87r> .
(4.1.26)

Note that the terms proportional to sin?(72) R(0), cancelled among each
other.

A.3 Calculation of the probability density func-
tion for ™

In this section, we prove formulas (4.1.32) and (4.1.36). First, we compute
the vector x (4.1.17) for a single realization of a noise with a single frequency
m # 0, (4.1.29). In this case, all the integrals can be computed explicitly.
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After making the integration, the result for the vector P (A.2.1) is,
Pp = Acos Og(6% (1 — m?)Q cos(n) 4 63 (1 — Q*)msin(7Q))
Py = AQ(6% (1 — m?)Qsin(7Q) — 62 (1 — Q2)m cos(nQ)),
P; =2tan Oy P,

where A = % Also, in this case, 6(0) = \/20?};. By substituting

these results in (A.2.1) and projecting in the 2’9’2’ frame (4.1.28), we obtain
the following expression for the vector k™ = k,

=0, (/ﬁ{’?) _4(92 — 1) sin(7Y) (Q cos(mQ))  msin(7Q) )(9%) .

RS )T V2rQ(Q2 —m2) \Qsin(rQ)  —mcos(7Q) J\ 6
(4.1.30)

The previous equation can be easily inverted to express 0%9 in terms of

K} or = ks o1 as follows,

o\ V2r(92 —m?) mecos(m))  msin(7Q) \[ky
(91?1) ~ 4Am (92 — 1) sin(7(2) (Qsin(m) _QCOS(WQQ (é) . (A3.1)

In terms of p, ¢ and p,, (4.1.33), the previous equalities can be written as,

gr — AP ps DS (A.3.2)
Pm Pm
Since 6% and 63 are statistically independent as shown in (4.1.23), the
density probability function that the pair (k]}, £J}) attains the value (k1/, ko)
is proportional to the product of the density functions that 67>° takes the
values shown in (A.3.2), that is,

Pr (k1! k5, k5) = (kv ko, k)] = J Pr

" pm

oR — qmpm] Pr

m ~ 9
Pm
being J the Jacobian of the transformation (A.3.1), J = %. Finally, by

substituting the probability density functions for 2% (4.1.31) we obtain,

m - (Q2p*4q*m?)

Pr[(k7, 63, k) = (kv oy, Ky )] = ¢ S(ky). (4.1.32)

212,
The Dirac delta was added since % is necessarily zero (4.1.30).
The calculation for a noise 6 where only the mode m = 0 is present

(like in (4.1.34)) is essentially the same as the one presented. The result is
expressed in (4.1.36).
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A.4 Calculation of the probability density func-
tion for

In this section, we compute the distribution for the vector k. As argued
just before (4.1.37), in the general case, k can be written as a superposition
of the vectors k™. In the previous section, we found that their probability
density function is Gaussian in p and g for m # 0. For a given m, the
variance for the variable p turned out to be p2,/9? and p2,/m? for ¢. Since
the probability distribution of the sum of Gaussian variables is also Gaussian,
the sum Zm#) K™ is also Gaussian in p and ¢, and its variances, A\? and \3
respectively, is the sum of the variances of the original Gaussians,
e}

A2 = i i 52 A2 = @
1 — QQ pm’ 2 — m2 .
m=1 m=1

Denote by K =3, .o ™. Because the previous observation we have,

2 2

1 —%(%‘i‘iﬁ)
(ke
gt olky)

= f(P)9(0)d(k3) (A.4.1)

Finally, as it is well known in the theory of probability, the distribution of k,
that is the sum of k" with K, is given by the following convolution,

/de’ Pr [(/ﬁ?/,/ﬁgl,mg,) = (.1'1/,.%'2/,.%'3/)} .
Pr{(Ky, Ky, Ky) = (ki — 21, ky — zo, ky — z3/)] .

Pr [(K1/7K2/,K3/) = (]{}1/7 k2/7k3/)] =

The integration over the variables x1/ and xo/ is trivial because of the Delta
functions in (4.1.36). The result is,

2
3/

Toer [ e g T oy ).

x

where,
u = sin(mQ2)(ky — pxs) — cos(mQ) (ko — vas),
0 = cos(mQ) (k1 — pxg ) + sin(7Q) (ky — vay) .

By substituting f and g from (A.4.1) and making the integral thanks to the
Delta function we obtain the final result,

1 L (“2+“2 §,>
T2\ 2722
Pr[(rk1, ko, k3) = (ky, ko k)] = o—sm——e BN I )
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where u and v are obtained by substituting x3 for ks in the expressions for
4 and 0.






Appendix B

An algorithm to implement
rotations

In this appendix, we find a closed expression for the matrix that represents
a rotation in the space of a spin s, Hs. The resulting expressions are much
more efficient than computing the exponential matrix of the generators (for
instance, using the built-in function of Mathematica) and were used for most
of the thesis. Although they are not as powerful as the ones in [85, 86], they
have the advantage that they are relatively easy to implement, and much
more simpler to deduce.

As we have already discussed in section 1.3.2, Hs can be regarded as
the space of symmetric states of a system of 2s spin-1/2. We work in this
representation for the rest of this appendix. To find the matrix that represents
a rotation, it is enough to compute the image of the state |s, m) (the standard
eigenstate of S, with eigenvalue m) under this rotation. As already mentioned
in that section, in this representation, |s, m) can be written as the following
completely symmetric state (see equation (1.3.2)),

ls,m) =|2,...,2,—2,...,—2),
———

s+m s—m

that is, |s,m) is the completely symmetric state associated to the one where
s +m of the constituent spins are in the state [2*), and, the remaining ones,
in |[—2"). Clearly, there are only T' = (Sism) states (in the space of a system
of 2s spin-1/2) with this property, that is, the sum of (1.3.2) corresponding
to |s,m) only involves T' different summands. Indeed, if we define N and k
by N = 2s and k = s+ m, it is easy to see that the problem of counting such

states reduces to the one of finding the number of ways to place k objects
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in N boxes, one object per box. Number this states and denote them by
|k; 2% —21/2>Z, i=1,...,T. In these terms we have,

|s, m) Z]k 2% 2%, (B.0.1)

Consider a rotation R around an axis 7 = (n1,ng,n3) by an angle 6. In this
space, the matrix representation of R is,

D(R)=e 57" g...ge 2970 (B.0.2)

2s times

where o; (i = 1,2,3) denotes the Pauli matrices. Using the well-known
relation for the exponential of the Pauli matrices we have,

e~ 5 = cos ($)1 —isin(§)o-n (B.0.3)
_ (cos (§) —isin(§)ng —isin(%5) (nl—in2)> (B.0.4)

—isin (§) (n1 +ing) cos (§) +isin (§) ns
= (:}‘ _u”> , (B.0.5)

from where we can conclude the following equalities,

%

91} = e ETR%) = u|s%) 4 o|-2%),
o) = e TRy = —0|%) 4 |-2%).

Now, we find an expression for D(R)|s, m). By applying (B.0.2) to (B.0.1)
we get,

T
DR m) = = 3" lrsthe ). (B.0.6)
=0

where |k; ¢y, v ); = D(R)|k; 2%, —2"); denotes the state obtained by chang-
ing the states |+2") by |[¢+) in the decomposition of |k; 2%, —2"); in terms
of its constituent spins. By computing the product between |s,m’) and

D(R)|s,m) we obtain,

1

T T
(S,m/]D(R)\s,m> = \/,1_,7,1_,/ Z Z()’L’Ug/’ 21/27 _21/2|k;w+7¢—>i)
/=0 1=
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where k' and T" are defined analogously to k and T'. Note that, because of
the permutational symmetries of the problem, the result of fixing an ¢’ and
making the sum over 7 is independent of /. Because of this,

T & R
(s.m'|D(R)|s,m) == >0 1(K5 2%, =2 ks, )i, (BO.T)
=0

Up to now, the choice for |k’; £, —2"); has been arbitrary. For the rest of
the calculation, we consider,

k'3 2%, —5%) = | 8%, ... 8%, 5% ... —3%).

K’ N—Fk

Now, we can characterize the summands of (B.0.7). Suppose that i (1 <i < T)
is such that, between the first &’ spins-1/2 that constitute |k; 4, 1_);, there
are r spins in the state |¢)+) and k¥’ — r in the state |[¢)—). Then, for the
remaining N —k’ spins-1/2, there must be k—r spins in [¢)+) and N —k—k'+r
in [p—). Therefore, for this particular i, we have,

V(K 27 = 2% ks )y = ul (=) TR () N Rk
=0Ty ()N, (B.0.8)

v

where we defined n = i and 4 = —n%. By finding a suitable r, all the
summands of (B.0.7) can be written as in (B.0.8).

Now the question is the following: for a given r, how many times the
summand (B.0.8) appears in (B.0.7)? After a little bit of thought, one can see
that the answer to this question is equal to the number of ways to distribute
k indistinguishable objects in N numbered boxes such that r objects are in
the first &’ boxes. It is easy to check that this number is (k;,) (A,i:’:,) Since the
arguments of the binomials coefficients involved must be positive, and the
lower one must be smaller than the upper one, we can conclude the following
inequalities, k' > r, k—r > 0and N — k' > k — r. That is, the allowed values
for r are,

max{0,k + k" — N} <r < min{k, k'}.

Now we calculate (B.0.7). By taking into account all the previous consider-
ations, if we define rpi, = max{0,k + k' — N} and ryax = min{k, &'} then,
we have,

cone [T T (N R\ (K
(s, [D(R) s, m) = o ()Y > <k_><>nk i

T=Tmin
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Equivalently, we can write everything in terms of m and s by recalling the
expressions k = m + s and N = 2s. The result is,

s+m-—r r

Tmax _ / / ,
<S,m,|D(R)|87m> :N\/]T/ Z < s—m ><S+m>ns+m—rn2—s—m ’

T=Tmin

(B.0.9)

where, T" = (S_Efn,), Tmin = max{0,m + m'}, rpax = min{s+m, s +m’} and

N is the following factor independent of m/’,

N:u5+m(u*)s—m< 2s >_

N

s+m

The previous expression determines D(R). As benchmark, we mention that
this expression can be used to find analytical expressions for a general rotation
for up to spin 100 in a couple of minutes. In contrast, using Mathematica’s
built-in exponential matrix, one has to struggle to find rotations for spin 10
As an important application of the previous formula, we can calculate the
eigenstates of S-& with projection m, |@, m). Denote by 6 and ¢ the spherical
coordinates that characterize @. Then, |&, m) can be computed by rotating
the state |s, m) by an angle « = 6 around the axis 7 = (— sin ¢, cos ¢, 0). By
considering this observation and comparing with (B.0.5) we obtain,

* 6

ok — aip 8,0 _ 0 id
U =1u —cosi,v—sm§e¢,n—tan§e¢—c,

where ¢ denotes the complex number associated to @ via the stereographic
projection. Also note the following,

wu* = u? = 1
14¢¢*

By substituting this expressions in (B.0.9) we obtain finally,

Tmax / /
— +m _ P
1] A — T, $ m S s+m—r r—s—m
(s,m'|@,m) =NV ) st . ¢ Ca ;

T=Tmin

(B.0.10)

where

NI

1 25\
N = (1+¢C*)? <s+m>



Appendix C

Calculations of chapter 2

C.1 Curvature of a Lie group with a right invari-
ant metric

Suppose we have a Lie group endowed with a metric k that is right invariant
In this appendix, we compute the curvature (the Ricci scalar) in general for
this type of metric. Einstein notation for sum over repeated indices is used
throughout this chapter.

Since multiplication by the right is an isometry by hypothesis, the curva-
ture is constant for all the elements of the group, so it is enough to make the
calculation at the identity. Let e, denote an orthonormal basis for the Lie
algebra. Denote by C“g, the structure constants w.r.t.
to this basis, that is, we have the following equalities,

leasep] = C7gpey . (C.1.1)

Denote by FE, the right invariant vector field associated with e,. Because k
is right invariant, it is clear that the following holds for all the elements of
the group,

k(Ea, Eg) = £003 - (C.1.2)

Denote by ¢ the dual basis of e,. Also, denote by ¢ the canonical Lie-algebra
valued form, defined in the following way,

P(X) = Ry 1.X . (C.1.3)

where R, denotes the action of g in the group by right multiplication (we
opted for this notation in this appendix instead of <g used in the rest of the
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thesis so that the resulting expressions become simpler) and X is any vector
tangent at g. With this definitions, it is clear the following equality holds,

Y =eqnp”. (C.1.4)

Using the Maurer-Cartan equation [23, Remark 2.2.17] we can write the
following,

1
dy + 5[% 0] =0. (C.1.5)

By substituting the expression for ¢ (C.1.4) in the previous equality we
obtain the following,

1
dp® + ECo‘gvgoﬁ AT =0. (C.1.6)

From here, we can calculate the Riemann tensor. Given some orthonormal
fields F, and its dual forms ¢, it is a well known theorem that if we find a
matrix of 1-forms 9a7 such that the following equations hold,

AT, (C.1.7)

then we can calculate the Riemann tensor according to the following equa-
tion [23, theorem 6.2.6 and lemma 9.3.9],

1 o4 a1l
§Ra55MQD§Ag0“:d9 g+0 7/\575. (C.1.8)

In our particular case, by examining equation (C.1.6), it is clear that the
following expression satisfies the requirements mentioned in (C.1.7),

0 a 1 « « ay, B — o B

O(k)% = 5(C%y = Crp® = Cpy )¢ = T" (C.19)
Indeed, if we lower the index « in the previous equation, the resulting term,
0(k)a~, is antisymmetric in v and «.. Moreover, since the sum of the last two
terms of Tg, is symmetric in 8 and -, when we contract it with O A7,
the result is zero; therefore, the first equality in (C.1.7) holds.

From here, the components of the Riemann tensor can be calculated using

the equality (C.1.8). By a direct computation, we obtain the following,

do(k)*g = TO‘«/gdtp7 = —Tang'ygugo‘S At
)75 = Taé'yTA/uﬁSod A (pli )

—~
_
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so that by evaluating (C.1.8) at the fields Es and E,, we conclude the
following expression,

R(K)*gsp = =T3(T" 50 = T ps) + Ty T g = Ty T55. (C.1.10)
Once we have the Riemann tensor, we can calculate the scalar curvature,
R(k) = R(k) o5 = =T (T"ap — T7ga) + Ty T75" — T%5, 170"
= T75aT% " = T7agT + Ty 175" = T, 170"

Note that the last term is the negative of the first one, so that they cancel
each other out and we obtain the following,

R(k) =T, T75° — T 05T%.° (C.1.11)

In the following paragraphs, we calculate each term of the previous equation.
Using the definition (C.1.9), we have the following equality,

« 1 e a @ 1 @ «
T = 5(C% = Can® = Cra®) = 5(Cay = Cay®). (C.112)

where the last term was canceled out because the structure constants are
asymmetric in the last two indices. In the same way we have,

V5% = %(Cvﬁﬁ — P — Py = —CsP7, (C.1.13)

where the first term was canceled by the asymmetry of the structure constants
and we noted that the second term is equal to the third one. By multiplying
the last two equalities, we obtain the following result,

1 1
T, 175" = §cmacﬁﬁ'y —~ 5(JC*Mcﬁﬁv. (C.1.14)

Now, we calculate the remaining term of (C.1.11). In this case we have,
T’yaﬁTOé«,ﬁ _ Tfya,BTOW’B — %T’yaﬁ(ca%@ — O"Ba _ Cﬁ’m) — %T’mﬁca’yﬂ ,
(C.1.15)
where we use the fact that T4 is antisymmetric in 3 and « while the sum
of the last two terms is symmetric.
Going on with the calculation, we obtain the following,
1

Qv 1 «
572080 = 2(Crap — Capy — Cpay)C"
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1 1 1
=1 amcaﬁv _ ZCWBCQBV + Zcﬂawcaﬂv
1 1 1
=1 aﬁvcaﬁv — ZCF)/O‘BCOCB’Y — Zoﬁavcavﬁ
1 1
= 0y CPY — ic,yaﬁcaﬁm (C.1.16)

where, again, we used the fact that the coefficients C' are antisymmetric in
the last two indices to conclude the last equality.

Finally, by using the previous equation and (C.1.14) in (C.1.11), we obtain
the following result for the scalar curvature,

1 1 1 1
R(k) = icmacﬂm _ 5000&“/0557 _ anﬁ’yoaﬂv + 50-\/04,800(’87
1 1
= Coy“C5P7 — ang,ycaﬁv + 5CWCW7 : (C.1.17)

In the next section, we compute this scalar for the rotation group SO(3).

C.1.1 The case of SO(3)

Consider the Lie algebra of SO(3), and denote by S; the standard generators
of rotations. Suppose that, for a certain right orthonormal frame (of R?) 77,
7 and p, the metric k£ has the following expression w.r.t. the basis {S - M,
S-n, S-p} (in the next section we check that this is indeed the case for the
metric k we are interested in),

AS? 0 0
k=2 0 AS2 0 (C.1.18)
0 0 AS?

Define e; according to the following equation, e; = S - m/(v/2AS1). Also,
define es and e3 in a similar fashion. Clearly, by construction, the matrix
representation of k respect to the basis {e, e, e3} is the identity matrix.
This implies that raising and lowering indices in this case is trivial.

Using the well known commutation relationships for S-m, S -7 and S - p,
we obtain the following (no sum over « and S implied),

AS
leq, e8] =1 <7> €' agey (C.1.19)
; V2AS,ASs !

where €73 denotes the components of the Levi-Civita tensor. From here we
can obtain the structure constants (again, there is no sum implied),

AS
Clog=|—=—L— ] €us, C.1.20
o (ﬂAsaAsﬁ>e ’ (6120
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By using the previous equation and (C.1.17), we can calculate the curvature
in this case. Note that, because of the asymmetric properties of the Levi-
Civita tensor, the first two terms of (C.1.17) are zero. Now, we calculate the
remaining terms. We have,

Capy C7 = Cra3C™ + C13pC' + Cn C*' + Co13 O
+ C321C%! + C312C312
= 2C193C™% + 20931 C*' + 2039, 0%
AS? AS? AS?
= ASIASI T ASPASI T ASIASE
while, for the last term, we have the following,

Crrap O = 12307 + C132C3H 4 Co13C"32 4 Co31 C312 4 312012 O, O3

IS
T AS? T ASZ T ASE

Putting everything together in (C.1.17) we obtain,

R(k) = 1 N 1 N 1 ASsf  AS§ ASE
© 2AS82  2AS2  2AS? 4ASZASZ 4ASPASZ 4ASZAS?
(C.1.21)

After some simplification, the result is,

 2(ASZASE + AS2ASE + ASZASE) — (ASH + ASS + ASY)

R(k) IASTASIAS]

(C.1.22)
But, by looking at the expression for the matrix k& (C.1.18) (the matrix
written w.r.t. the basis {S -m,S -n,S - p}), we can note the following,

Tr(k) = 2(AST + ASF + AS3),
Tr(k?) = 4(AS} + ASS + AS3),
(Tr(k))?* — Tr(k?) = 8(AS?AS? + AS?AS? + AS2AS?)

Det(k) = 8(AS?AS3AS?),
So that the expression for R in terms of the matrix k is the following,

R(k) = (L/D{(Tx(k))* - Te(k*)} — (1/4)Tr(k?) _ (Tr(k))® - 2Tr(k?)
(1/2)Det(k) 2Det(k)
(C.1.23)
Note that the previous equation is left invariant if k is replaced for the matrix
UTkU (being U an unitary transformation). Therefore, this equation allow

us compute the curvature without the need to diagonalize the metric k first.
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C.2 IP(H) as a fiber bundle

Remarks on notation

Here, we recall some of the notation introduced in the previous chapters of
the thesis that is relevant for our calculation. We also introduce some new
one.

Denote by N = 2s the real dimension of P(#;). To carry out the calcu-
lations, we use the representation ofP(Hs) in terms of density matrices, as
prescribed in (1.1.6). To simplify the final expressions, instead of defining
the Fubini-Study metric h as in (1.1.11), we drop the factor 1/2 and define
it simply as,

h(v1,v2) = Tr (viv2) . (C.2.1)

Of course, the results presented in section 2.1 were properly rescaled so they
are valid for the original metric A (1.1.11).

As mentioned in 2.1, P(H) can be decomposed as a fiber bundle where
the base space is . and the fiber is generically isomorphic to SO(3). We
denote by 7 the projection operator for this bundle. Given a element r in
SO(3) the right action of 7 in IP(H;) is defined as in (2.1.1). However, instead
of denoting the action as p <, we opt for the more compact notation R,p,
that is,

R.p=D(r)'pD(r), (C.2.2)

Given an element A in so(3), we define the fundamental vector field Af
as in (2.1.2). Another important definition is the one of the connection w
(2.1.8); we say that a vector v tangent at p is horizontal if and only if it
is perpendicular (w.r.t. the Fubini-Study metric) to all the vertical vectors
(2.1.2). We denote by € the curvature form corresponding to w.

We can readily check that this characterization of horizontal vectors
indeed defines a connection. The required condition is that the right action
of the group maps horizontal vectors into horizontal vectors. This is indeed
the case, as the right action maps vertical vectors into vertical vectors (this
property is valid for any fiber bundle) and preserves the Fubini-Study metric.
To check this, consider a point p representing an element of projective space
and two vectors v and w tangent at p. For any r € SO(3), compute the
product of R,,v with R ,w,

h(Rysv,Rysw) =Tt (Rpyv Rpw) =Tr (D(r) vwD(r)) = Tr (vw) = h(v, w),
(C.2.3)

that is the product between v and w. This proves the claim
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The horizontal metric g for . is defined as in (2.1.11). In a similar way,
given a point p we can define a metric in so(3) as in (2.1.9). However, because
of the rescaling we made of the Fubini-Study metric, the expression for the
matrix k() is,

k) (S, S5) = k) = 2R(SaS5) — 2(Sa)(S5) (C.2.4)

[}

in terms of k() and g, Fubini-Study metric can be written as in (2.1.12).

A particular section of P(H,)

In the following paragraphs, we briefly mention a particular section of P(Hs)
that we use throughout all the calculation. As it turns out, this section is
well define except for a set of measure zero.

Consider an operator p representing a point in P(#;). At p, the 3 x 3
matrix for the vertical metric k(?) (C.2.4) is real and symmetric. Then, as
guaranteed by a standard result in linear algebra, k( p) is diagonalizable, and
it can be diagonalized by a rotation matrix in SO(3). Call r to said matrix.
Then, we have the following,

rTk)r = Diag(Ar, A2, As) = k%, = 6, (C.2.5)

where \; denotes the eigenvalues of k(). By rewriting the Lh.s. of the equality
after the implication we obtain,
P k)8, = 12 k) (Sa, Sp)rf, = KO (12,80, 17 ,55)
= k(S Ty S - 1y) (C.2.6)
where 7, denotes p-th column of r written as a 3 dimensional vector and
S -1, denotes the angular momentum operator associated with the vector

r,. But, by using the algebra of rotations, one can check that the following
equality holds,,

S -1y =D(r)S,D(r)".
Substituting this equation in (C.2.6) we obtain,
r® k)8, = K)(D(r)S,D(r)T, D(r)S,D(r))

= h({D(r)S.D(r)"} {D(r)S, D(r)'})
= W(Rr{D(r)S,D(r)'}¥, Ry {D(r) S, D(r)'})
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= n(Sh, Sb) = k) (S, 5,) = ko).

where we used the definition of the metric k) to obtain the second line
and the fact that the metric A is invariant under the right action to obtain
third one. Direct substitution of this result in equation (C.2.5) produces the
following,

k() = S, (C.2.7)
Mathematically speaking, this means that at the point R,.p, the metric k is
diagonal w.r.t. the basis {S;, Sy, S.}. In turn, this implies that, given any
p, we can always find a point in the same fiber such that in said point the
metric k is diagonal w.r.t. the basis {S;, Sy, S.}. By choosing this point
continuously for different shapes, we can build a section where the metric is

diagonal. This fact also justify that the matrix k can be written as claimed
in (C.1.18).

C.2.1 Relationship between R(h), R(k) Tr (2?) and R(g): a first
equation

In this section, we calculate the curvature R(h) of the projective Hilbert
space at a point p in terms of the curvature of ¢, of k(®) and of the curvature
of the connection Tr (22). To simplify the notation, sometimes we write k
instead of k().

First, we make some definitions. Consider F' = N — 3 orthonormal
fields in ./, £, -+, Ep. Denote by gl, e ,gF their dual one forms in ..
Furthermore, assume w.l.o.g. [23, theorem 9.3.7] that the vector fields are
such that, at the point S = 7(p), the following expressions hold,

de'ls=0, i=1,---,F. (C.2.8)

Let F1,--- , EF be the horizontal lifts of the vector fields E;, -, Ep. We
denote the elements S;, Sy and S, of so(3) generically as S,. In general, we
use Greek letters for the vertical indices. Denote by o the section defined in
the previous section. Furthermore, suppose that the point p we are considering
is in the section, o(S) = p.

Over the points of the section, define the vector fields F, as the fun-
damental vertical field associated to l, = Sa/(v2AS,) (no sum implied),
E, = [%,. In this way, by definition of &, the vector fields E,, constitute an
orthonormal set. Extend these vector fields to the rest of the fiber using the
right action. Denote by C®g, the structure constants of so(3) w.r.t. the basis
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lo (see equation (C.1.20)). To simplify the notation, we make the following
convention for the indices; indices such as i, j, k,l, m,n denote horizontal
quantities, indices like «, 8,7, d, i, v, as already mentioned, denote vertical
indices and indices such as a, b, ¢,d, e, denote both vertical and horizontal
indices. Note that by construction, the vector fields E, are all right invariant.

We also denote by ¢® the 1-forms in projective Hilbert space dual to
the orthonormal fields E,. If we define hq, = h(E,, Ep), using the equation
(2.1.12) and the previous definitions, we can easily check that for any point
p' in projective Hilbert space, we have the following,

hij = g(E; Ej) = g4
hap = k) (lay1g) = bap,
hig = hgi =0.

As we can note, the metric is block diagonal when considering Latin indices
versus Greek ones. Because of this, we can lower and raise Greek indices with
the metric £ and the Latin indices with the metric g.

Suppose we have a point p' = Ryo(S’), with " a point in shape space in
the domain of ¢. In said point, we define the following so(3) valued 1-form,

@(p') = Ry-1w(o(S')), (C.2.9)

Since @ is a 1-form valued in so(3), we can write it as @ = ©%l,, where @ is
a real valued 1-form. Note that, at the section, the 0® = ¢® holds. Indeed, it
is easy to check that both forms are zero when evaluated at horizontal vectors
and, because in the section the equality w(F,) = l, holds by construction,
WYEg = ¢*Eg = 63 also holds. In the same way, since (2 is a 2-form valued
in so(3), we can write it as Q = %‘Qaijcpi A 7. In the previous sum there are
no terms of the form ? because by definition, Q is zero if any of the vectors
it is valuated on is vertical.

Next, we proceed to find the relation we seek. The technique is to use
(C.1.8) with the vector fields E,, that are orthonormal by construction. First,
we calculate the term dy7, using the well known formula,

dpY (Ea, Ep) = Ea(¢" (Eb)) — Ea(@"(Eb)) — ¢ ([Ea, Eb))
= —¢"([Ea, Eb)) ,
where E,(f) denotes the action of the tangent vector E, on the function f.

Since the fields are all right invariant (and as a consequence their dual forms
are also right invariant) we can easily check that the previous quantity is
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constant along the same fiber. Indeed, if we calculate it in the point Ryo(s),
using the following equalities,

Ea|Rg‘7(3) = Rg*Eala(s) )
90&|Rgcr(s) = R;—1 90(1’0(3) s
we can conclude that,
A" (Eq, By)|pyo(s) = — Rl 19" ([RgEa, Rgu b)) = =R} 19" (Ryu[Eq, )
= —R; 1Ry ([Ba, B)) = —¢"([Ea, B]),  (C.2.10)

where the field and fields are evaluated at the section. Because of this, it is
enough to calculate the commutators at the points in the section.
Consider the following three possible cases,

e E,=FE, and E, = Eg. Then we have,
dp?(Ea, Eg) = =" ([Ea, Es]) - (C.2.11)

To calculate the commutators, we do the following trick. Since € is
zero when evaluated at vertical fields, we have the following,

0= Q(Eq, Eg) = dw(Ea, Eg) + [w(Ea),w(Ep)]
= aw(Eg) — ng(Ea) — w(Ey, EB) + [la, lﬁ] , (C.2.12)

but (all the derivatives are evaluated at ¢ = 0. Also recall the following
expression for a fundamental field, I}, = d/dtR,i.t),

d d d -
Eow(Eg) = —tw(EB’Re—uat) = —W(Rp—itat, Eg) = —elloliy(Eg)eilat

d dt dt
= Loty oot — 1, 1) (C.2.13)
= dt B€ = as gl i

where F,|, is a shorthand notation for E, evaluated at p. Obviously,
in the same way, we have an analogous expression for Fgw(E,). By
substituting these expressions in (C.2.12) we obtain (recall that, in the
point of the section, w = ¢71,),

0= [lg,la] = w([Ea, E3]) = w([Ea, Es]) = I3, la]
= ¢ ([Ea, Eg])ly = =C7aply .
= ¢ ([Ea, Egl) = =Cap -
By considering these expression in (C.2.11), we obtain,

ngW(Ea, E,B) = Cwaﬁ . (0.2.14)
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e £, = E; and E;, = Ej;. Like in the previous case, we calculate the
necessary commutator (C.2.10) using the curvature €. Since both fields
are horizontal,

Q(EZ,E]) = dw(E,-,Ej) = EZM(E]) — EJW(EZ) — w([E,,E]]) =
Wijly = =" ([Ei, Ej)ly = Vij = =97 ([Ei, Ej]) .-

A similar analysis like the one done for the previous case leads to the
following expression,

ngV(Ei, Ej) = Q’yij .
e E,=FE, and E, = E;. Suppose [E,, E;| = —DﬁaiEg (as we check at

the end of the section, this commutator needs to be vertical). Note that
the coefficients D are constant along any fiber. In this case we have,

dp?(Ea, Ei) = D7 - (C.2.15)
We define D#;,, in an analogous way.

Considering all the previous cases, we can write the following,
1 A . , A
dp? = S (CTage™ A 0% + Q0" Np! + DV0i0® A o'+ DViatp’ A %)
= Q" N, (C.2.16)

where @) is given by the following equalities,

1 1

Qo = 507a57 Qi = 597@',
1 1

Q’Yai = QD’Yaiv Q’yia = QD’Yia .

Note that Q" = — Q" 4q.

Next, we calculate dp’. Note that ' = W*fi. Indeed, it is a matter of
routine to check that both forms are zero when evaluated in vertical vectors
and coincide when evaluated in the horizontal field F;. Because of this, we
have the following equality, d¢’ = w*dgi. But, by considering the Levi-Civita
connection for the metric g, we have, using (C.1.7)

de' = =" {B(9) 1 &'} =~ Do)} A = Qg A, (C217)
where,

Qija :Qiaj :Qiaﬁ :07
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Q'rj = =(0(9)'r; — 70(9)"j1) , (C.2.18)

where we wrote 70(g)%; as 7*0(g)’; = 7*0(g)"jx". Again, we can note that
Q@ is antisymmetric in the lower indices by construction. Just as we did in
section C.1, we propose the Levi-Civita for the metric h as the following,

0(h)% = (—Q% + Quc" + Q)" , (C.2.19)

as we can easily check that it satisfies the requirements of (C.1.7).
Now, we compute the coefficients the Levi-Civita connection explicitly.
In this case we have,

g(h)aﬁ = (_Qac,ﬁ + Q,Bca + Qcﬂa)<pc

1 1 -1 1 o1
= —50%s¢" = 5D%pp" + 508, 7 + 5 Dpi"0" + 5Cy5%¢"
1 .
=T%pp" + 5 (Dpi = D%p)¢"
=0(k)*s — D5¢" . (C.2.20)

The last line defines D. Note that T" and D are constant along the fibers, but
they are not in the horizontal directions. We can make exactly the same for
the rest of the components,

O(h)% = (—Q%i + Qic™ + Qci®)¢°
1 1 . 1
= —§Daryig0’y — §QO¢JZ90] + 0 + §D»yiag0’y
1
2
1 .
= A/Z‘ago’y — iﬂajigoj , (C221)

1 .
(D~ — D% )¢ — iﬁajmj

where we defined M in the last line. Of course, this implies the following
relation,

O(h)'o = —M, 0" + %Qajitpj : (C.2.22)
And finally, the remaining components,
— Qi+ Q) + Qs )p°
(—7*0(9) "k +70(9)"j + 70(g) 1" — 7°0(9);'% + 7 0(9)r;"

(h)'j =

M| =

o 1.
— 7 0(g)k" )" + 53"
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N 1 .
= 0(9)" jre" + 55"
L 1 A
=7"0(g9)"; + 59,”’@"’ : (C.2.23)
With all the components of the Levi-Civita tensor in hand, we calculate their

derivatives, so we can compute the Riemann tensor afterwards. Therefore we
have,

di(h)*s = dO(k)*5 — D%igj¢" N ¢’
=T%pi0" N7 +T%pdg” — D% 0 A '
=T%gip" N =Tp0(h)7a A" = D% 5" A '
=T 5.0 A" =T 50(h)7; A" — T 0(h) s A @ —D%g i A ¢
A 1 . .
= T%gip" N7 = T MM A ' + ST i A !
— Ta%gg(kﬁg A QD(S + Ta75D7i5g0i A g06 — Dai&j@j AN (pi
= (T8, + T Mpui” + Tavﬁpviu%@i At
_ 1 ‘ .
—T%60(k)7s A @ + (2Tavﬁmjz‘ - Do‘wa) ¢ AQ
Recall that, as a matter of notation, we denote the derivative of a function
E.(f) as fq. In the first equation we took advantage of the fact that at our
point, dy’ = 0. Going on with the other components,
n @ « Vi (0% 1 a k Vi
di(h)*; = M,;* jo' N7 — 59 jikP N
= M,i%0(h) 5 A" — My “0(h) 5 A g
. 1 .
= Myi® ;0" N — §Qajz‘,k90k A
— M,®0(k) 5 A @ + My 2D j507 A P
1 .
— Myi*Mpg 0" A @ + §M~/z’a97kjs0k A
= (Myi® j + Mg D" jy + MMy ;)7 A

1 . _
+ 5 (M — Q% k)" A ! = My 0(k) g A
Note that the following equality holds

Mﬁiapﬁj’y + MBZ‘QMW'B = ]\IBZ‘OCIJBJ',y . (C.2.24)
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Because of this, we have,

dB(h)®; = (M j + Mg;“D" 1) A 7

1 . _
+ 5 (My Q7 — O%i k)" A — My “0(k) 5 A o .

With a very similar calculation we obtain,
dg(h)ia = _(Mvirw' + MﬂiaDij)Spj Ap?
1 . , . o
= 5 (My a2 — Qaj’ B)e" A? + M aB(R) 5 A .
And finally, we derive the remaining component,

1) ; * 77 i 1 7 a 1 0 o a
di(n)'; = 7 dB(9)"; + 5 LN - 5" 0(h)% A

=7"df(9)'; + %Qaf,wk A @
- %Qa/ (M BT A QP — %Q"‘mwm A sok)
. %Qaji (é(k)ag AP — D%p" A @B)

= 7*df(g)"; + %Qaa‘i@”‘mk@m Aot
+ % (Qaji(pakﬁ + Mgpi®) + Qﬂji,k) AN
- 50 B0 1

. 1
= 7 d0(9)"; + 705" 2 mip™ A "

1, | 1
+ 5 (2" D%s + Qs ) ¢ NP = S0 B(R)s A 6

Now, we calculate the terms of the form 6(h)%, A 6(h)’., which are also
necessary to obtain the Riemann tensor according to equation (C.1.8). First,

B(), A B(R)s = B(R)%: AD(h)'s + B(R)*, AB(R)5
1 , 1 .
- <M'Yia807 - 2Qam1§0m> A (_M’Yzﬁsov + 295]180])

+ (00 = D) A (00675 = D557
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1 . .
=3 (_MMQQ&] + QaimMum5> @' At
— M,*Ms's07 Ag® +0(k)*y AO(Kk) g
1 S
+ (—4Qaij5ik + Daj,yD'yig) (pj A gOZ

+ D750  NO(K)Y — D AO(K) 5.
Then,

()™ NB(h)"s = B(h)*; AB(RY; +8(h)*%, AB(h);

= (Mvjaw - ;Qamj90m> A (W*Q(Q)ji + ;ij%ﬂ)
+ (90‘3)&7 - Da]"y‘»@j) A <M/3i7905 - ;vaisﬁm)

= M, ;9" AT 0(g);
- %Qakj(:@k AT 0(9)i + %Mwaﬂmjsﬁ AP
+ Mg 9(k)* A g — (Do‘jaMw‘s + iQaijvik> N
- %ijig(k)av ANl + %Dakwgvﬁwk A

= %Mwmmjgﬂ AP+ Mg 70(k)* A P
- (DOCJBMM& + iQajk:Q'yik> ¢ AT

1

_ o .
= 5 Wid(k)% A+ 579“1@97]‘@‘90’9 Ao,

where in the last equality we took advantage of the fact that 8(g) is zero at
our point of interest.

For the remaining product we have,

O(h)' AB(R); = B(h)'k AO(R)F; +B(h) o AB(R);
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1 . .
= (4Qﬂijvk2 + Mwo‘Mﬂla) N
1 ) )
+3 (M,Bjagakl - Qaijﬁla) 0" A pf
1 .
- ZQakaaml(Pm A Spk :
Finally we have all the necessary ingredients to calculate the full Riemann

tensor. For our purposes, we only calculate the components that are relevant
for the scalar curvature. We have then,

R(h)%gys = =T ugT" 15 + T%ugT sy + T Ti5 — T3, Th g
- M Mgy + MM
— R(k)aﬂwg — M,yiaMgzg + My @ ’YZB
i T NG 1 . 1 ] .
R(h)zjkl =7 d9(g)3<Ek7 El) + igajlgakl _ ZQaleakl + ZQakaoalz
: 1 : 1 1 .
= R(g)zjkl + §Qozjlﬂakl - ZQaleakl + ZQakaalZ
R(h)%nj = —(My:® j + Mg *D"},)

1 1
+ (D%MM - 4Qajk9w-’€> - iaﬁﬁzﬂw :

so that,

+ %(Dﬁﬂ + D% ) (Do + Do'P)
= R(k) — Do;*Dg'?
+ %(DﬁﬂD% + D *Dy'?)
R(h)Yij = R(g)"i; + %Qajiﬂaij - %Q“ﬂ Qai’ + iﬁaz’jﬁaj '
— R(g) - Zmzjwﬁ (C.2.25)

) 1. 1 4.
+ (DméMaié + 4Qaleo¢ik> - §Q/BliTaa5



143 C.2. P(Hs) as a fiber bundle

1 , , .
= —5(Dsi* Do + D% D) — My'®
1 -
+ ZQO[Z‘]'QO{Z] 5

where we used the fact that M is symmetric in the first and third index while
D is antisymmetric. Going on with the calculation we have,

. . 1 .
— Mg D%, + DY5M,;* = —5(Dai® + D%3)DP,, . (C.2.26)
Finally, we calculate the scalar curvature,
R(h) = R(h)®a = R(h)* a5 + R(h)*a; + R(h)"i1a + R(h)"7;

R(h)*ap + R(h)Yij + 2R(1)™ o
R

A 1 . A
(k) — Dai*Dg'? + §(DﬁiaDma + D3 %D,y P)
3 ) . .
+R(g) — 1 0%;QaY — (Di* D% o + D% 3D )
. 1 y
_ 2Mawé,i + §QaianU
Loa o4 1 apBi a B
= R(k) + R(g) — ZQ i’ — §(D6i D'y + D%;3D"",)
—2D,"* i — Do Dg"? (C.2.27)

Until now, we have not specified the coefficients D. We calculate them in
terms of the connection. Recall that they were defined by the equation
[En, B = —-DFf «illg, so that we need to calculate the commutator of such
fields.

First we prove that it is indeed vertical, as was previously claimed. This
is a consequence of the fact that the commutator of a right invariant field
and a fundamental field is zero, as can be proved by noting that the right
invariant field is constant along the integral lines of the fundamental field.
Suppose that V is a vertical field and Hp is a right invariant vector field. We
have then that,

[V, Hg] = [V*Sk, Hg] = —SLHR(V®) + V*[Sh, Hr] = —SLHR(V®).
(C.2.28)
For the first equality, we used the fact that the fundamental vectors are a
basis of the vertical space. For the second one, we use the product rule for
commutators. Clearly, this implies that the commutator [E,, E;] is vertical,
as previously claimed.
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Now we calculate the commutator, using the trick of the curvature as
usual,

0=Q(E,, E;) = dw(Eq, E;) + [w(Ey), w(E;)]
= dw(Ea, Ez) = an(Ei) - E,w(Ea) - w([Ea, Ez])
= —Eiw(E,) — w([Eq, Ei]) =
W([Fa, Ei]) = —Eiw(Ey) . (C.2.29)

Recall that we are working over a point in the section o. Define the coefficients
A%; according to the following equality,

0.(E;) = E; + A%;5% . (C.2.30)

In other words, this means that the vertical component of the vector o, (E;)
is A%;S%. Note that the coefficients A%; are defined in terms of the vectors
St instead of the fields E,. This simplifies later expressions. By substituting
this expression in (C.2.30), we obtain the following,

W([Ba, Ei]) = —0u(E)w(Ea) + A% Shw(Ey) . (C.2.31)

Now we consider each term. Recall that, in the section, w(FE,) = l,. Clearly,
the integral curves of o.(E;) lie completely on the section. Because of this,
we have (no sums implied in the following equations),

1 1
—0u(Ei)w(Ea) = —04(E;)la = _7\/§Saa*(ﬂi)7ASa
(AS,) (ASq) i
= tS, = . C.2.32
V2AS52 AS, ( )

Since AS, is constant along the fibers (regarding it as one of the eigenvalues
of the matrix k), we can change the action of o.(E;) by the one of E;.
For the second term of (C.2.31), we have the following,

APS8w(Ey) = V2ASs AP lhw(Ee) = V2ASs A% Egw(E,) . (C.2.33)

The last quantity was already calculated in equation (C.2.13), so, by consid-
ering it, we obtain the following expression,

AP SEw(Ee) = —V2AS5 AP ig, 1] = —V2AS5A%:C7 ol
= V2AS5A%,C o5l . (C.2.34)
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By substituting everything in (C.2.31) and writing the connection as w = 71,
we obtain the following,

(AS,).i

Sy + ﬁASﬂAﬂicuﬂ> L, =

AS,) i

o ([Ea, Ei]) = (( A b + \/iASgAﬂimaB) N
A a),

—QOV(D'BM'EB) = (( Aia’ dary + ﬂASgABiC’Yo@) =

(AS,).i
AS,

(ASq) i
AS, Sory + V2AS5A5,07 5.

Soy + ﬂASgAﬁZ'C'yag) =

D’yia =

Now, we make some heavy calculations involving D. Since the metric is
diagonal in the basis we are working on, we can raise and lower indices
without talking too much care. We have in this case,

o ASq) 1
D=3 (AS) = Y (nAS,) = £ Y (nAS?),
o o o o
— IS 2+ mAs?), = L m2as?); = L (T maas?
2 — a/yt 2 — a/yt 2 ~ [0 )

(InDetk) ,; (C.2.35)

N | =

1 2
= 5 <ln1;[2ASa> Z ==
where k is given by the equation (C.1.18). The missing term is zero because
the term C,3 as noted in (C.1.20). Using the previous result we obtain,

. 1 s 1
o _ } ap b _ 2
Do ;=53 (nDetk) ;i Dai®Dg' = 23 (nDetk) . (C.236)

(2 3

Even though we calculated Det k in points in the section, we can readily
check that it is constant along points in the same fiber. Indeed, consider a
point p and a point R4p in the same fiber. We have in this case,

k) = hy(SE, 5%) = hiyp(RgeSh, RgiS%) = hiypl(97 0%, (97 559)%) |

where we used the fact that the metric is right invariant to obtain the first
equation and denote as g~'S,g as the adjoint action of ¢ in the element S,.
Since we are working in SO(3), said action is given by a rotation matrix,
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that is, g71Sag = GH4S,,, with G a rotation matrix. With this definition we
have,

k‘gpﬂ) - guagVBhRgp(Sﬁa Slﬁ/) — guaguﬁkl(fy) — gTaukl(ﬁ/)guﬁ’
or, written as a matrix,
k) = gTEBap)G = (0) = g1 (Rar)g

where we used the fact that the matrix G represents a rotation, so that
the following holds, GT = G~!. Clearly this implies that the determinant is
constant along the fibers,

Det k() = Det k(RsP) (C.2.37)
Now, we have for the last term,
(Dgi* Do + D% gD o) = (D + D% 3) D .
But,

2(ASa)

(Dpi® + D% ) = AS : dap + \/iASWAVi(Cﬂav +C%,) -

Using the fact that the metric is diagonal, and the expression (C.1.20), we
can easily check that,

2
e} AS «
C%y = — <AS;> Cs%, (C.2.38)
so that,
2
2(AS,),; AS,
o pe )= )i A0 (11— :
(Dsi® + D% ) = =15 Jap + V2A5,47,Cp 7( <Asg>
(C.2.39)
Note that,
AS2  AS, (AS;  AS,
1-—2 = —~ 2.4
ASZ ~ ASg <A5a A55> ’ (0:2.40)
AS, AS, ASj 1
Cs®y = o= =) %5y, (C241
ASg 77T Asy (ﬂAS@S)Eﬁ ! <\/§A57> “oro )
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so that,

« [ _ 2(A‘S’a), ~y ASB ASa
(D@l + D 15) = AS., (5 — AY;e” By (ASQ ASﬁ , (C.2.42)

We also rewrite the term D?, in a more convenient fashion,

. (ASW) ASgeP
poi, = Lap + V2AS, AT, | =200
AS, V2 (f 2AS,AS,
(AS,).; AS

Now we have to multiply the terms of (C.2.42) and (C.2.43) and sum over «,
B and i. As we can easily check, there are no cross terms mixing d,g with
the Levi-Civita tensor €. The reason is that the first is only non zero when
« = 3, while the second one is only non zero when o # 3. Because of this,
the product under consideration only has two terms. The first one being,

(ASOJJQ
Zam A52 i, Ry (C-244)
while the second one is,

AS;  AS AS
_ vy _ « . B B
Q%{A i€ (ASa ASB> Alie ““} (AS() ’

Notice that, in the previous equation, the term inside the braces is antisym-
metric in «, [ since it is the product of three antisymmetric terms. Because of
this, we can consider only the antisymmetric part of the last term to obtain,

AS; AS AS; AS
_Z V. @) gn B B _ BPa)
ZA “h (AS Asﬁ> A% o (ASa Asﬁ>

aﬁz
2
AS;  AS,
_aZBZA’Yle 57A“16 au (AS ASﬁ) ,

Putting everything together, we obtain,

(Dpi®D” o + D% Do) = (Dpi® + D% 5)D"s
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_QZ A52

2

AS;  AS,

_721476 ,B'Y 26 QM<AS _ASB> y
afi «

(C.2.45)

By substituting (C.2.45) and (C.2.36) in (C.2.27), and using the fact that,
for the projective Hilbert space of a spin s, the curvature is R(h) = 4s(2s+1)
(as it is proved in equation (C.2.67) further down) we obtain,

1 .
4s(2s +1) = R(k) + R(g) — fQ%kQJ’“

2

AS AS,,

+7 ZA’YIE B’YAMZG Qp (Asﬁ ASB)
aﬂz

a),iQ 1 2
— Em, TS{% — EZ (111 Detk‘)}ii - Z EZ (ln Detk),i
(C.2.46)

C.2.2 Relationship between R(h), R(k) Tr (Q?) and R(g): a
second equation

In this section, we rewrite the result (C.2.46) of the previous section so that
the resulting one does not involve the coefficients A of the particular section
o we chose; that is, we write (C.2.46) in a covariant way.
First, consider the term Ej;(kog). Using equation (C.2.30) we can rewrite
it as,
Ei(kag) = 04(E)kap — A"iShkas . (C.2.47)

For points over the section, the first term in the r.h.s. is non zero only if
a = . In the other cases, by construction of o, kg is zero along the points
in the section, so its derivative in directions tangent to the section is of course
Z€ro.

In case that o = 8 we have, using the expression (C.1.18) (no sum implied
over «),

Ou(E koo = 204(E;)AS? = 4AS,0.(E;)ASy = 4AS,(AS,) i, (C.2.48)

where, we used the fact that AS, is constant along the fibers (just like we
did in the previous section) to change the derivative o.(E;) by the one with
respect E; to conclude the last equality.
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By considering the previous observations we obtain,
0x(E;)kap = 4AS4(ASy) i0ap - (C.2.49)

Now, we calculate Sﬁka,g at our point of interest, pg = o(S). Note that an
integral curve of the field Sg is p(t) = Ry()po, with g(t) = e it Along this
curve, the function k,g has the following values,
kap = hyw) (Shy S5) = hi gy 00 (S50 S5) = by (Ry(y-1.55, Ry(-1.55)
= hpo((98a9™")?, (985971 )F) | (C.2.50)

where we used the fact that the metric is right invariant for the third equality,
and the way the fundamental vectors transform with the pushforward of
the right action in any fiber bundle to conclude the last one. By taking the
derivative w.r.t. t, and by remembering that, at the section o, k is diagonal
we obtain,
Sﬂ(kaﬂ) = hp(_i[Suv Sa]ﬁ, Sg) + hp(ng _i[Sw Sﬁ]ﬂ)
= hp( paSh, S5) + hy(Sh, €,pS%) (C.2.51)
= 2AS3€% 10 + 2A52€% 5 = 267 10 (ASF — AS2) (C.2.52)

From this, by considering (C.2.47), (C.2.49) and (C.2.52), we conclude fol-
lowing equation, (no sum over «, 3 or i implied),

kagi = Eikap = AASo(ASy) i0ap — 2A%:€° 10 (ASF — AS2).  (C.2.53)
Using this equation, we can compute the following term,
> K kg ik,
afi
= (AAS4(ASa) iap — 2A%€° 10 (ASF — AS2))
afi
(408, (AS,) 10,5 — 24736, (ASF — AS2) k> kP

=Y (AASL(ASy) ibap — 2A%:€° 10 (ASE — AS2))

afi
Sy
v 5 2 2 « 5
(AAS,(AS,) 36,5 — 24736, (ASE — ASV))MS%S%
1
=2 R5EAg (A5a(A50) oy = 241 a(AS} — ASY)
afi @

(4S80 (ASa) ibas — 24% €7 1o (ASF — AS2))
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1

azm A52A52

- (2AS (AS ),ibas — A”i€” 1o (ASE — ASZ))

AS AS
_ A B 298 a
Z( A (Asa ASB))

afi
(AS) 5 [ASs  AS,
- AY; va - )
( “As, teo A€ | 35, 7 As,

where the sums over u and v are left implied. Note that, as it has already
happened in the previous section, the terms proportional to the Kronecker
delta and the ones to the Levi-Civita tensor do not mix; when one of them
is not zero the other one is. Because of this, after making the product, there
are only two non zero terms. The first one is,

%4 A52 —42 AS2 : (C.2.54)

(2A80(ASa) ibas — Aie” 1a(ASE — AS2))

while the second one is,

2
AS; AS
Ab P aA”ieﬁm< b 0‘), (C.2.55)

By putting together the last three equations, we obtain,

> kR (Kap) ik ) i

afi

AS AS
— m B g B B _ 2P
42 ASQ +ZA i€ ,U«aA i€ va (ASa ASﬁ)

afi
2
, AS;  AS,
42 52 QZBZAZe anA”ie% 5, (ASQ_AS,3> , (C.2.56)

where the last term was computed in following way,

2
AS AS,
m. B oqv. B B _ BPa
azﬂiA i€ MOzA i€ va (ASa ASﬂ)

_ZA,U/B A7 B Asﬁ_ASa2
v T OTNAS,  AS
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2
AS AS,
_ w. B v, o B _ a
EﬁiA i€ ap A7 i€ B’Y( S, Sg) ) (C.2.57)

By substituting (C.2.56) in (C.2.46), we conclude,

1 . 1
4525+ 1) = R(K) + Bg) — 30 00™ — 1 3 Kk b s

)

1
— > (InDetk) ;; — 1 > (InDetk) . (C.2.58)

Finally, recall that the basis {E;,} is orthonormal by definition. Therefore, to
compute the gradient or Laplacian of a function f (denoted by V o f and
Vi, f respectively), we can use the well known formulas valid for Euclidean
spaces. Also, we can trivially raise the index 7. This implies,

1 1 .
45(2s +1) = R(k) + R(g) — 7 Tx Q%) — Zkaﬂkﬁ"kag,%w,i
1
~ V50— LlIVo2l, (C.2.59)

where we defined,

® = InDet k, Tr (02) = 0%.0.% . (C.2.60)

Checking the formulas for s =1

In this subsection, we check the formula (C.2.46) for s = 1. This calculation
also serves as an example to see how to deal with the terms appearing in
said formula.

We make our calculations using the section defined in (2.1.5). In section
2.1.2, we can find the expression for the metric k& along with the one of AS,,
—note that some rescaling has to be done because of the redefinition of the
Fubini-Study metric done in (C.2.1). As noted in 2.1.2, the vectors v tangent
to the section are horizontal. Also, the metric k, is diagonal when evaluated
at the points of the section. Because of this, the section of (2.1.5) coincides
with the section o used to obtain (C.2.46). The horizontality of v implies
(see (C.2.30)),

A% =0. (C.2.61)

Now we need to find the expression for terms of the type f;. Since in this
case . is one dimensional, the index i can only take the value 1. Although
the vector d, is horizontal, it is not of unitary magnitude. Because of this we

have to work with the normalized field E, = E, = ﬁaq = \/ngri;(E?;?) -
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From equation (2.1.20), we can read the coefficients AS? (no rescaling
needed in this case). From (2.1.21), we can obtain Det k. After rescaling
accordingly, the result is,

32sin2(¢/2) sin?(q) .

Det k =
¢ (34 cosq)*

With the help of Mathematica, we find the following expressions,

—Z (s
A52 olay.  ASE
B 69+(2+Cosq+64csc 1) cosq
4(1 + cosq) ’
(3 + cosq)*

a Z(ln Detk) i = —Eq(Eq(In Detk)) = 4(cosq—1)2cos? §’

_ (cos2q —20cosq — 13)?
~ 16(cosq — 1)sin’q

1 1
- Z(ln Detk) 2 = = (Eg(In Detk))?
(2
Surprisingly enough, the sum of these three terms is 11,

1 2
- Z ASQ - ;(lnDetk),ii = 7 2_(InDetk)* =11.  (C2.62)

%

Since .7 is one dimensional in this case, the equalities R(g) = —(1/4)Q2%;;Q,% =
0 hold. By substituting these equalities, (C.2.61), (C.2.62) and s = 1 in
(C.2.46) we obtain,

12=R(k)+04+0+0+11, (C.2.63)

This result implies that R(k) is equal to one, just as was obtained in (2.1.22)
(after properly rescaling). From here we can conclude that (C.2.46) holds ,at
least, for the case of s = 1.

C.2.3 Ricci scalar for P(H,)

Up to now in this appendix, we have barely used that we are working with
the Fubini-Study metric h. In fact, a close examination reveals that (C.2.46)
and (C.2.59) are valid for any fiber bundle where the acting group is SO(3).
In this section, we use the fact that we are working with IP(#s). The first
step is to compute the Riemann tensor for h. Here we do not make all the
calculations, since that can be found in the literature (c.f. [9, 87]). We just
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present them here so we can reference them later on. we present it here to
later reference some partial results.

To make this calculation, we work with affine coordinates (c.f. equation
(1.1.5)). Denote them by z!,...,22%. Suppose 2/ can be written in terms
of its real and imaginary parts as z/ = 27 4 i3/. In these terms, define the
following complex tangent vectors,

l(aﬂ — iayj), Oz = %(833] + iayj). (0.2.64)

0 = 3

We can calculate the metric h in terms of J; and 0,. The calculation is
straightforward, but a little lengthy. Here we only present the final result,

25 zik 25 izk
har wag—N%W“, m%_@ag—N%W“,

’Lk = h(azz azk) - , Zk‘ = (azz azk) - , (0265)

where N denotes the positive factor defined by the following equation,
2s )
N?P=1+ Z |2%|?
z=1

Note that, at the point where all the coordinates z' are zero, the metric
reduces simply to h,; = hz = d;;. By inverting the previous equations, the
inverse metric for a generic point can be written as,

Since the projective Hilbert space with the Fubini-Study metric is a Kéhler
space, the components of the Riemann tensor R can be computed using the
formulas of [9]. The result is the following,

R%fo = —Oabhes — Gachy; = =R\ 5, Rpps = —Oavher — Sachyy = — Rz .

while the rest of the components are zero. Using this expressions and the one
for the metric (C.2.66), we obtain the following results (that are useful for
the calculation of the curvature R(h)),
R%;q = W R% ey + W RGay = hY* R%zoq = h*(achad + dachea)
= B hzq + Gachd
R ad = hbahad + 00aObd = Opd + (25)5bd = (28 + 1)5bd,
R o= RY. = hYh; 4 Gaebpa
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Ral_)acz = hl_)ahcza + 04albd = (28 + 1)5bd7
Rabcd = hbeRaeCd + hbéRaécd =0- Raecd + hbé 0= 07
ab

R™_ ;=0.
From these expressions, we can calculate the Ricci tensor, obtaining the
following expressions,
Rbf = Rabaf + Rabaf = (2s+ 1)6bf , Rbf = Raba]? + Rabaf = (2s+ 1)5bf .
Finally, we can conclude,

R(h) = R*, + R% =25(2s +1) +2s5(2s + 1) =4s(2s +1).  (C.2.67)

To conclude this section, we write an expression that is useful for some
calculations of the next section. Recall that, at the point where all the
coordinates z' are zero, the metric (C.2.65) is simpler. Therefore, in said
point, we have the following expressions for the Riemann tensor,

R®24 = 8pabed + SacOhd (C.2.68)

while the rest of the non zero components can be obtained using the symme-
tries of Riemann tensor.

C.2.4 Relationship between R(h), R(k) Tr (Q?) and R(g): a
third equation

By considering equation (C.2.25), we can calculate the term Qo‘ijﬂaij in
terms of the curvature R(g), provided we calculated previously the term
R(h)%;;. This what we do in this section.

First we check that R(h)% ij is independent of the basis in tangent space
chosen, as long as the basis consist only on vertical and horizontal vectors.
Suppose we have a new basis {V,} for tangent space, defined in the following
way (using the notation of the previous sections),

Va = AﬁocEﬁ ) ‘/z = GjiEj )
W= (A1), W= (G715,
where W is the dual basis of V. Note that, by construction, V, is a vertical
vector, while V? is horizontal. From here, it is immediate that R(h)¥;; is

invariant under the mentioned changes of basis; indeed, if we compute it
w.r.t. the basis {V,}, we obtain the following,

Ry (h)";; = R(h)(W', W7, V;,V;)



155 C.2. P(Hs) as a fiber bundle

= (GR(GHG™ G R(h) (¢, &, Em, En)
= 5km5lnR(h)((pk7 9017 Ek? El) = R(h)(@k7 Sol) Ek7 El) = R(h)klkl )

so R(h)¥;; produces the same result for both basis. Using this fact, one
can also prove that this term is constant along the fibers; this is immediate
from the fact that the right action R, maps horizontal vectors in horizontal
vectors and vertical vectors in vertical vectors and that it is an isometry.

Now, we proceed to make the actual calculation. Since it does not depend
on the basis (as long as it consists only on horizontal and vertical vectors)
we work in a whole new basis that simplifies the calculation. In the following
paragraphs, we explain how to build said basis. The ideas is to give some
special coordinates to IP(Hs) and then take the partial derivatives as basis
vectors.

Consider any normalized state in Hilbert space. Call it |¢)9). Now, we
show how to calculate R(h)¥;; in the fiber associated with the point [¢/g] (as
we have already proved that this is a constant quantity along the fibers). To
this end, consider the states |¢o) = iS4|t0) Note that we are considering
the state iS4 |tg) instead of —iS,|¢y) as one may expect. This because we
are working with a right actions of with left one. Because of this, the state
resulting of rotating [1) infinitesimally around the axis « is |¢g) +i€S4|v0) =
o) + ieliba)-

Complete the set {|to), {|1a)}} to a basis of Hilbert space

{|¢a>} = {|¢0>7 |¢x>’ |¢y>7 W}Z>7 W}l>7 R ‘7/]25—3>} )

in such way that the equalities (1;|1)0) = (¥i|tba) = 0, (¥5|1p;) = 65, hold
for all 1 <i,7 < 2s — 3 (this can be achieved, for instance, using the Gram-
Schmidt procedure).

In terms of the states, we give complex coordinates to projective Hilbert
space z* (a =1,...,2s) by considering the following,

) = [vo) + 2¥a), {27} = [¢] (C.2.69)

Note that this expression is analogous for the one for affine coordinates (1.1.5),
the difference being that there the set |1)) was orthonormal while the one
we are considering here is not —the vectors [¢), {|¢a)} are not orthogonal
among each other. Because of this, the expressions found for the Riemann
tensor in C.2.3 does not hold. We could make a calculation very similar to
the one made in said section to find the components of the Riemann tensor
w.r.t. the basis {0,« }, but we have found to just transform the expressions
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of C.2.3 to obtain the one in our basis. We explain how to make this in the
following paragraphs.

Consider some states |7,) in the linear space spanned by the vectors
{10), |tha) } such that the set {|v0), {|na)}} is orthonormal (again, this can
be accomplished by using the Gram-Schmidt procedure). This implies that the
set {|vo0), {|¥i)}, {|na)}} is orthonormal, and now we can use the expressions
of the section C.2.3. Since |n,) can be written in terms of [vg), {|¢a)} by
definition, we can define the matrix H according to the following equations,

na) = (H™) alth0)+(H ) althn) ,  [va) = Hoalto)+H alnu) . (C.2.70)

Since the set [1)o), |74) is orthonormal, the coefficients H are not arbitrary,
they have to satisfy some relations. This relations can be deduced by consid-
ering the equations (19|na) = 0 and (14|73) = . The first equations imply
that (H1)%, = —(H 1)"4(¢o|t,). This in turn implies,

[0 = (H™")a(|t) = (ol o)) - (C.2.71)

By substituting this equation in (14|n3) = dos We obtain the following,

Sap = (alng) = (H™)"5 (nal (1) — (Wolvu) o)) = (H™1)"5 (nalthy)
= (H-1)a(H "5 (o] = (ulvo) (WoDlvu) = (H1) a(H 1) 5Ny,

where a bar denotes complex conjugation, and we made the following defini-
tion,

Nup = Wulthu) = (Wultho) (tholiby) - (C.2.72)

Note that, the equality N,, = Nl,“ holds.
In the same way, we can check the following equality,

(ola) = (ol (Ha|t0) + H"o)|nu) = H,

so that,

(Walvba) = (H3(bo| + H” g(nu|) (H altb0) + H" a|nu)) = H g H o + H 3H" 46,
= <¢0W]O¢><I/}B|w0> + HVEHHQ(SVM .

From were we can conclude the following expression,

HYgH"10,,, = H"3H", = Ng, . (C.2.73)
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Next, we prove an equality that may seem obvious at first glance, but in fact,
it is not completely trivial. The matrix H that maps the basis {|v0), {|na)}}
into {|10), {|ta)}} can be written in the following way,

1 0 0 0
H, HY H? H3
HY HY;y H2, H3 |’
HY% H'Y H?3 H34

H =

while its inverse matrix H~! is given by the following expression,

1 0 0 0
gt [HETD (HYHY (HTD2 (HTD%
- (H—1)02 (H—1)12 (H—1)22 (H_1)32
(1{71)03 (H71)12 (H71)23 (H71)33

Since the product of H and H~! is the identity matrix, when we multiply
the a-th row of H by the 8-th column of H~! we obtain,

(H Y, HY, =6°,.
In the same fashion we obtain,
HPJ(H ) =6°,.

Finally we prove another identity for the coefficients H. Since the set
{I%0), {|ta)}} is orthonormal, when restricted to the linear space spanned
by said set (which includes the states [¢)4)), we have the following (1 denotes
the identity operator of this subspace),

1 = [vo) (ol + |mu) (nul = (bslva) = (Wslt0) (Yolva) + (Vslnu) (1l Ya) -

By substituting the expression for |7,), and remembering the definition of
Nap (C.2.72), we obtain the following,

Nga = (H™ N7 (H1) 1 (sl ([te) — (tholtbe) [1ho)) (| — (hu[t0) (to])[tba) -
= (H 17, (H 1), Ngo Ny -

If we denote the elements of the inverse matrix of N as N?® the previous
equality can be written as,

NPNgo N = (H ™1 (H- 1), = (H 1), (H1)", = N7
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In the following lines, we put together all the relevant equations in order to
refer them later,
(1) (1) = NV
Hﬁy(H_l)ya = éﬂa 5
(H Y H =6, (C.2.74)
H!gH", = Ngq,
(H 1) o(H 15Ny, = Sap

Now, we compute the Riemann tensor. Given 2s complex numbers (%, give
affine coordinates to IP(Hs) by considering the following basis,

{|¢0>7 ’771’>7 ’ny>7 ‘772’>7 W]l>7 teey |w2s—3>} .

w.r.t. this basis, the equations of section C.2.3 holds. What remains is to see
how to transform between the coordinates z* /C.2.69) and the coordinates
¢?®. Given some coordinates z%, the corresponding state [¢) is the following,

[o) + 2'[1) + 2%1a) = o) + 2" [s) + 2" H'altho) + 2 H"al1u)
= (1+ 2H ) o) + 2'[3) + 2" H"aly)
But, projectively, this state is equivalent to the following one,
i
1+ 2z0H0,

ZB

Yol + 15200,

i) + H*glnu) = [tbo) + C'i) + ¢H{nu) -

From here we obtain the transformation law between coordinates,

2 2P

C=iiemo, ¢ ° '

H" 5.
1+ z2HO, A

By differentiating the previous equalities we obtain the following,

) dz ZtHO
dct = — RE——
¢ 1+ 20H, (14 20H0,)2 &
H*g 2P HO
dct = dzP — RE— 5 P
¢ 1+ 2z2HO, & (14 22HO,)? paz

By evaluating at the origin (where all the z* are zero) we obtain the following
expressions valid at [1g],

d¢t = dz2*, d¢t = H'pd2" . (C.2.75)
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This equation, along with (C.2.74), implies the following set of equalities,
0.i =0, Om=H"00, do=d¢", det=(H)gdCP. (C.2.76)

0z = O, O = Ffﬁﬂaéﬁ, dzt =d¢t, dz* = (H L)“gd(P.

z

By using this results with (C.2.68), we can check that, up to symmetries, the

only non zero components of the Riemann tensor are the following,
RZ’”ZJ L

= R(d=',d#,0.x,02) = R(dC',dC, Or, 1) = 015601 + 0ad
R** s = R(d2,dz*,0,,,0.5) = (F)auﬁuﬂR(dCi’d@vacj785”)

Zl

= (H=1)* 1" 5(3ij0u +0) = 6ij00p ,
RzzgazﬁzJ = ( _1)QMHV,3R(dCi7d§u7 8("78&) =0+0=0 (0277)
R s = (H 1), H-1Y\HY, H,R(dC7,dC, 0cv, O+ )
(H)

o H_l)ﬁ)\H’yp,HTV((SU)\dyT + 6075)\7)
= (H ) \(H D \HT ,HT + (H) o (H-1)\H  H?,
= NyuN? 4 50,05,

where we used the equations (C.2.74) to obtain the last line.

To perform the calculation of R(h)%¥;;, we need a basis made up just of
vertical and horizontal vectors. By inspection of (C.2.69) we can check that
the vectors Oya (with 2% = z% +iy®) is a basis for vertical space. Since [¢;) is
orthogonal to |1, ) by construction, it is easy to check that the vectors 9, and
0, are orthogonal to 0za, so they are horizontal. The vectors dy«, however,
are not perpendicular to 0,5 in general, and therefore are not horizontal. To
have an horizontal basis, consider the vectors u, defined as the horizontal

component of the vector dya,
Oya = uq + B"0pn (C.2.78)

where the coeflicients B encodes the result of applying the connection w to
the state Oyo, wW(Oya) = B* 0.
By computing the product of 9y« with 0,5 we obtain the following,

1(B,5,0y0) = BPoah(Dy5, O ) . (C.2.79)

On the other hand, we can calculate their product directly using (C.2.64)
and (C.2.65). Recall that, in the origin, the metric satisfies h,; = ha, = 0.
Therefore, we obtain in this case,

h(arﬁ , aya) = Zh(azﬁ + 855, Oy — aga) = ih(@;g,@za) — Zh(azﬁ, aga)
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= iHVgH)‘ah(ac‘y, 8@) — iH”ﬁﬁAah(acy, 8@)
= iH"gH 0, — iH" gH 0, = iH" gH" o, — iH" g H" ,
= i(Nga — Nag) -
In an analogous fashion, we have the following,
h(az,e, ax") - h’(azﬁ + azﬁv az"‘ + 85(1) - h(agﬁ ) az"‘) + h(azﬁa 82(1)
= HV,gH/\ah(agy, (90) + HVﬂHAah(acu, 65,\)
= EVBH/\Q(SV)\ + HugﬁAa(S,,)\ = EVBHVQ + HVBI:IVQ
= Nga + Nag .
Substituting this expression in (C.2.79) produces the following result,
i(Nﬁa — Nug) = B“Q(Ngu + Nﬂg) . (C.2.80)

At last, we are ready to make the actual calculation. Note that the basis

{{0ea }, {04}, {0y }, {ua}t} (C.2.81)

consist only on vertical vectors and horizontal vectors, so we can calculate

R(h)";; using it. Abusing of notation, denote the dual basis as
[{ax}, {ax'}, {dv'}, {U°}}.
Clearly, we have the following equalities,
UP(0g0) = UP(0,i) = UP(9,:) = 0.
By using equation (C.2.78) we can also conclude that,
UP(Dya) = 04 .

The previous equalities implies that the following expression holds, U? =
dy®. By using essentially the same argument, we can obtain the following
relations, dX' = dz', dY" = dy’. By evaluating dX” in the basis vectors
{020}, {0y}, {0, },{0yi } }, we conclude,

dXP(0pe) = 6%, dXP(0,:) = dXP(0,) =0, dXP(9ye) = B",,
so that,

dXP = daP + BP ody” . (C.2.82)
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Since the set {{0,:},{9,:}, {ua}} contains all the horizontal vectors, we have,
R(h)7; =
R(dX',dX7,0y:,0,5) + R(dY",dY7,0,:,0,5) + 2R(dX",dY7,0,:,0,5)
+2R(U®,dX" ua, Opi) + 2R(U,dY"  uq, 0,i) + R(U, U”, uq, ug) .
(C.2.83)
Now, we calculate term by term. Note that the term in the first line is,
R(dl’z, dxja a:civ azJ) + R(dylv dij 8yi’ ayj) + QR(dJQZ, dyja Tt 8yj) )

that is simply the curvature of a projective Hilbert space with complex
dimension 2s — 3, —the one corresponding to a spin s — 3/2 (the original space
has complex dimension 2s. From this space we are removing 6 real vectors,
uq and Oye, this gives as a result a space with complex dimension 2s — 3).
Using the result of eq. (C.2.67) we obtain,

R(dX',dX?,0yi,0p5) + R(AY",dY*,0,i,0ys) + 2R(dX",dY®, 8,1, 0ys)
=4(s—3/2)(2s —3+1)=(4s —6)(25s —2) =4(2s — 3)(s — 1).

(C.2.84)
For the next term of the (C.2.83), using (C.2.78), we have the following,

2R(U*,dX", ug, 0yi) = 2R(dy®, da’, Oyo — B" 40, Oyi)
= 2R(dy®, dx’, Dye, Oyi) — 2B o R(dy®, da’, Oyu, 0,i) .
(C.2.85)

But, by (C.2.64),
. 1 . .
2R(dy®,dz’, Oye, 0,i) = ER(dzo‘ —dz% dz" + dz', 00 — O30,0,i + 03i) .

By looking at (C.2.77), we note that the only non zero component of the
Riemann tensor are those where in the first two indices there is one with a
bar and one without a bar. Because of this we have,

; 1 ozl @zt e SO LT
2R(dya7dxl,aya,8xi) = i(RZ # szl RZ z Fayi RZ # pazi +RZ z zazi)

= 5 (Buali) = (3)(25 —8) = 325~ 3).

Using the same line of reasoning we obtain,
—1

4

Ptk Ptk 7%z 722
(R iz + R sy — R wmzi — R Zﬂzi)

R(dy®,dx’, dpn,0,i) =
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- }(%@ii — Gapdit) = 0.

By substituting the previous expressions in (C.2.85) we obtain,
2R(U%,dX", ug, 0,:) = 3(25 — 3) (C.2.86)

In a very similar way we can calculate 2R(U%, dY ", u,, dy:) of (C.2.83). In
this case we have,

2R(U®,dY" uq, 0yi) = 2R(dy®, dy’, Oye — B q0yn, 01
= 2R(dy*, dy’, 0ye,0,i) — 2B o R(dy™, dy', Opn, O, .

For the first term we have,

1
2

= 5(25040451'1') = 3(25 — 3)

2R(dy®, dy’, Oye, D) = —(R*"7 asi — R**% sai — R i + R% L0 0))

Yy Yyt

while we have for the remaining one,

1 1 azi SO0
R(dy®, dy", Opn, ayl) = _Z(RZ g ZHZ - R” # znzi t R* # LT
—1
== *T(éa#(su - 5au5ii) — O .

This together with the previous equalities gives the following result,
2R(U*,dY", uq,dy:) = 3(2j — 3). (C.2.87)

Now, we calculate the longest term of (C.2.83). The calculation goes as
follows,

R(U*, U, uq,up)
=R(dy®,dy",0ye — BV o0pn,dys — BY 30v)
=R(dy”,dy”, 0y, 0,5) — B sR(dy”, dy”, Oye, Ouv)
— B*oR(dy®, dy”, 0w, 0,5) + B"oB” 3R(dy®, dy” 0y, 0y
= R(dy”, dy”, 0y, 0,0) — 2B” s R(dy”, dy”, Oye, Ouv)
+ B BY s R(dy®, dy’ , Oyu, ) , (C.2.88)
where we used the fact that the third and the fourth terms are the same to

obtain the last line (this can be checked using the symmetries of the Riemann
tensor and renaming the indices).
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As usual, we make the calculation term by term in the following para-
graphs. For the first term we have,

R(dy®, dy’, dy0,0,5)

1, o o " N
= Z(Rz zﬁzo‘fﬁ + R Zﬂiazﬁ + R Zﬁzo‘iﬁ + R Zﬂiazﬁ)

1
= Ngo N — Nog NP — Ngo NP + Noyg NP + 6,0055

- 504,86504 - 60156504 + 5aa5ﬁ,8)
1 1
= Z(NﬁaNaﬁ — NaﬁNO‘ﬁ — NgaNﬁa + NagN/Ba) + 5(5aa55/5 - 504,85,8&)

1 1 3 1
= 2(205°% — 2N, N®) + 2(9 — §p0) = = + 3 — =N,z N
1 (20 sINY) + 5(9 = daa) = 5 +3 = 5Nag
9 1
=53 g NP . (C.2.89)

For the second term we have,

R(dyaa dyﬁa 8y°‘ 3 8:)3”)

1 azpB azB sa, B sa,.pB
== _Z(—RZ o poazv +RZ # Fov —RZ ? poazv +Rz z zazy)

- _%(_NuaNaﬁ - Noa/Naﬁ + Nl/aNBa + NOcVNBa - 50404561/ - 6&1/5511
+ 6011/5ﬁa + 5aa5,8u)

L
4
= ZG3(N,o NP, (C.2.90)

where we use the fact that the equalities Ny, = Nyo and N*# = N8 hold.
Note that, by contracting N,,N”®) with BY5 and adding some zeros we
obtain the following,

BYgN,oNP® = BY5(N, + Nuw) NP — BY 5N, NP
= i(Nyg — Npo) NP — BY46,°
= i(6." — NpoN?®) — B, = i(3 — N3 N®) — BY,,,
(C.2.91)

where we used (C.2.80) to conclude the second line. Since the coefficients
B are real, and the term Ng, N Be s also real (as can be easily checked), we
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have the following,
R(B”sN,o N°*) = —B",, I(B"sN,oN?*) =3 — N, NP, (C.2.92)

By putting together the previous equalities, we obtain the following expres-
sion,

—2BY5R(dy®, dy?, ye, Opv) = Ngo NP* — 3 (C.2.93)
For the last term of (C.2.88) we have,

R(dy®, dy®, Oy, D)
1

- Z(—Rzazﬁzuzv — R — R L — R'zazﬁzuz'f)
= E(RZ Zﬂzugu + R? Zﬁguzv + R Zﬂzugv + R Zﬂguzu)

1
— Z(NWNW ~ NN — N, ,N°® 4 N,y NP* 4 50,05, — 6o 0,

— OOy + Sapdpy)

1 1
— Z(]\7,,,1]\7@/3 _ NWN&B _ NWNﬁa + NWNﬁa) + 5(5w5ﬁy — 0aw08u)

1 1
= 5(3%(Nwz\raﬁ) — R(N NP)) + 5 Oadsy = dady) - (C.2.94)

To continue with the calculation, we have to contract the previous term with
B#,B" . The result of contracting it with N,,#NO‘fB is,
B",B"4N,, N = B",B"5(N,,, — N, )N? + B",B" 4N, NP
= —iB"oB"3B*,(N,» + Ny, )N°? 4+ B, BY 4N, N°P
= —iB"B*,B"5(N,x + Ny, )N°# + B",B"3N,,, N*”
= B",B*,(Nyg — Ns»)N*® 4 B*,B"3N,,, N*”
= B",B*,(N*’Ny5 — 6%)) + B*,B"sN,,, N°*
= B",B*,N*’N,3 — B*,B*,, + B",B"3N,,,N*” .
But, the first term of last line of the previous equation, can be simplified in
the following way,
B*o B ,N“®Ny5 = B*,N*?B* ,(Ny\g + Np») — B*,N*9B* ,Ng\
= iB*oN°(Ng, — N,5) — B, B*,6%)
= iB" (6%, — NP N,5) — B",B*,6%)



165 C.2. P(Hs) as a fiber bundle

=iB", —iB" NN,z — B"*,B",
= iB", —i(i(3 — NagN*?) — B*,) — B*,B%,
= 2iB", +3 — NoyN*? — B*,B*,

where we used (C.2.91) to get the fifth line. Using this expression in the
previous one we obtain,

B"oB"4N, N = 2iB", + 3 — N,gN*’ — 2B",B",, + B",B"3N,,,N°" .

By remembering that the coefficients B are real, and taking the real part in
the previous equation we obtain,

3 1
B! B 5(R(N,, N°?) — R(N,,, N*F)) = 575 wsN? — B, B",.

Combining this expression with (C.2.94) we obtain,

B'o B gR(dy®, dy’, Ogn, v )

3 1 1
=5 = 5 NapN = BB + 5 B"aB" 500060 — SorOpy)
3 1 aﬂ o fe 1 17 v 1 12 «
=5 = 5NagN® = BYB%, + B, B", — S B"aB%,
3 1 1 3
=5—3 ag NP 4 3 BBy = 5B B (C.2.95)

Direct substitution of (C.2.89), (C.2.93) and (C.2.95) in (C.2.88), produces
the following result,

9 1
R(Ua,UB,’UJa,’U,ﬁ) = (2 - 5 aBNaﬁ) + (NﬁaNﬂa - 3)
3 1 1 3
+ (2 - 5 aﬂNaﬁ + §BM“BVV — 2BuaBau>
1 3
=34 SBUBY — SBYaB%. (C.2.96)

By substituting (C.2.84), (C.2.87), (C.2.86) and (C.2.96) in (C.2.83) we
obtain the following result,

R(h)Y;j = 4(2s — 3)(s — 1) + 3(2s — 3) + 3(2s — 3)
1 3
+ (3 + 5 BBy — 213%3@)

1 3
= 4(25 = 3)(s — 1) +12s — 15+ B, B", — T B". B,
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=4(2s—-3)(s—1)+12s —12 -3+ %B“MB”,, - %B“QBQM
425 —3)(s— 1)+ 12(s— 1) — 3+ éB“uB”y _ gB“aBO‘H
—(s—1)(8s— 12+ 12) — 3 + %B“uB”V _ %B"QBO‘H
—8s(s—1) -3+ %B““BVV - gB“aBO‘H . (C.2.97)

Up to now, the calculation has been completely general in the sense that we
have not assumed any specifics about the states {|i,)}. The next step, is to
simplify the result using the structure of said states.

By remembering that [1,) = iS4|t)), we have the following expression
for N, (C.2.72)

Nop = (SuSpu) = (50)(Sp) »

(the expectation values are referred the state |1g)) so that the expression
(C.2.80) involving B turns out to be the following,

23(S5Sa) = Bla - 2R(S55,) — (S5)(S,)) = Blakys,  (C.2.98)

where k denotes the metric in the vertical space (C.2.4). By using the
commutation relationships of so(3), we can simplify the left side,

(S8, Sa] = i€"gaSy = (9pSa) — (SaSp) = i€”3a(Sy)
= 2i§<555a> = i675a<57> = 2%<SﬁSa) = 675a<57> .

By substituting the last equality in (C.2.98) we obtain,
0p(Sy) = Blokug = B' = K¢ ,5(S,) . (C.2.99)

In particular, for the term B*, we have, B¥, = kﬁ“e%g(SW). Since kPH is
symmetric in Su while €75 is antisymmetric, we can conclude that B is
zero. Another consequence of (C.2.99) is the following,

BHo B, = kP 5 (S) KX, (Sh)

If we work in a point in the section o, where the vertical metric k is diagonal
and can be written as in (C.1.18), the previous equation reduces to,

1 1
bopa Y A
B O‘B I (65N2ASI%E 046<S’Y>> (5’/04 2AS§6 NV<S>\>)
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1
= mawﬁkuﬂﬁﬂsﬁ

B ) S ) R %
2ASZAS? T 2ASZAS? T 2AS2AS?
AS2(S,)? + AS2(S,)? + AS2(S.)?

2AS2ASZAS?
_ _4AS§<S}C>2 + AS§<Sy>2 + AS§<SZ>2 _ _2 Za,ﬂ kaﬁ<Soz><S5>
Det k Det k ’
202

where @ is defined as in (C.2.60), and ¢ is defined according to the following
equation,

0= kas(Sa)(Ss)-
op

After considering the previous expression, equation (C.2.97) becomes,

302
R(h)]ij =8S<S—1)—3+67¢.

Although we obtained this result considering a point in the section, since the
terms involved are constant over the fibers, the result holds for any point of
the fiber. Using this result in (C.2.25), we finally obtain,

3 N 32 3
85(s—1) =32 B"aB%, = 8s(s—1) =3+ = R(g)—

Tr (Q?). (C.2.101)
For the ease of the mind of the reader, we mention that this formula has
been verified numerically for various random points in the case of s = 3/2
and s = 2.

C.2.5 Relationship between R(h), R(k) Tr (Q?) and R(g): a
fourth equation

In the same way we calculated R(h)¥;; in the previous section, we can also
calculate R(h)*?,5 and substitute it in (C.2.25) to obtain a fourth equation.
For this calculation, we work with the basis {{0pe}, {0}, {9}, {ua}} in-
troduced in (C.2.81) of the previous section. Just as for R(h)";;, it is easy
to check that R(h)*? op is base independent and constant along the fibers.
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To compute R(h)aﬁ o8, We are only contracting vertical indices, that is,
the ones corresponding to the vectors {0« }. Because of this we have,
R(h)* 45 = R(dX*,dX", 040, 0,5)
= R(dz" + B*,dy", dz’® + BP,dy" , 0ye, D,5)
= R(dz®,dz",0pe,0,5) + B, R(dy", dz", Ope, 0,p)
B, R(da®, dy", 8ya,0,5) + B, BP, R(dy", dy”, Oye, D,5)
= R(dz®,da”, 0pe,0,6) + 2B, R(dy", dzP, Dye, 0,5)
+ B, BP, R(dy", dy" , Oya,D,s) (C.2.102)
where we used equation (C.2.82) to get to the second line and the fact that
the second and third terms of the third line are equal (as can be easily

verified) to obtain the last one.
We calculate each term separately,

1 az az so sa
R(dxa7d$ﬁ,8$a,ax[3) - Z(RZ Zﬁzagﬂ + RZ Zﬁgazﬂ + RZ Zﬁzagﬂ + RZ Zﬂgazﬂ)
9 1
= 2 = 5 NagN, (C.2.103)

where in the last line we used the fact that the term in the second line is
equal to the one in eq. (C.2.89).

For the second term of (C.2.102), we see that after some renaming of the
indices, it can be written as follows,

2B%,R(dy", dz?, 0ya,0,5) = 2BY s R(dy®, dx®, Oyv , Oye)
= 2BYsR(dz®, dy”, Oye, Opv) .

Going on with the calculation,

R(dl‘aa dyﬁa ax“a ax")
1

azf azf sa B sa 3
= _Z(_Rz z ZQEV_RZ z gazu—‘—Rz z Zagu—'—Rz z gazu)

il
4
- 5041/6,804 + 60104551/)

( - NVaNaﬁ + Noa/Naﬁ - NVaNBa + Nal/Nﬂa - 5o¢a5ﬁu + 5aV5,8a

1 1
= - Z( - 51/8 + NauNaﬁ - NuaNﬁa + 51/5) = _Z(N(;U/Naﬁ - NyaNﬁa)

i 1
— Z(NZ,QNBO‘ — Ny NPy = — 5S(z\meﬁa).
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But, by using (C.2.92) in the previous expressions we obtain,

1
2B%,R(dy",dz", 0y, d,8) = —2B"5 - 5%(J\fmz\fﬂa) = N NP> 3.
(C.2.104)

Finally, for the last term of (C.2.102) we have, after some renaming,

B®,BP,R(dy", dy", 0ya,D,5) = B* o BY s R(dy®, dy®, Oy, O )

3 1 1 3

=3-3 ag NP 4 53@3@ — §B“aB°‘M.
1

— g - iNaﬁNaﬂ — gB“aBo‘u, (C.2.105)

where we used (C.2.95) to get the second line and the fact that B*, is zero
(as was proven in the previous section). By using the equations (C.2.103),
(C.2.104) and (C.2.105) in (C.2.102), we obtain the following result,

3
R(h)*P 5 =3~ 5B aB%

Now, consider the first equation of (C.2.25) and eq. (C.2.27). If we add them
up together, we can conclude the following result,

. 1 .
R(h) + R(h)*? .5 = R(k) — Dpi®Ds" + R(k) + R(g) — 19% %"
. 2Do¢ia,i _ DaiaDBiB
1 , .
=2R(k) + R(g) — ; Tr (Q2) = 2D, *Dg™® — 2D, ;.

In (C.2.67), we obtained the value of R(h), R(h) = 4s(2s + 1). Substituting
this along with the expression we just obtained for R(h)*? «p in the previous
equation, produces the following result,

3 1
45(2s +1) +3 = BB, = 2R(k) + R(g) — 7 Tr (Q?)
—2D0%Dg"¥ — 2D, ;. (C.2.106)

This expression can be rewritten in a more convenient fashion. Using equation
(C.2.35), we have the following,

A 1 1
—2D,i*Dg" = -5 > (In Det k) ; = —§||vy<1>||2y, (C.2.107)
%
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where ® is defined as in (C.2.60). By using equation (C.2.36) we also have,
—2D,'*; = —> (In Det k) = V% ®. (C.2.108)
i

Finally, we also have the expression (C.2.100) for the term B*,B®*,. After
using all this equalities in (C.2.106), the result is,
302 1 5 1 ) 5
4s(2s+1) + 3+ = 2R(k) + R(g) — ZTr(Q ) — §\|Vy<13]|y -V,
(C.2.109)

By subtracting this equation from (C.2.101) and solving for Tr (Q?), we obtain
the following expression, quantities. By subtracting the previous expressions
we obtain the main result of this section,

Tr(Q%) = 12(25 + 1) — 4R(k) + ||[Vo®||% 4+ 2V%D. (C.2.110)

C.3 Projection of geodesics of P(H;) in .%

In this section, we study the projection of geodesics of P(H;) into .. To
this end, first we give some mathematical preliminaries. Suppose that we
have 2s vectorial fields X, that are linearly independent. In general, the
coefficients of the Levi-Civita connection for the metric h (the generalization
of the Christoffel symbols for non coordinate basis) w.r.t. this fields can be
written as,

1
NN i(cacb — Cpe” — Cap™ + gy o + hhgey — hhyeq),  (C.3.1)

where the subindex ; (like in the previous sections) denotes the derivative
along the field X} and the coefficients C are defined according to the following
equations,

[Xba Xc] = Cacha .
For this calculation, we work with the fields defined in section C.2.1,
X;=E;, X,=5%.

Now, we calculate the coefficients I'(h). To this end, we need the commutators
between the fields. We have already calculated some of them in section (C.2.1).
The results are the following,

S8, S5 = €apSh, [SE.Ei]=0, [EEj)=-2Q";E-Q%S,. (C.3.2)
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where @ is defined in equation (C.2.18). In these term, the expressions for
the metric h, are the following,

hz‘j = 5ij R haj =0, ha/j = kaﬁ .

Using this results in the expression for the Christoffel symbols (C.3.1),
produces the following results,

. . . 1 . 1
L(h) ik =T(9)" jks T(R) ok = 5%59%@'7 L'(h)'ka = §kaﬂgﬁki,
7 1 « 1 o «@ 1 [ e
L(h)'ap = = Skagi, ()% = 50%;,T(h)%s = Sk kyp: = T'(0)%g1,
(07 1 (0% [0 (0]
I'(h) By = 5(6 8 T €5 T €8y ).
(C.3.3)

Most of the calculations are straightforward, except for the one for the last
Christoffel symbol. We briefly mentioned how to compute it. By the first line
of result (C.2.52), ko~ is given by the following expression,

kapy = €'yakus + €'58kua = €gya + €aryg - (C.3.4)

By using this expression in the one for the Christoffel symbols (C.3.1), we
have the following,

1
T(h)*gy = 5(€%98 = €89" — €35™ + K hagy + k™ kisy 5 — Kkigo5)

1
= (€% = €y" = €8™ + k™ (eyp + €996) + k™ ey + €30)

— k*(eysp + €357))
1
i(favﬁ — €5y — €y + €% s+ ep " + €%,

+€5" — €% — €5%)

1 1
= 5(Ts — &% —ea”y) = (%5 " +€s,7),
as claimed. Finally, we have all the necessary ingredients for the geodesic

equation. Suppose the tangent vector to a geodesic can be written as in
(2.1.24)

4s—3

plt)y= > vSh+ > vE;. (2.1.24)

a=x,y,z =1
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Then, if we consider a non vertical index i, the corresponding geodesic equation
for the component v* reads as follows,

A S 1
v+ F(g)zjkvjvk + kaﬁﬁﬁkivkvo‘ — ik‘amvavﬂ =0, (C.3.5)
while the equation for a vertical one v® is,

1, 1
8+ GV B g 0"+ 5 (e + ep” + gy = 0 =

, 1
o + k* kg 00 4 5(6%30‘ + e, )00 =0 =
0 4+ k5,007 4 €% 707 = 0. (C.3.6)

Note that the vertical components, the charge, in general is not conserved.
This is unlike the case of [23], where it is. This is because in the case of [23]
they assumed that the vertical metric was bi-invariant, this implies that the
third term of the previous equation is zero (c.f. lemma 9.3.8 of said book). In
fact, in our case, if we assume that k is bi-invariant, we would have that k is
a multiple of the identity, which would implies that e,3% is antisymmetric
in v3. In our case is not. In [23], the author also assume that the vertical
metric is “constant” (see definition 9.3.4 of the book and compare it with
(2.1.12), where k depends on the point p in projective Hilbert space). In his
case, this implies that k.5, = 0. If we also impose this two conditions, we
also obtain that the charge is conserved.

C.3.1 Parametrizing with respect to length in shape space

The geodesics in the previous section are parametrized by arclength w.r.t. the
Fubini-Study metric. Because of this, its projection in . is not parametrized
by arclength. In this subsection, we parametrize them by arclength in shape
space.

By considering the projection of (2.1.24) into shape space, one can see
that the projected curve has as tangent vector v'E;. Since the vector fields
E, constitute an orthonormal set, the squared size of the tangent vector at an
arbitrary ¢ is 3, (v%)2. Because of this, if we call T to the arclength parameter
in shape space and t the one in the total space (IP(Hs)), it is well known that
the following relationship holds,

a1

—_— = (C.3.7)
dr S (v)2
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Let p be the curve parametrized using 7 as a parameter, u(7) = p(t(7)),
and denote its tangent vector as u*X,. In general, we use a dot to denote
derivatives w.r.t. t and a prime for derivatives w.r.t. 7. Using the chain rule,
we have the following,
a
u'X, = gp' = ¥vaXa =yt = v (C.3.8)
dr >i(vh)? >oi(vh)?

Since the geodesic is parametrized w.r.t. arclength in total space, the following
relationship holds,

Z(vi)2 + kgpv®v? =1.
i
By substituting (C.3.8) in the previous equation we obtain,

. . 1 1
1\2 a, B\ __ E: 1\2 _ —
1 ka _1 —_— = 3
> ()21 + kaguu”) - i(v) 1+ kgpuouf — 1+ Q2

%

where we defined Q as Q? = ka/guo‘uﬁ. By using this expression in (C.3.7)
and (C.3.8) we obtain,

dt u® d 1 d

haigy | 2 a_ > =2 __ - =

ds T V=T @ A ordr
If we use this expressions in the geodesic equation for the component v®, we
obtain the following,

1 d u® 1
T a bc:
< >+1+Q2 (h)%peu’u =0 =

AT \ Vit a2
1

la u” dQ2 1 a b, c
_ T'(h)%. =0=
T2 A PR ar i ge e
a dQ2
'“ +T(h)® bye - U S _ . .3.
u'?® +T(h)"%u’u ST+ 0% ar 0 (C.3.9)

The previous expression imply that, the equations for the movement w.r.t.

the parameter 7, can be obtained from (C.3.5) and (C.3.6) by substituting u
u®  dQ

for v and adding the extra term — Wd—:. We can further simply this

expression by calculating the derivative of @2 w.r.t. 7. Using the product
rule we have

d@R?  dk, du®
i - B +2]€a5diu'3
T

= (C.3.10)
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but, by using the chain rule we have,

dkag
dr

= kgt + Kap

Note that the term eg,,u”u® is zero, because €., is antisymmetric in oy
while uYu® is symmetric. This, together with (C.3.4), implies that,

dk, ,
kaﬁﬁlﬂu‘“uﬁ =0= d;“ﬁuauﬂ = Oé/gﬂmﬁuauﬂ.
T

Using this result in (C.3.10) produces the following expression,

ddQ: = kamuiuauﬂ + QkQB%uﬂ
= hap e — g i — 2e ysututu + W(ﬁf
= _kaﬂ,iuiuauﬁ + 1 fQQQ ddQ: = —kaﬁ,iuiuauﬁ + <1 1 +1Q2> din—Q’

where we used the equation (C.3.9) and (C.3.6) to obtain the second line,
and noticed that ey,\gtﬂu)‘uﬁ is zero because the symmetric properties of the
indices involved to get the last line. This implies that,

1 d@?

Substitution of this result in (C.3.9) produces the following result,
la a b, c 1 i, a, o, B
w4+ T'(h)*peu’u ~l—§k‘a,@7iuuuu =0.

Finally, by using the expressions for the Christoffel symbols (C.3.3), we obtain
the following equations; in shape space,

. o 1 1 o
" + F(g)zjku]uk + QupiufFu® — §ka57iuau6 + ikag,ju]uluauﬁ =0,
(C.3.12)

and the equation for the charge,

. 1 4
W' 4 kg i’ e g uTul + ikygyiu%ﬂuauﬁ =0. (C.3.13)
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If we contract the previous equation with k,,, we obtain the following,
kouu'™ + kauko‘"’k‘w,iuiuﬁ + ka“ewo‘uvuﬁ + %k‘aukw’iuiuvuauﬂ =0=
kouu'™ + kufg,iuiuﬁ + emguvﬂuﬂ + ék,y/g,iuiqﬂu“uﬁ =0=
kouu'™ + kug,iuiuﬁ + ew”uwuﬁ + eugvtﬂuﬁ + ékw,iuiuvu“uﬁ =0=
ot + Ko it u® 4 €at U + €T u + %kw,iuiuvuuuﬁ =0=
kouu' + kMa’iuiua + Kpayu u® + %k«,g,iuiu'yuuuﬁ =0=

d 1 ;
— (kauu®) + §k75,iuzu7uuuﬁ =0=

dr
du, 1 ,
dﬁ“ + Shygiuu uuu’ =0 =
duy, 1 dQ?
- —0=
ar 21+ Q2) dr *

du,, 1 Q>

1
JIFQZ dr 201+ Q)32 dr ¥

=0=

d Uy, _ 0

dr \ /14 Q2
where we used the equation (C.3.4) to obtain the fifth line and (C.3.11) to
obtain the sixth. By using equation (C.3.7), the previous equality implies
that v, is conserved. Because of this, it is more convenient to write everything

in terms of u, instead of u*, since its movement equation is simpler. This
produces the following set of equations,

U / =0
Vit @) T
@) i_
2(1+@?) ’

where we used the following equalities in (C.3.12) to obtain the second line,

, o : 1 :
u'' T (g) jrudu® + Q% uFug + ik:aﬁfuau/g -

kagh® kP = KM = ko "ROPE 4 kagh®™ TKPY 4 okt = kY=
ka&ikaukﬁu + k,l/,u’i + k,,uV’i — k,/JJ/,i - kiaﬁfk’aukﬂy — _]{;l“”i -
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kag, kMK w0, = —K Tuuy,

If the curve is parametrized w.r.t. arclength in the total space, from the
previous results we can see the equations are the following,

i, =0,

. o . 1 .
o'+ T(g) jpviv® + Q% kv, + ik:aﬂfvavg =0.

C.4 The Berry curvature and the connection w

As it is well known, the Berry connection allows us to define geometric phases
for closed curves in IP(H). By talking closed curves infinitesimally small, we
can define a curvature form, Kp. In this section, we study the behavior of Kp
when evaluated at horizontal and vertical vectors according to the connection
w introduced in the previous chapters. First, we give some preliminaries.

The sphere of normalized states in H; can be regarded as a fiber bundle,
where the acting group is U(1), the fiber is P(H) and the projection operators
maps [1) to [¢]. Given a normalized state [¢), the space tangent to it can
be represented in the following way,

Tiy) = {|u) € H such that R(Y|u) = 0}.

The Berry connection is defined for this fiber bundle. Given a normalized
state |1) and a vector |u) tangent to it, the Berry connection evaluated at
|¢) produces the following element of u(1),

wp(|p); [9)) = —i(Plu) - (C.4.1)

By integrating the previous connection, we assign geometric phases to closed
curves in P(H,). If we calculate the exterior derivative of wpg, and project
the result to P(H), we can compute the curvature form Kp, defined for two
tangent vectors of IP(H). This is what we do in the following paragraphs

Consider a point [¢) in the unitary sphere and two tangent vectors |u)
and |v). Let A and B be Hermitian operators such that —iA|y) = |u) and
—iB|Y) = |v) (finding such operators is always possible, as unitary operators
acts transitively in the sphere of normalized states), and consider the vectorial
fields tangent to the sphere: V(|¢)) = —iA|p) and W(|¢)) = —iB|¢). In
these terms, the integral line of V' and W through the point |¢) can be
parametrized as e4*|¢) and e"*Bt|¢) respectively.

We know that we can compute dwp in a coordinate free manner as follows,

dwp(V,W) = V(wp(W)) = W(wp(V)) —wp([V,W]). (C.4.2)
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We calculate each term. By considering (C.4.1), it is easy to check that at an
arbitrary point |¢), the following equality holds, wp(W) = —i(¢|(—iB|¢)) =
—(B). Using this fact, we have (evaluating the derivative at ¢t = 0),

d » i ,
V(ws(W)) = —&WlemtBe Ag) = —i([A, B)).
In the same way, the second term can be written as,
W(wp(V)) = —i{[B, A]) .

Now, we treat the last term of (C.4.2). Since V' and W are the vectorial fields
associated to A and B, it is a well known result that their commutator is
the field associated to [A, B]. Therefore,

V.W](l¢)) = [A, Bl|¢) = wp([V,W]) = —i([4, B]).
By putting the previous results in (C.4.2), we obtain,
dwp(V,W) = i([B, A]) = —i([A, B]) .

By considering our original point |¢) where A|y) = i|p) and Bly) = i|v), we
obtain,

dwp (1), 10)) = ~i({AB) — (BA)) = —i({ulv) — (v]u)) = 263 {ulv)
— 23(ulu)

Finally, we project everything to PP(Hs) to obtain Kp. Consider a point
p = |[¥){1| and take two tangent vectors vi = |[){(u| + |u) (| and vy =
|Y)(v| + |v) (1] as stated in theorem 2. By using the previous results we have,

B(vy,v2) = 23(ulv) = —iTr{p[v1, va]}.

The last equation was obtained by simple inspection. We can check that it
indeed holds in the following way,

—iTr{p[v1, v2]} = —i([v1, v2])
But,
(v1v2) = (([) (ul + ) @D (D) v] + (V) (@)) = (ulv),

where we used the fact that (v1]|ty) and (va|y)) = 0 are zero. In the same way,
(vav1) = (v|p). Because of these, we have simply,

—i([vr, va]) = —i({plv) = (v|w)) = 2Im{u|v) = Kp(v1,v2),
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as claimed.

The previous result allow us to study the behavior of the curvature Kp
when evaluated in horizontal and vertical vectors. By taking |u) = iS4 |¢)
and |v) = iS3|1Y) we can study the behavior for two vertical vectors,

Kp(S%, S5) = 23] SaSplth) = —i([Sa. Sl) = —i€ ap(Sy) -

If we consider |u) = iS%[¢) and |v) = 1), where E; = |) (1] + |[00:) (1] we

have the following expression for one horizontal vector and one vertical,

Kp(S%, Bi) = — 23i(¥|Salths) = 2R(¥]Salt) = (¥]Salths) + (¥ilSal¥)
= (Sa)i-

Finally, if we consider ) = |¢;) and |v) = [¢);) we obtain the expression for
two horizontal vectors,

K5 (Ei, Ej) = 23(il0) (C.4.3)

The previous expression can be written in terms of the coefficient for the
connection ). Before computing this relation, we give some preliminaries in
the following sections.

C.5 The little group of a point in P(#;)

As it is well known, the unitary group U(2s + 1) acts on Hs by the left,
and has (real) dimension (2s + 1)2. Given a state [¢), we can define the
little group given by [¢)) —the subgroup of U(2s + 1) consistent on all the
operators that fixes [¢)). Simple counting argument show that this space has
real dimension (2s)? = 452, and that the corresponding little algebra is given
by all the self adjoint operators H such that H|y) = 0. In this section, we
find a basis for this little algebra. The result of this section are useful for
later sections.

We can build a basis for this little algebra. To this end, consider an
orthonormal basis that includes ) = |¢1), {|1s), i =1,...,2s + 1}. Then,
a possible basis for the little algebra is,

pi = Vi) (Wi, (2<i<2s+1),
Xik = [i) (n] + [e) (i, (2<i<2s+1,2<k <14),
Yie = —i(|v0) (k| — [¥e) (Wil), (2<i<2s+1,2<k<i). (C5.1)
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Note that X is symmetric in its indices while Y is antisymmetric. We can
make a similar analysis for IP(#,). Consider a point p = [¢)(¢)|. As U(2s+1)
also acts in IP(H;) by conjugation (c.f. (1.1.7)), we can define a little group
for p

As it is easy to check, a possible basis for the little algebra consists on
the operators of equation (C.5.1) and additionally the operator py (it is clear
that e~ fixes p). For completeness, here we list some of the commutator
relationships, (in all cases, 2 < i, k,l < 2s 4+ 1, and different indices have
different values)

[pi, Xi] = [9i) (x| — [¥r) (Y| = 1Y,

(i, Yik) = —i|i) (k| — ilvor) (i = —iXi
[ Xk, Xa] = [¥r) (W] = [) (e| = iVt

(Xik, Ya] = —i|vw) (] — i) (x| = —i X,
[(Xik, Yik| = 2ip; — 2ipy.

[Yik, Yl = [vr) (1] — |90) (Y] = 1Y,

while the missing relationships are either zero or can be obtained from the
previous commutators using the symmetric properties of X;; and Yj;.

Finally, we make some useful observations for later reference. Consider
an arbitrary element A of u(2s + 1). By the right action, we can consider
the tangent vector A* at p; as in (2.1.2). A quick computation reveals the
following expression for the interior product A (C.2.1) between this type of
vectors,

h(A*, B¥) = 2R(AB) — 2(A)(B). (C.5.2)

Clearly, A is in the little algebra of p if and only if A® is zero. Because of this,
we have that (A + B)* = BF for all B in u(2s+4 1) and A in the little algebra.
In particular, the equality (B — (B)p)* = Bf holds for any B. But clearly,
the expectation value (computed w.r.t. p) (B — (B)p) is zero. Since the right
action of u(2s + 1) is transitive, we can conclude the following observation.
Given any vector v tangent at p, there exist an (not unique) element B in
u(2s + 1) such that

Bf=v, (B)=0. (C.5.3)
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C.6 The Berry curvature evaluated at two hori-
zontal fields

In this section, we come back to subject of expressing the Berry curvature
evaluated at two horizontal vectors in terms of {2%;; presented in C.4.

Suppose that the horizontal vector fields E; can be written as E;(p) =
H;(p)t, for certain operators H;(p) in U(2s + 1). Because of the results of
the previous section, we can assume w.l.o.g. that (H(p)) is zero for each p in
projective Hilbert space. We stress that this operators depend on p. In fact,
one can prove that the operators H; must depend on p —it is impossible to find
an operator H; such that H 3 is horizontal for each p. A simple computation
reveals the following

It is possible to compute the commutator [E;, Ej] in terms of H;(p) and
H;(p). Because of their dependence on p, the result is not simply the field
—i[H;(p), H;(p)]*, additional terms appear. For the calculation, we use the
following expression for the commutator of two fields,

o) By (] = i X2 T2 0 xe0) = ()

lim . : (C.6.1)

where x¢(p) denotes the evolution operator associated with the flow of the
field HY(p).
We can calculate the flow operator x;(p) up to first order in ¢ as follows,

xe(p) = p+tHi(p)*, x;'(p) =p—tHi(p)*,

From previous equation, we can calculate the pushforward of the mapping
Xi ! by considering the following relation,

X: Lo+ TH;(p)1) = p + sH;(p)* — tHi(p + TH;(p)h)? .

By taking the derivative w.r.t. 7 and evaluating at 7 = 0 we obtain the
following,

Xew (Hj(p)") = Hj(p)F — %Hi@ +7H;(p)))t, (C.6.2)

but (ignoring the terms of higher order in 7),

Hi(p+ 7H;(p)")! = i[Hi(p + TH;(p)*), p + TH;(p)]
= i[H;(p), p) + it[Hi(p), Hj(p)*] + i[dH;(H;(p)*), p]
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= i[Hi(p), p] + i7[Hi(p), H; (p)*] + 7(dHi(H;(p)"))*
so that,
%Hi(P +7H;(p)")F = i[Hi(p), H;(p)"] + (dH;(H;(p)"))F,

which implies (by substituting the previous equation in (C.6.2)),
Xe (Hj(p)F) = Hj(p)* — it[Hi(p), H;(p)*] — t(dH;(H;(p)"))* .

By evaluating this expression at x;(p) = p 4+ tH;(p)? and only considering
the terms of lower order we obtain,

Xe' (Hj(p + tHi(p)*))

= Hj(p+ tHi(p)")" — it[Hi(p), Hj(p)!] — t(dH;(H;j(p)"))*

= i[H;(p), p) + it[H;(p), Hi(p)"] + t(

— it[Hi(p), Hj(p)*] — t(dHi(Hj(p)*))*
= H;(p)* + it([H;(p), Hi(p)*] — [Hi(p), Hj(p)*]) + t(dH;(H;(p)")
— dH;(H;(p)"))*,

where we interchanged ¢ with j and changed 7 to ¢ in equation (C.6.3) to
obtain the second line. We can simplify the result a little bit more by noticing
the following,

[H;(p), Hi(p)*] = [H;(p), [Hi(p), pl] = i[H;(p), Hi(p)], p] + [Hi(p),i[H;(p), p]]
= [H;(p), Hi(p)* + [Hi(p), Hj(p)"]
By using this equality in the one previous to it, we obtain,
X (Hj(p + tHi(p)*)) = H;(p)* + it[H,(p), Hi(p)]*
T H(dH; (Hi(p)*) — dH(H;(p)").

Finally, by using this result in (C.6.1), we get the following expression for
the commutator of the two fields,

[Hi(p)*, H;(p)*] = i[H;(p), Hi(p)]* + t(dH;(H;(p)*) ( )
= i[H;(p), Hi(p))* + t(dH;(H;(p)*) — dH;(H;(p)"))*
= (i[H;(p), Hi(p)] + dH;(H;(p)*) — dH;(H;(p)"))*.



Appendix C. Calculations of chapter 2 182

By comparing the previous equation with (C.3.2), we conclude

[H;(p)*, Hi(p)*] = [Ei, Bj] = —2Q" ;B — Q%;8% = (—2Q"; Hi — Q%1;54)*
so that,

(—2Q"i;Hy — Q%354)" = (i[H;(p), Hi(p)] + dH;(Hi(p)") — dHi(H;(p)))* .

If two operators in u(2s+1) satisfy the equality Af = B¥ we can not conclude
that they are equal; the most general statement we can do is that they differ
by an element of the little algebra of the point in consideration. Because of
this we have,

—2QH; — Q%;Sa + a = i[H;(p), Hi(p)] + dH;(H;(p)*) — dH;(H;(p)"),
(C.6.4)

where a is an element of the little algebra for p. Consider the basis for the
little algebra that consists on the operators of equation (C.5.1) and p. Note
that |¢) (where p = |9)(¢|) is annihilated for all the elements of the basis
except for p. Because of this, if we write a as a = Ap+0O'p; + GY X;; + AVY;;,
we have the following equality,

aly) = Aly) .

Because of this, by applying the Lh.s. and r.h.s. of (C.6.4) to [¢)) we obtain
the following (from now on, we stop writing the explicit dependence of H;

on p)

(—2Q;Hy — Q%jSa + A)|W) = (i[Hj, H] + dH;(H}) - dHi(HJ@)NW :
(C.6.5)

Before going on manipulating (C.6.5), we find an useful identity. Recall that,
by construction, the expected value of H; is always zero, (H;) = 0. Because
of this, its derivative in the direction H?, that (Hj) ; is zero, but,

(Hj).i
= Tr (pH;); = Tr (p;H;) + Tr (pH; ;) = Tr (H} H;) + Tr (pd H;(H}))
— i T ([Hy, p|H;) + (dH;(HY)) = i Tr (HipH; — pH; H;)) + (dH;(H?))
= iTx (pH; H; — pH;H;) + (dH;(H})) = i{[H;, H) + (dH;(H})) .
Since this quantity has to be zero, we can conclude that,

(dH;(HE) = —i([H], Hy)) .
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By changing ¢ with j, we also obtain the following,
—(dH;(H})) = i([H;, Hy)) = —i([H;, Hy)) .
Because of this we have,
(dH;(H}) — dH;(H})) = (dH;(H})) — (dH;(H})) = —2i([H;, Hi)) . (C.6.6)

Now we get back to (C.6.5). By projecting in (¢| in both sides of (C.6.5),
remembering that (H;) = 0, and using (C.6.6) we obtain,

—0%;(Sa) + A = —i([Hj, Hi]) . (C.6.7)

In this way, if we find the valued of A, we can write the expected value
([Hj, H;]) in terms of the curvature . To find A, we calculate the projection
of (C.6.5) into (1|S,,. The result is,

<—2QlijSqu - Q“ijSuSa + ASH>
= (Su[Hj, Hy) + SpdH;(H}) — S,dH;(HE)) . (C.6.8)
Our claim is that the real part of the first term is zero. Indeed, since Hzﬁ is
horizontal, (S, H;) is is zero (recall that (H;) is zero and equation (C.5.2)).
Also, by considering the derivative of (S, H;) in the direction H;(p)*, we can

simplify the r.h.s. of (C.6.8). The reasoning is as follows. First, we compute
said derivative,

(S Hi) j = Tr (HES, H;) + T (pS,dHi(HY))

T (i[Hj, p) SuH:) + (SudH;i(HY))

= iTx ((Hjp — pH;)S,Hi)) + (SudHi(H;))

= i Tr (pS,H;H;) — i Tr (pH; S, H;) + (SudH;(HY))
= (S, H; Hj) — i(H; S, Hy) + (S, dH;(HY)) .

Since the real part of the previous expression needs to be zero, we can
conclude the following,

0 = R(S,Hi) ; = RO(SudHi(H)) + (S, HiHj) — i(H; S, Hi))
= R(S,dH;(H?)) = Ri(H;S, H; — S, H;Hj).

By interchanging ¢ with j from the previous equation and subtracting it from
the original one, we obtain,

R(S,dH;(HY) — SudH;(H})) = Ri(H; S, H; — H; S, H; — S,[H;, Hy))



Appendix C. Calculations of chapter 2 184

— O2Ri(H,; S, H;) — Ri(S,[H;, Hj])

where we used the fact that —i(H;S,, H;) is the complex conjugate of i(H;S, H;)
so that they have the same real part. By taking into consideration these
equalities in (C.6.8), we conclude,

—Q%;R(SuSa) + A(Sy) = 2R i(H; S, Hj) . (C.6.9)

The previous equation is valid for any value of p. By considering (C.6.7) and
(C.2.4) in (C.6.9) we can conclude,

e <’ﬂ2m n <sa><su>) +A(S,) = 2Ri(H;S,H,) =

_Qgij + (9 (=Q2%{Sa) + A) = 2R(H:S, Hj) =
- (8,) (i, H)) = PRiHS, Hy)
WU, H) = _<S1M> (ng i 2§Ri<H¢Squ>) . (C.6.10)

Define |¢;) = iH;|v) and |1);) = iH;|1). Then, Hg can be written as,

H} = i[Hj, p] = [ (] + [) (4]

while

(Yly) =i(Hj) =0.

Because of this, we see that |¢;) is the vector defined in theorem 2. The same
can be said for |¢;). In terms of this vectors,

i([Hj, Hi]) = i((jli) — (ilty)) = 23(wilyy) = Kp(Ei, Ej)
2Ri(Hi Sy H;]) = 2Riuhi| Sulepj) = =23l Sulthy) (C.6.11)

where we used equation (C.4.3) for the first line. Direct substitution of this
equalities in (C.6.10), produces the following result,
_ 250l Suls) — i

Kp(E:, Ej) = 35 . (C.6.12)

In principle, we can use this equation (with any value of ) along with
(C.6.7) to write the geometric phase (C.4.3) in terms of . By using (C.2.4)
in (C.6.9) we obtain the following,

The previous equation has been checked numerically for various points
in the case of j = 3/2 and j = 2.
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C.7 Applications of the little algebra

C.7.1 Another expression for the coefficients of the connec-
tion ()

In this section, we introduce some new mathematical concepts that allows
us to find a simpler expression for €2,,;;.

Given a generic point p in P(Hs), consider the basis for u(2j5 + 1) that
consists on the angular momentum operators S,, the horizontal operators
H;(p) introduced in the previous section, p and the little algebra (C.5.1).
Denote the elements of this basis generically as O 4, where Greek indices
denotes vertical quantities, Latin, horizontal and primed Latin indices refer
to the members of the little group. Denote the structure functions w.r.t. this
basis as ; [O4,08] =16 A50p.

To find an alternative expression for €,,;;, consider the following term of
(C.6.10),

2%i<HiSqu> = i<HiSqu> - i<HjSMHi>
= i((H:iSuHj) — (SuHiHj) + (S, HiHj) — (S, H;H;)
+ (S, H;H;) — (H;S, H;))
i(([Hi, SplHj) + (Su[Hi, Hj]) + ([Sy, Hj]Hi))
= (i€, (0OAH;) +i€";(S,04) + i€ ;{0 H,)) .

By taking the real part in both sides of the previous equation, we obtain the
following result,

WRiI(H; S, H;) = —€, ROAH;) — € ;R(S,04) — €4, ;R(OAH;) .
(C.7.1)

We simplify (C.7.1) by considering each term separately. To compute the
first one, note the following,

R(OvHj) = (Hj) =0,

RO Hj) =0,

RO, >:§R< =", (C72)
R(HpHj) =

The index 1’ corresponds to p, the index A’, denote the rest of the elements
of the little algebra. The first two equalities can be obtained by a direct
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computation. The third one, can be deduced by recalling (C.5.2) and the fact
that horizontal vectors are perpendicular to verticals. Finally, the last one can
also be obtained from (C.5.2). These equalities implies that €4;,R(O4H;) =
(1/2)6%iu9x; = (1/2)€}iu. In the same way, the third term of (C.7.1) is
€4, R(OAH;) = (1/2)%;,5. For the remaining term, €4;;R(S,04), by a
similar procedure used to obtain (C.7.2), we have the following,

§R<SN01'> = <Su> )

§R<SMOA> =0,

K
R(0,0,) = R(S,S,) = g + (S (Sv)
R(S, Hy) = h;’f ~0.

S0,

, L (kw
CARS,00) = €7 5(5,) + 65 (T4 + (5,)(5.))
Cpij
y

= ("5 + € 35(5.)) () +
On the other hand, by considering (C.6.11), we have the following,
Kp(Ei, E;) = —i([H;, Hy]) = —i(i$";(04)) = €"{0a)

= %Vij + Cgllij<sl,> ,

where we used the fact that all the operators O 4 have zero expectation value
except for p and S,. By using this expression in the previous one, we obtain
the following expression,

i
GR(8,04) = KBy, By)(S,) + 242

Substituting the terms we just obtained in (C.7.1), we obtain,
) 1
2RI H; S H) = =5 (Cjin + s + Cuig) = Kp(Eir E)(Sy) =
—ARi(H; S, H;) = Cjip + Cipg + Cpij + 2(S,)Kp(Ei, Ej) .

Finally, the usage of this result in expression (C.6.10), together with (C.6.11),
produces the following equation after some algebra,

Quij = Cjip + Cipj + Cpij - (C.7.3)
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C.8 Relationship with the Schrodinger equation

Suppose that the temporal evolution of a spin s is given by a Hamiltonian
H. Call p(t) the evolution of the system in projective Hilbert space. As it is
well known, the time derivative of p is given by the following equation,

p=—ilH,pl=—H'=vS! +v'E;

The components v* can be regarded as a speed in the fibers, and the coeffi-
cients v’ as a speed in .#. We can find an expression for this components.
By calculating the product of p and Sg on one hand, we have the following,

h(p, S5) = vkap = v5.
On the other hand, by equation (C.5.2),
h(p, S5) = —h(H, S5) = ~2(R(H ) — (H){S5)) = —2 Corx(H, 55),

where we defined the correlation of two operators Corr(A, B) as Corr(A, B) =
(AB) + (BA) — (A)(B). Note that Corr(A, B) is a function defined over
projective Hilbert space. By considering both expressions for h(p, S’g), we
can write,

vg = —2Corr(H, Sg) .
We can make exactly the same for horizontal vectors. The result is
v; = —2 Corr(H, H;(p)) .

The punchline of this results is the following, the speed v, is related with
the correlation between the operator O, and the Hamiltonian H.
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