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Abstract

Graduate School of Computer Science and Engineering

Doctor of Philosophy in Computer Sciences

A Clustering Method Based on the Maximum Entropy Principle

by Edwyn Javier Aldana Bobadilla

Clustering is an unsupervised process to determine which unlabeled objects in a set share

interesting properties. The objects are grouped into k subsets (clusters) whose elements

optimize a proximity measure. Methods based on information theory have proven to

be feasible alternatives. They are based on the assumption that a cluster is one subset

with the minimal possible degree of �disorder�. They attempt to minimize the entropy of

each cluster. We propose a clustering method based on the maximum entropy principle.

Such a method explores the space of all possible probability distributions of the data to

�nd one that maximizes the entropy subject to extra conditions based on prior infor-

mation about the clusters. The prior information is based on the assumption that the

elements of a cluster are �similar� to each other in accordance with some statistical mea-

sure. As a consequence of such a principle, those distributions of high entropy that satisfy

the conditions are favored over others. Searching the space to �nd the optimal distribu-

tion of object in the clusters represents a hard combinatorial problem, which disallows

the use of traditional optimization techniques. Genetic algorithms are a good alterna-

tive to solve this problem. We benchmark our method relative to the best theoretical

performance, which is given by the Bayes classi�er when data are normally distributed,

and a multilayer perceptron network, which o�ers the best practical performance when

data are not normal. In general, a supervised classi�cation method will outperform a

non-supervised one, since, in the �rst case, the elements of the classes are known a priori.

In what follows, we show that our method's e�ectiveness is comparable to a supervised

one. This clearly exhibits the superiority of our method.

http://www.mcc.unam.mx/
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Prologue

One of the basic tasks in Data Mining is the process of determining which unlabeled

objects in a set do share interesting properties. Such process is denoted as "clustering",

where the objects are grouped into k subsets or clusters whose elements optimize a

proximity measure. Usually such proximity is de�ned by a metric or distance. The more

traditional clustering methods are based on the minimization of such distance. This

fact imposes important constraints on the geometry of the clusters found. Since each

element in a cluster lies within a radial distance relative to a given center, the shape of

the covering or hull of a cluster is hyper-spherical (convex) which sometimes does not

encompass adequately the elements that belong to it.

The research described in this thesis was focused on �nding a clustering method that

overcomes such constraints. To reach this goal we explored di�erent approaches: (1) We

proposed a method in which the elements of a cluster were determined by �nding a set of

locus (one for each cluster), which encompass the data to be clustered. A locus is a curve

or surface formed by all the data satisfying a particular equation. To �nd the feasible

equations, we resorted to Gielis's Super-Formula (GSF) that allowed us to de�ne a wide

family of functions. To �nd the optimal locus, we used a Genetic Algorithm (GA). This

approach was not hampered by distance considerations. A point to be made is that the

generalization for data in <n (n > 3) is a non-trivial problem. This limitation forced us to

explore other alternatives. The reader can �nd details about this approach in Appendix

D which was published in [1] and presented at 7th WSEAS International Conference

on Arti�cial Intelligence, Knowledge Engineering and Databases(AIKED'08). (2) Other

alternative, based on the identi�cation of those elements of the dataset which optimize

some validity index was proposed. In the usual process, the clusters are found via some

arbitrary clustering method and then assigned a quality grade according to a certain

validity index. We propose a novel method �nding the elements of the clusters from the

indices directly. Usually the purported indices are expressed mathematically with some

complex function which is not prone to optimization by any of the traditional methods.

We analyze clusters resulting by optimizing several validity indices with a GA. This

approach and its results are presented in Appendix E, which were published in the book

1



Prologue 2

New Fundamental Technologies in Data Mining [2]. We found that the optimization

of validity indices is a promising approach, however such approach did not solve the

problem about the constraints of the geometry of the clusters, since most indices are

based on proximity relationships on the metric space of the dataset. (3) This fact led

us to search a validity index on the probability space of the dataset rather than on the

metric space of it. Such validity index was an information theoretical function. Our idea

was to �nd a arrangement of clusters whose probability distributions optimize this new

validity index. The results of this approach have partly been presented at international

conferences in Holland, Germany and USA (see Appendix F).

Since exploring the feasible space of all probability distributions is a hard problem,

the use of suitable optimization method was compulsory. Based on the assumption that

under certain conditions the GAs always converge to the optimal solution [3], we consider

the GAs as a good alternative to solve such problem. To determine the best GA, we

conducted a study regarding the performance of a set of 4 structurally di�erent GAs

and a non-evolutionary algorithm to solve a wide reservoir of optimization problems.

The results of this study were presented at 12th Mexican International Conference on

Arti�cial Intelligence and published in [4, 5]. We have decided to include this study in

Appendix G.

The referred work gave rise to the following publications and presentations at interna-

tional conferences:

1. Kuri-Morales, A., Aldana-Bobadilla, E., Clustering with an N-Dimensional Ex-

tension of Gielis Superformula, WSEAS, 343-350, Editor(s)): Zadeh et al., ISBN:

978-960-6766-4, ISSN: 1790-5109, 20/02/2008.

2. Kuri-Morales, A., Aldana-Bobadilla, E., Evolutionary Entropic Clustering: a new

methodology for data mining, Sociedad Mexicana de Inteligencia Arti�cial, CD,

Editor(s)): Alexander Gelbukh, ISBN: 978-607-95367, 09/11/2009.

3. Kuri-Morales, A., Aldana-Bobadilla, E., Finding irregularly shaped clusters based

on Entropy, ICDM - 2010, Springer, 59-70, Editor(s)): Petra Perner, ISBN: 3-642-

14399-7, ISSN: 0302-9743, 10/07/2010.

4. Aldana-Bobadilla, E., Kuri-Morales, A., A methodology to �nd clusters in the

data based on Shannon's Entropy and Genetic Algorithms, WorldComp'11, CSRea

Press, 21-27, Editor(s)): Arabnia, H., Hashemi, R., Solo, A., ISBN: 1-60132-182-1,

18/07/2011.

5. Aldana-Bobadilla, E., Kuri-Morales, A., A methodology to �nd clusters in the

data based on Shannon's Entropy and Genetic Algorithms, Proceedings of the
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10th WSEAS international conference on communications, WSEAS, 272-280, Ed-

itor(s)): Mastorakis, N., Mladenov, V., Savkovic-Stevanovic, J., ISBN: 978-960-

474-28, 01/03/2011.

6. Kuri-Morales, A., Aldana-Bobadilla, E., The Best Genetic Algorithm Part I, A

Comparative Study of Structurally Di�erent Genetic Algorithms, Springer, 1-15,

Editor(s)): Castro, Gelbukh, González, ISBN: 9783642451119, ISSN: 1611-3349,

27/11/2013. Best Paper Award, Second Place.

7. Kuri-Morales, A., Aldana-Bobadilla, E., López-Peña, J., The Best Genetic Algo-

rithm Part II, A Comparative Study of Structurally Di�erent Genetic Algorithms,

Springer, 16-29, Editor(s)): Castro, Gelbukh, González, ISBN: 9783642451119,

ISSN: 1611-3349, 27/11/2013.

8. Aldana-Bobadilla, E., Kuri-Morales, A., Unsupervised Classi�er Based on Heuris-

tic Optimization and Maximum Entropy Principle, Springer, 17-30, Editor(s)):

Emmerich, M. et al, ISBN: 9783319011271, ISSN: 2194-5357, 10/07/2013

Other important publication was a chapter book dealing with di�erent approaches of

clustering. The complete reference is shown in what follows:

9. Kuri-Morales, A., Aldana-Bobadilla, E., The search for irregularly shaped clusters

in data mining, New Fundamental Technologies in Data Mining, Intech, 323-354,

Editor(s)): Funtasu, K., Hasegawa, K., ISBN: 9789533075471, 15/01/2011.

All these works are the basis and foundation of this dissertation. They allowed us to

mature the �nal results which were submitted for publication in the international journal

of Entropy (see [6]). The comments and suggestions of the reviewers allowed us to

improve our research and validate the �nal results.



Chapter 1

Introduction

Pattern recognition is a scienti�c discipline whose methods allow us to describe and

classify objects. The descriptive process involves the symbolic representation of these

objects through a numerical vector ~x:

~x = [x1, x2, . . . xn] ∈ <n (1.1)

where its n components represent the value of the attributes of such objects. Given a

set of objects (�dataset�) X, there are two approaches to attempt the classi�cation: (1)

supervised; and (2) unsupervised.

In the unsupervised approach case, no prior class information is used. Such an approach

aims at �nding a hypothesis about the structure of X based only on the similarity

relationships among its elements. These relationships allow us to divide the space of

X into k subsets, called clusters. A cluster is a collection of elements of X, which are

"similar" between them and "dissimilar" to the elements belonging to other clusters.

Usually, the similarity is de�ned by a metric or distance function d : X ×X → < [7�9].

The process to �nd the appropriate clusters is typically denoted as a clustering method.

In the literature, many clustering methods have been proposed [10, 11]. Most of them

begin by de�ning a set of k centroids (one for each cluster) and associating each element

in X with the nearest centroid based on a distance d. This process is repeated, until

the di�erence between centroids at iteration t and iteration t− 1 tends to zero or when

some other optimality criterion is satis�ed. Examples of this approach are k-means

[12] and fuzzy c-means [13�15]. Other methods not following the previous approach

are: (1) hierarchical clustering methods that produce a tree or a graph in which, during

the clustering process, based on some similarity measure, the nodes (which represent a

possible cluster) are merged or split; in addition to the distance measure, we must also

4



Chapter 1. Introduction 5

have a stopping criterion to tell us whether the distance measure is su�cient to split

a node or to merge two existing nodes [16�18]; (2) density clustering methods, which

consider clusters as dense regions of objects in the dataset that are separated by regions of

low density; they assume an implicit, optimal number of clusters and make no restrictions

with respect to the form or size of the distribution [19]; and (3) meta-heuristic clustering

methods that handle the clustering problem as a general optimization problem; these

imply a greater �exibility of optimization algorithms, but also longer execution times

[20, 21].

We propose a numerical clustering method that lies in the group of meta-heuristic clus-

tering methods, where the optimization criterion is based on information theory. Some

methods with similar approaches have been proposed in the literature (see Section 1.5).

1.1 Determining the Optimal Value of k

In most clustering methods, the number k of clusters must be explicitly speci�ed. Choos-

ing an appropriate value has important e�ects on the clustering results. An adequate

selection of k should consider the shape and density of the clusters desired. Although

there is not a generally accepted approach to this problem, many methods attempting to

solve it have been proposed [11, 22, 23]. In some clustering methods (such as hierarchi-

cal and density clustering), there is no need to explicitly specify k. Implicitly, its value

is, nevertheless, still required: the cardinality or density of the clusters must be given.

Hence, there is always the need to select a value of k. In what follows, we assume that

the value of k is given a priori. We do not consider the problem of �nding the optimal

value of k. See, for example, [24�26].

1.2 Evaluating the Clustering Process

Given a dataset X to be clustered and a value of k, the most natural way to �nd the

clusters is to determine the similarity among the elements of X. As mentioned, usually,

such similarity is established in terms of proximity through a metric or distance function.

In the literature, there are many metrics [27] that allow us to �nd a variety of clustering

solutions. The problem is how to determine if a certain solution is good or not. For

instance, in Figures 1.1 and 1.2, we can see two datasets clustered with k = 2. For

such datasets, there are several possible solutions, as shown in Figures 1.1b,c and 1.2b,c,

respectively.
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Frequently, the goodness of a clustering solution is quanti�ed through validity indices

[10, 14, 28, 29]. The indices in the literature are classi�ed into three categories: (1) exter-

nal indices that are used to measure the extent to which cluster labels match externally-

supplied class labels (F-measure [30], NMIMeasure [31], entropy [32], purity [33]); (2)

internal indices, which are used to measure the goodness of a clustering structure with

respect to the intrinsic information of the dataset ([34], [35],[36],[37], [14]); and (3) rel-

ative indices that are used to compare two di�erent clustering solutions or particular

clusters (the RAND index [38] and adjusted RAND index [39]).

(a) (b) (c)

Figure 1.1: Example of a clustering problem. (a) Dataset X1; (b) solution for k = 2;
and (c) another solution for k = 2.

(a) (b) (c)

Figure 1.2: Another clustering problem. (a) Dataset X2; (b) solution for k = 2; and
(c) another solution for k = 2.

Clusters are found and then assigned a validity index. We bypass the problem of qual-

ifying the clusters and, rather, de�ne a quality measure and then �nd the clusters that

optimize it. This allows us to de�ne the clustering process as follows:
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De�nition 1. Given a dataset X to be clustered and a value of k, clustering is a process

that allows the partition of the space of X into k regions, such that the elements that

belong to them optimize a validity index q.

Let Ci be a partition of X and Π = {C1, C2, ...Ck} the set of such partitions that

represents a possible clustering solution of X. We can de�ne a validity index q as a

function of the partition set Π, such that the clustering problem may be reduced to an

optimization problem of the form:

Optimize q = f(Π)

subject to:

gi(Π) ≤ 0, i = 1, 2...,m

hj(Π) = 0, j = 1, 2, ..., p

(1.2)

where gi and hj are constraints, likely based on prior information about the partition set

Π (e.g., the desired properties of the clusters).

We want to explore the space of those feasible partition sets and �nd one that optimizes

a validity index instead, doing an a posteriori evaluation of a partition set (obtained

by any optimization criterion) through such an index. This approach allows us to �nd

�the best clustering� within the limits of a validity index. To tightly con�rm such an

assertion, we resort to the statistical evaluation of our method (see Chapter 5).

1.3 Finding the Best Partition of X

Finding the suitable partition set Π of X is a di�cult problem. The total number of

di�erent partition sets of the form Π = {C1, C2, ...Ck} may be expressed by the function

S(N, k) associated with the Stirling number of the second kind [40], which is given by:

S(N, k) =
1

k!

k∑

i=0

(−1)k−i
(
k

i

)
iN (1.3)

where N = |X|. For instance, for N = 50 and k = 2, S(N, k) ≈ 5.63 × 1014. This

number illustrates the complexity of the problem that we need to solve. Therefore, it

is necessary to resort to a method that allows us to explore e�ciently a large solution

space. In the following section, we brie�y describe some meta-heuristic searches.
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1.4 Choosing the Meta-Heuristic

During the last few decades, there has been a tendency to consider computationally-

intensive methods that can search very large spaces of candidate solutions. Among the

many methods that have arisen, we mention tabu search [41�43], simulated annealing

[44, 45], ant colony optimization [46], particle swarm optimization [47] and evolutionary

computation [48]. Furthermore, among the many variations of evolutionary computation,

we �nd evolutionary strategies [49], evolutionary programming [50], genetic programming

[51] and genetic algorithms (GAs) [52]. All of these methods are used to �nd approximate

solutions for complex optimization problems. It was proven that an elitist GA always

converges to the global optimum [3]. Such a convergence, however, is not bounded in

time, and the selection of the GA variation with the best dynamic behavior is very

convenient. In this regard, we rely on the conclusions of previous analyses [4, 5], which

showed that a breed of GA, called the eclectic genetic algorithm (EGA), achieves the

best relative performance. These analyses have been include in Appendix G. Such an

algorithm incorporates the following:

(1) Full elitism over a set of size n of the last population. Given that, by generation t,

the number of individual tested is nt, the population in such a generation consists

of the best n individuals.

(2) Deterministic selection as opposed to the traditional proportional selection operator.

Such a scheme emphasizes genetic variety by imposing a strategy that enforces the

crossover of prede�ned individuals. After sorting the individual's �tness from better

to worse, the i-th individual is combined with the (n− i+ 1)-th individual.

(3) Annular (two-point) crossover.

(4) Random mutation of a percentage of bits of the population.

In Appendix A, we present additional information and the pseudo-code of EGA, detailed

information about it, can be found in [5].

1.5 Related Works

Our method is meta-heuristic. The main idea behind such method is to handle the

clustering problem as a general optimization problem. In the literature there are vari-

ous suitable meta-heuristic clustering methods. For instance, in [55�57], three di�erent

clustering methods based on di�erential evolution, ant colony and multi-objective pro-

gramming, respectively, are proposed.
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Both meta-heuristic or analytical methods (iterative, density-based, hierarchical) have

objective functions, which are associated with a metric. In our method, the validity

index becomes the objective function.

Our objective function is based on information theory. Several methods based on the

optimization of information theoretical functions have been studied [58�63]. Typically,

they optimize quantities, such as entropy [32] and mutual information [64]. These quan-

tities involve determining the probability distribution of the dataset in a non-parametric

approach, which does not make assumptions about a particular probability distribution.

The term non-parametric does not imply that such methods completely lack parameters;

they aim to keep the number of assumptions as weak as possible (see [60, 63]). Non-

parametric approaches involve density functions, conditional density functions, regres-

sion functions or quantile functions in order to �nd the suitable distribution. Typically,

such functions imply tuning parameters that determine the convergence of searching for

the optimal distribution.

A common clustering method based on information theory is ENCLUS (entropy cluster-

ing) [65], which allows us to split iteratively the space of the dataset X in order to �nd

those subspaces that minimize the entropy. The method is motivated by the fact that

a subspace with clusters typically has lower entropy than a subspace without clusters.

In order to split the space of X, the value of a resolution parameter must be de�ned. If

such a value is too large, the method may not able to capture the di�erences in entropy

in di�erent regions in the space.

Our proposal di�ers from traditional clustering methods (those based on minimizing a

proximity measure as k -means or fuzzy c-means) in that, instead of �nding those clusters

that optimize such a measure and then de�ning a validity index to evaluate its quality,

our method �nds the clusters that optimize a purported validity index.

As mentioned, such validity index is an information theoretical function. In this sense,

our method is similar to those mentioned methods based on information theory. How-

ever, it does not use explicitly a non-parametric approach to �nd the distribution of the

dataset. It explores the space of all possible probability distributions to �nd one that

optimizes our validity index. For this reason, the use of a suitable meta-heuristic is com-

pulsory. With the exception of the parameters of such a meta-heuristic, our method does

not resort to additional parameters to �nd the optimal distribution and, consequently,

the optimal clustering solution.

Our validity index involves entropy. Usually in the methods based on information theory,

the entropy is interpreted as a "disorder" measure; thus, an obvious way is to minimize
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such a measure. In our work, we propose to maximize it due to the maximum entropy

principle.

1.6 Organization of the Discussion

The rest of this work is organized as follows: In Chapter 2, we brie�y discuss the concept

of information content, entropy and the maximum entropy principle. Then, we approach

such issues in the context of the clustering problem. In Chapter 3, we formalize the

underlying ideas and describe the main line of our method (in what follows, clustering

based on entropy (CBE)). In Chapter 4, we present a general description of the datasets.

Such datasets were grouped into three categories: (1) synthetic Gaussian datasets; (2)

synthetic non-Gaussian datasets; and (3) experimental datasets taken from the UCI

Machine Learning Repository [67]. In Chapter 5, we present the methodology to evaluate

the e�ectiveness of CBE regardless of a validity index. In Chapter 6, we show the

experimental results. We use synthetically-generated Gaussian datasets and apply a

Bayes classi�er (BC) [66, 68, 69]. We use the results as a standard for comparison due to

its optimal behavior. Next, we consider synthetic non-Gaussian datasets. We prove that

CBE yields results comparable to those obtained by a multilayer perceptron network

(MLP). We show that our (non-supervised) method's results are comparable to those of

BC and MLP, even though these are supervised. The results of other clustering methods

are also presented, including an information theoretic-based method (ENCLUS). Finally,

in Chapter 7, we present our conclusions. We have included three appendices expounding

important details.



Chapter 2

Maximum Entropy Principle and

Clustering

The so-called entropy [32] appeals to an evaluation of the information content of a random

variable Y with possible values {y1, y2, ...yn}. From a statistical viewpoint, the informa-

tion of the event (Y = yi) is inversely proportional to its likelihood. This information is

denoted by I(yi), which can be expressed as:

I(yi) = log

(
1

p(yi)

)
= −log (p(yi)) (2.1)

From information theory [32, 70], the entropy of Y is the expected value of I. It is given

by:

H(Y ) = −
N∑

i=1

p(yi)log (p(yi)) (2.2)

Typically, the log function may be taken to be log2, and then, the entropy is expressed

in bits; otherwise, as ln, in which case the entropy is in nats. We will use log2 for the

computations in this paper.

When p(yi) is uniformly distributed, the entropy of Y is maximal. This means that Y

has the highest level of unpredictability and, thus, the maximal information content.

The value of the entropy has many intuitive interpretations: the distributions of higher

entropy represent more "disorder", they are "smoother", or they are "less predictable".

11
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2.1 Maximum Entropy Principle

Since entropy re�ects the amount of "disorder" of a system, many methods employ some

form of such a measure in the objective function of clustering. It is expected that each

cluster has a low entropy, because data points in the same cluster should look similar

[59�63].

We consider the clustering problem a stochastic system with a set of states S = {Π1,Π2, ...,Πn}
whose probabilities are unknown (recall that Πi is a likely partition set of X of the form

Π = {C1, C2, ..., Ck}). A possible assertion would be that the probabilities of all states

are equal (p(Π1) = p(Π2) = ... = p(Πn−1) = p(Πn)), and therefore, the system has the

maximum entropy. However, if we have additional knowledge, then we should be able to

�nd a probability distribution that is better in the sense that it is less uncertain. This

knowledge can consist of certain average values or bounds on the probability distribution

of the states, which somehow de�ne several conditions imposed upon such distribution.

Usually, there is an in�nite number of probability models that satis�es these conditions.

The question is: which model should we choose? The answer lies in themaximum entropy

principle, which may be stated as follows [71]: when an inference is made on the basis

of incomplete information, it should be drawn from the probability distribution that

maximizes the entropy, subject to the constraints on the distribution. As mentioned, a

condition is an expected value of some measure about the probability distributions. Such

a measure is one for which each of the states of the system has a value denoted by g(Πi).

2.1.1 Numerical Example

Let X = {9, 10, 9, 2, 1} be a discrete dataset to be clustered with k = 2. We assume that

the "optimal" labeling of the dataset is the one that is shown in Table 2.1.

X C

9 C1

10 C1

9 C1

2 C2

1 C2

Table 2.1: Unidimensional dataset.
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Such labeling de�nes a partition Π∗ of the form Π∗ = {C1 = {9, 10, 9}, C2 = {2, 1}}.
The probability model of Π∗ is given by the conditional probabilities p(x|Ci) that rep-

resent the likelihood that, when observing cluster Ci, we can �nd object x. Table 2.2

shows such probabilities.

X C p(x|C1) p(x|C2)

9 C1 0.333 0.000

10 C1 0.333 0.000

11 C1 0.333 0.000

2 C2 0.000 0.500

1 C2 0.000 0.500

Table 2.2: Probability model of Π∗.

The entropy of X conditioned on the random variable C taking a certain value Ci is

denoted as H(X|C = Ci). Thus, we de�ne the total entropy of Π∗ as:

H(Π∗) =
∑

Ci∈Π∗
H(X|C = Ci)

H(Π∗) = − ∑
Ci∈Π∗

∑
x∈Ci

p(x|Ci)log(p(x|Ci))
(2.3)

Given the probability model of Π∗ and Equation (2.3), the total entropy of Π∗ is shown

in Table 2.3. We may also calculate the mean and the standard deviation of the elements

x ∈ Ci denoted as σ(Ci) in order to de�ne a quality index:

g(Π∗) =
2∑

i=1

σ(Ci) (2.4)

X C p(x|C1) p(x|C2) p(x|C1)log (p(x|C1)) p(x|C2)log (p(x|C2))

9 C1 0.333 0.000 −0.528 0.000

10 C1 0.333 0.000 −0.528 0.000

11 C1 0.333 0.000 −0.528 0.000

2 C2 0.000 0.500 0.000 −0.500

1 C2 0.000 0.500 0.000 −0.500

H(Π∗) 2.584

g(Π∗) 1.316

Table 2.3: Probability model and the entropy of Π∗.
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Alternative partition sets are shown in Tables 2.4 and 2.5.

X C p(x|C1) p(x|C2) p(x|C1)log (p(x|C1)) p(x|C2)log (p(x|C2))

9 C1 0.250 0.000 −0.500 0.000

10 C1 0.250 0.000 −0.500 0.000

11 C1 0.250 0.000 −0.500 0.000

2 C2 0.000 1.000 0.000 0.000

1 C1 0.250 0.000 −0.500 0.000

H(Π1) 2.000

g(Π1) 3.960

Table 2.4: Probability model and entropy of Π1.

X C p(x|C1) p(x|C2) p(x|C1)log (p(x|C1)) p(x|C2)log (p(x|C2))

9 C2 0.000 0.333 0.000 −0.528

10 C1 0.500 0.000 −0.500 0.000

11 C1 0.500 0.000 −0.500 0.000

2 C2 0.000 0.333 0.000 −0.528

1 C2 0.000 0.333 0.000 −0.528

H(Π2) 2.584

g(Π2) 4.059

Table 2.5: Probability model and entropy of Π2.

In terms of maximum entropy, partition H(Π2) is better than H(Π1). Indeed, we can

say that H(Π2) is as good as H(Π∗). If we assume that a cluster is a partition with

the minimum standard deviation, then the partition set Π∗ is the best possible solution

of the clustering problem. In this case, the minimum standard deviation represents a

condition that may guide the search for the best solution. We may consider any other

set of conditions depending on the desired properties of the clusters. The best solution

will be the one with the maximum entropy, which complies with the selected conditions.

2.2 Finding the Optimal Partition

In the example above, we knew the labels of the optimal class and the problem became

trivial. In the clustering problems, there are no such labels, and thus, it is compulsory to

�nd the optimal solution based solely on the prior information supplied by one or more
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conditions. We are facing an optimization problem of the form:

Maximize:H(Π)

subject to:

g1(Π) ≤ ε1
g2(Π) ≤ ε2

...

gn(Π) ≤ εn
Π ∈ S

(2.5)

where εi is the upper bound of value of the i-th condition. We do not know the value of

εi, and thus, we do not have enough elements to determine compliant values of gi. Based

on prior knowledge, we infer whether the value of gi is required to be as small (or large)

as possible. In our example, we postulated that gi(Π) (based on the standard deviation

of the clusters) should be as small as possible. Here, gi(Π) becomes an optimization

condition. Thus, we can rede�ne the above problem as:

Optimize:(H(Π), g1(Π), g2(Π), ..., gn(Π))

subject to:

Π ∈ S
(2.6)

which is a multi-objective optimization problem [72].

Without loss of generality, we can reduce the problem in Equation (2.6) to one of max-

imizing the entropy and minimizing the sum of the standard deviation of the clusters

(for practical purposes, we choose the standard deviation; however, we may consider

any other statistics, even higher-order statistics). The resulting optimization problem is

given by:

Maximize:H(Π) ∧Minimize:g(Π))

subject to:

Π ∈ S
(2.7)

where g(Π) is the sum of the standard deviation of the clusters. In a n-dimensional

space, the standard deviation of the cluster Ci is a vector of the form ~σ = (σ1, σ2, σn),

where σj is the standard deviation of each dimension of the objects ~x ∈ Ci. In general,

we calculate the standard deviation of a cluster as:

σ(Ci) =
n∑

j=1

σi∀σj ∈ ~σ (2.8)
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Then, we de�ne the corresponding g(Π) as:

g(Π) =

k∑

i=1

σ(Ci) (2.9)

The entropy of the partition set Π denoted by H(Π) is given by Equation (2.3).

The problem of Equation (2.7) is intractable via classical optimization methods [73, 74].

The challenge is to simultaneously optimize all of the objectives. The tradeo� point is

a Pareto-optimal solution [75]. Genetic algorithms are popular tools used to search for

Pareto-optimal solutions [76, 77].



Chapter 3

Solving the Problem through EGA

Most multi-objective optimization algorithms use the concept of dominance in their

search to �nd a Pareto-optimal solution. For each objective function, there exists one

di�erent optimal solution. An objective vector constructed with these individual optimal

objective values constitutes the ideal objective vector of the form:

z∗ = (f∗1 , f
∗
2 , ..., f

∗
n) (3.1)

where f∗i is the i-th objective function. Given two vectors z and w, it is said that z

dominates w, if each component of z is less or equal to the corresponding component of

w, and at least one component is smaller:

z � w ↔ ∀i(zi ≤ wi) ∧ ∃k(zk < wk) (3.2)

We use EGA to solve the problem of Equation (2.7).

3.1 Encoding a Clustering Solution

We established that a solution (an individual) is a random sequence of symbols s from

the alphabet
∑

= {1, 2, 3...k}. Every symbol in s represents the cluster to which an

object ~x ∈ X belongs. The length of s is given by the cardinality of X. An individual

determines a feasible partition set Π of X. This is illustrated in Figure 3.1.

17
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(a) (b)

Figure 3.1: Feasible partition sets of X ∈ <2 for k = 2. (a) Π1 and (b) Π2.

From this encoding, Π1 = {C1 = {x1, x5}, C2 = {x2, x3, x4}} and Π2 = {C1 = {x1, x3, x4},
C2 = {x2, x5}}. EGA generates a population of feasible partition sets and evaluates them

in accordance with their dominance. Evolution of the population takes place after the

repeated application of the genetic operators, as described in [4, 5].

3.2 Finding The Probability Distribution of the Elements

of a Cluster

Based on the encoding of an individual of EGA, we can determine the elements ~x that

belong to Ci for all i = 1, 2, ..., k. To illustrate the way p(~x|C1) is calculated, we refer to

the partition set shown in Figure 3.2.

Figure 3.2: Representation of p(~x|C1).

The shaded area represents the proportion of ~x, which belongs to cluster C1. We divide

the probability space of cluster C1 into a �xed number of quantiles (see Figure 3.3). The

conditional proportion of ~x in Ci is the proportion of the number of objects ~x in a given

quantile.
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Figure 3.3: Example of the probability space of Ci in <.

An unidimensional case is illustrated in Figure 3.3. This idea may be extended to a

multidimensional space, in which case, a quantile is a multidimensional partition of the

space of Ci, as is shown in Figure 3.4. In general, the p(~x|Ci) is the density of the

quantile to which ~x belongs in terms of the percentage of data contained in it. We want

to obtain quantiles that contain at most 0.0001 percent of the elements. Thus, we divide

the space of Ci into 10,000 quantiles.

Figure 3.4: Example of the probability space of Ci in <3.

3.3 Determining the Parameters of CBE

The EGA in CBE was executed with the following parameter values: Pc = 0.90, Pm =

0.09, Population size = 100, Generations = 800. It is based on a preliminary study,

which showed that from a statistical view point, EGA converges to the optimal solution

around such values when the problems are demanding (those with a non-convex feasible

space) [4, 5]. The value of k in all experiments is known a priori from the dataset.



Chapter 4

Datasets

We present a general description of the datasets used in our work. They comprise three

categories: (1) synthetic Gaussian datasets; (2) synthetic non-Gaussian datasets; and (3)

experimental datasets taken from the UCI database repository, i.e., real-world datasets.

Important details about these categories are shown in Appendix B.

4.1 Synthetic Dataset

Supervised clustering is, in general, more e�ective than an unsupervised one. Knowing

this, we make an explicit comparison between a supervised method and our own clus-

tering algorithm. We will show that the performance of our method is comparable to

the one of a supervised method. This fact underlines the e�ectiveness of the proposed

clustering algorithm. It is known that, given a dataset X divided into k classes whose

elements are drawn from a normal distribution, a BC achieves the best solution relative

to other classi�ers [69]. Therefore, we will gauge the performance of CBE relative to BC.

Without the normality assumption, we also want to measure the performance of CBE

relative to a suitable classi�er; in this regard, we use MLP, which has been shown to be

e�ective without making assumptions about the dataset.

Our claim is that if CBE performs satisfactorily when it is compared against a supervised

method, it will also perform reasonably well relative to other clustering (non-supervised)

methods. In order to prove this, we generated both Gaussian and non-Gaussian synthetic

datasets, as described in Appendix B. For each dataset, the class labels were known.

They are meant to represent the expected clustering of the dataset. It is very important

to stress that CBE is unsupervised, and hence, it does not require the set of class labels.

20
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4.2 Real-World Datasets

Likewise, we also used a suite of datasets that represent �real-world� problems from the

UCI repository, also described in Appendix B, Section B.3. We used an MLP as practical

approximation to the best expected classi�cation of these datasets.



Chapter 5

Methodology to Gauge the

E�ectiveness of a Clustering Method

In what follows, we present the methodology to determine the e�ectiveness of any cluster-

ing method (CM). We solve a large set of clustering problems by generating a su�ciently

large supply of synthetic datasets. First, the datasets are made to distribute normally.

Given the fact that BC will classify optimally when faced with such datasets, we will use

them to compare a CM vs. BC. Afterwards, other datasets are generated, but no longer

demanded to be Gaussian. We will use these last datasets to compare a CM vs. MLP.

In both cases, we are testing the large number of classi�cation problems to ensure that

the behavior of a CM, relative to the best supervised algorithm (BC or MLP), will be

statistically signi�cant.

With the real-world datasets, the e�ectiveness of a CM is given by the number matching

between cluster labels obtained by such a CM and the a priori class labels of the dataset.

5.1 Determining the E�ectiveness Using Synthetic Gaus-

sian Datasets

Given a labeled Gaussian dataset X∗i (i = 1, 2, ...n), we use BC to classify X∗i . The same

set not including the labels will be denoted Xi. The classi�cation yields Y ∗i , which will

be used as the benchmarking reference. We may determine the e�ectiveness of any CM

as follows:

1. Obtain a sample X∗i .

2. Train the BC based on X∗i .

22
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3. From the trained BC, obtain the �reference� labels for all ~x∗ ∈ X∗i (denoted by

Y ∗i ).

4. Train the CM with Xi to obtain a clustering solution denoted as Yi.

5. Obtain the percentage of the number of elements of Yi that match those of Y ∗i .

5.2 Determining the E�ectiveness of Using Synthetic Non-

Gaussian Datasets

Given a labeled non-Gaussian dataset X∗i for i = 1, 2, ...N , we followed the same exact

steps as described in Section 5.1, but we replaced the BC with an MLP. We are assuming

(as discussed in [69]) that MLPs are the best practical choice as a classi�er when data

are not Gaussian.

5.3 Determining the E�ectiveness Using Real-World Datasets

With the real-world datasets, the e�ectiveness of a CM is given by the percentage match-

ing between cluster labels obtained by such a CM and the a priori class labels of the

dataset.

5.4 Determining the Statistical Signi�cance of the E�ective-

ness

We statistically evaluated the e�ectiveness of any CM using synthetic datasets (both

Gaussian and non-Gaussian). In every case, we applied a CM to obtain Yi. We denote

the relative e�ectiveness as ϕ. We wrote a computer program that takes the following

steps:

(1) A set of N = 36 datasets is randomly selected.

(2) Every one of these datasets is used to train a CM and BC or MLP, when data are

Gaussian or non-Gaussian, respectively.

(3) ϕi is recorded for each problem.

(4) The average of all ϕi is calculated. Such an average is denoted as ϕ̄m.

(5) Steps 1�4 are repeated, until the ϕ̄m are normally distributed. The mean and stan-

dard deviation of the resulting normal distribution are denoted by µ′ and σ′, respec-

tively.
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From the central limit theorem, ϕ̄m will be normally distributed for appropriate M .

Experimentally (see Appendix C), we found that an adequate value of M is given by:

M ≈ b− ln[ln( a
P )]

c
(5.1)

where P is the probability that the experimental χ2 is less than or equal to 3.28, and

there are �ve or more observations per quantile; a = 0.046213555, b = 12.40231200 and

c = 0.195221110. For p ≤ 0.05, from 5.1, we have that M ≥ 85. In other words, if

M ≥ 85, the probability that ϕ̄ is normally distributed is better that 0.95. Ensuring

that ϕ̄ ∼ N(µ′, σ′), we can easily infer the mean µ and the standard deviation σ of the

distribution of ϕ from:

σ = σ′
√
N (5.2)

µ = µ′ (5.3)

From Chebyshev's inequality [78], the probability that the performance of a CM ϕ lies

in the interval [µ− λσ, µ+ λσ] is given by:

p(µ− λσ ≤ ϕ ≤ µ+ λσ) ≥ 1− 1

λ2
(5.4)

where λ denotes the number of standard deviations. By setting λ = 3.1623, we ensure

that the values of ϕ will lie in this interval with probability p ≈ 0.9. A lower bound on

ϕ (assuming the symmetric distribution of the ϕs) is given by µ+ λσ.



Chapter 6

Results

In what follows, we show the results from the experimental procedure. We wanted

to explore the behavior of our method relative to other clustering methods. We used

a method based on information theory called ENCLUS and two other methods: k -

means and fuzzy c-means. For all methods, we used the experimental methodology

(with Gaussian and non-Gaussian datasets). All methods were made to solve the same

problems.

6.1 Synthetic Gaussian Datasets

Table 6.1 shows the values of ϕ for Gaussian datasets. Lower values imply better closeness

to the results achieved from BC (see Section 5.1). The Gaussian datasets were generated

in three di�erent arrangements: disjoint, overlapping and concentric. Figure 6.1 shows

an example of such arrangements.

All four methods yield similar values for disjoint clusters (simple problem). However,

important di�erences are found when tackling the overlapping and concentric datasets

(hard problems). We can see that CBE is noticeable better.

Since BC exhibits the best theoretical e�ectiveness given Gaussian datasets, we have

included the percentual behavior of the four methods relative to it in Table 6.2.

25
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Algorithm Disjoint Overlapping Concentric

k -means 0.018 0.42 0.52

fuzzy c-means 0.017 0.36 0.51

ENCLUS 0.019 0.04 0.12

CBE 0.020 0.03 0.04

p-value < 0.05

Table 6.1: Average e�ectiveness (ϕ) for Gaussian datasets.

Figure 6.1: Example of possible arrangements of a Gaussian dataset.

Algorithm Disjoint Overlapping Concentric

k -means 0.982 0.576 0.475

fuzzy c-means 0.983 0.636 0.485

ENCLUS 0.981 0.960 0.879

CBE 0.980 0.970 0.960

BC 1.000 1.000 1.000

p-value < 0.05

Table 6.2: Performance relative to the Bayes classi�er (BC) (%).

6.2 Synthetic Non-Gaussian Datasets

Table 6.3 shows the values of ϕ for non-Gaussian datasets. These do not have a particular

arrangement (disjoint, overlapping and concentric). As before, lower values imply better

closeness to the results achieved from MLP (see Section 5.2).

The values of CBE and ENCLUS are much better than the ones of traditional clustering

methods. Nevertheless, when compared to ENCLUS, CBE is 62.5% better.
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Algorithm µ(ϕ)

k -means 0.56

fuzzy c-means 0.54

ENCLUS 0.13

CBE 0.08

p-value < 0.05

Table 6.3: Average e�ectiveness (ϕ) for non-Gaussian datasets. ENCLUS, entropy
clustering; CBE, clustering-based on entropy.

Since MLP is our reference for non-Gaussian datasets, we have included the percentual

behavior of the four methods relative to it in Table 6.4.

Algorithm Percentual Performance

k -means 0.440

fuzzy c-means 0.460

ENCLUS 0.870

CBE 0.920

MLP 1.000

p-value < 0.05

Table 6.4: Performance relative to MLP (%).

6.3 "Real-World" Datasets

Based on Section 5.3, we calculate the e�ectiveness for the same set of CMs. Here, we

used MLP as a practical reference of the best expected classi�cation. The results are

shown in Table 6.5. Contrary to previous results, a greater value represents a higher

e�ectiveness.
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Set CBE ENCLUS k-Means Fuzzy c-Means MLP

Abalone 0.596 0.563 0.496 0.511 0.690

Cars 0.917 0.896 0.696 0.712 0.997

Census 0.855 0.812 0.774 0.786 1.000

Hepatitis 0.859 0.846 0.782 0.811 0.987

Yeast 0.545 0.496 0.470 0.486 0.750

Average 0.754 0.723 0.644 0.661 0.885

Table 6.5: E�ectiveness of CBE and other clustering methods for "Real-World"
Datasets

As expected, the best value was achieved by MLP. The relative performance is shown in

Table 6.6.

Method Relative E�ectiveness

k -means 0.728

Fuzzy c-means 0.747

ENCLUS 0.817

CBE 0.853

MLP 1.000

Table 6.6: Performance relative to MLP.
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Conclusions

A new unsupervised classi�er system (CBE) has been de�ned based on the entropy as a

quality index (QI) in order to pinpoint those elements in the dataset that, collectively,

optimize such an index. The e�ectiveness of CBE has been tested by solving a large

number of synthetic problems. Since there is a large number of possible combinations

of the elements in the space of the clusters, an eclectic genetic algorithm is used to

iteratively �nd the assignments in a way that increases the intra- and inter-cluster entropy

simultaneously. This algorithm is run for a �xed number of iterations and yields the best

possible combination of elements given a preset number of clusters k. That the GA will

eventually reach the global optimum is guaranteed by the fact that it is elitist. That it

will approach the global optimum satisfactorily in a relatively small number of iterations

(800) is guaranteed by extensive tests performed elsewhere (see [4, 5]).

We found that when compared to BC's performance over Gaussian distributed datasets,

CBE and BC have, practically, indistinguishable success ratios, thus proving that CBE is

comparable to the best theoretical option. Here, we, again, stress that BC corresponds to

supervised learning, whereas CBE does not. The advantage is evident. When compared

to BC's performance over non-Gaussian sets, CBE, as expected, displayed a much better

success ratio. The conclusions above have been reached for a statistical p-value of 0.05.

In other words, the probability of such results to persist on datasets outside our study

is better than 0.95, thus ensuring the reliability of CBE.

The performance value ϕ was calculated by: (1) providing a method to produce an

unlimited supply of data; (2) This method is able to yield Gaussian and non-Gaussian

distributed data; (3) Batches of N = 36 datasets were clustered; (4) For every one

of the N Gaussian sets, the di�erence between our algorithm's classi�cation and BC's

classi�cation (ϕ) was calculated; (5) For every batch, ϕ was recorded; (6) The process

described in Steps 3, 4 and 5 was repeated until the ϕ distributed normally; (7) Once the
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ϕ are normal, we know the mean and standard deviation of the means; (8) Given these,

we may infer the mean and standard deviation of the original pdf of the ϕs; (9) From

Chebyshev's theorem, we may obtain the upper bound of ϕ with probability 0.95. From

this methodology, we may establish a worst case upper bound on the behavior of all of

the analyzed algorithms. In other words, our conclusions are applicable to any clustering

problem (even those outside of this study) with a probability better than 0.95 .

For completeness, we also tested the e�ectiveness of CBE by solving a set of �real world�

problems. We decided to use an MLP as the comparison criterion to measure the per-

formance of CBE based on the nearness of its e�ectiveness with regard to it. Of all of

the unsupervised algorithms that were evaluated, CBE achieved the best performance.

Here, two issues should be underlined: (1) Whereas BC and MLP are supervised, CBE

is not. The distinct superiority of one method over the others, in this context, is evident;

(2) As opposed to BC, CBE was designed not to need the previous calculation of the

conditional probabilities of BC; a marked advantage of CBE over BC. It is important

to mention that our experiments include tight tests comparing the behavior of other

clustering methods. We compared the behavior of k -means, fuzzy c-means and ENCLUS

against BC and MLP. The results of the comparison showed that CBE outperforms them

(with 95% reliability).

For disjoint sets, which o�er no major di�culty, all four methods (k -means, fuzzy c-

means, ENCLUS and CBE) perform very well relative to BC. However, when tack-

ling partially overlapping and concentric datasets, the di�erences are remarkable. The

information-based methods (CBE and ENCLUS) showed the best results; nevertheless,

CBE was better than ENCLUS. For non-Gaussian datasets, the values of CBE and EN-

CLUS also outperform the other methods. When CBE is compared to ENCLUS, CBE

is 62.5% better.

In conclusion, CBE is a non-supervised, highly e�cient, universal (in the sense that it

may be easily utilized with other quality indices) clustering technique whose e�ective-

ness has been proven by tackling a very large number of problems (1,530,000 combined

instances). It has been, in practice, used to solve complex clustering problems that other

methods were not able to solve.
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Eclectic Genetic Algorithm

For those familiar with the methodology of genetic algorithms, it should come as no

surprise that a number of questions relative to the best operation of the algorithm im-

mediately arise. The simple genetic algorithm [52] frequently mentioned in the literature

leaves open the optimal values of, at least, the following parameters:

(1) Probability of crossover (Pc).

(2) Probability of mutation (Pm).

(3) Population size.

Premature and/or slow convergence are also of prime importance. For this, the EGA

includes the following characteristics:

(1) The best (overall) n individuals are considered. The best and worst individuals (1−n)

are selected; then, the second best and next-to-the-worst individuals (2− [n−1]) are

selected, etc.

(2) Crossover is performed with a probability Pc. Annular crossover makes this operation

position independent. Annular crossover allows for unbiased building block search, a

central feature to GA's strength. Two randomly selected individuals are represented

as two rings (the parent individuals). Semi-rings of equal size are selected and

interchanged to yield a set of o�spring. Each parent contributes the same amount

of information to their descendants.

(3) Mutation is performed with probability Pm. Mutation is uniform and, thus, is kept at

very low levels. For e�ciency purposes, we do not work with mutation probabilities

for every independent bit. Rather, we work with the expected number of mutations,

which, statistically is equivalent to calculating mutation probabilities for every bit.
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Hence, the expected number of mutations is calculated from `∗n∗pm, where ` is the
length of the genome in bits and n is the number of individuals in the population.

In what follows, we present the pseudo-code of EGA:

Algorithm 1: Eclectic genetic algorithm.

Data:

n = Number of individuals

pc = Crossover probability

pm = Mutation probability

` = Length of the Individual

b2m = ` ∗ n ∗ pm number of bits to mutate

Result: The top n individuals

Generate a population P of size n whose n` bits are randomly set:

initialize(P );

evaluate(P );

Sort individuals from best to worst based on their �tness:

sort(P );

while convergence criteria are not met do

duplicate(P );

for i = 1 to n do

Generate a random number R;

if R > pc then

Generate a random integer locus ∈ [1, `];

Interchange the semi-ring starting at locus for individuals i and 2n− i+ 1:

crossover(P (i), P (2n− i+ 1));

end

end

Mutate the population in b2m randomly-selected bits:

mutate(P );

Evaluate the population again:

evaluate(P );

Sort individuals from best to worst based on their �tness:

sort(P );

Eliminate the worst n individuals from P

remove(P );

end

Return P

A.1 Performance of EGA

To choose EGA as the best optimization method to solve our problem, we rest on the

conclusions of our previous analysis regarding the performance of a set of algorithms
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(which included evolutionary and non-evolutionary algorithms) [4, 5]. In the following

subsections we show the set of algorithms analyzed and what we consider the most

important results. The reader can �nd details of this results in Appendix G

A.1.1 Set of Algorithms

We selected a set A of 4 structurally di�erent GAs and a non-evolutionary algorithm

(NEA) in order to solve, in principle, an unlimited supply of functions in < × < sys-

tematically generated. From the results obtained, a ranking of the algorithms in A was

determined. For completeness, an extended set of functions in <×<, <×<2 and <×<3

was generated and subsequently solved. A similar behavior of A (within statistical lim-

its) was found in all cases. This fact allowed to hypothesize about the behavior of A for

functions in <×<n. As supplement, a suite of problems was selected which includes hard

unconstrained problems (which traditionally have been used for benchmarking purposes)

[94] and constrained problems [95]. Lastly, atypical GA-hard functions were analyzed

[89, 90]. The set A included the following GAs:

1. An elitist canonical GA (in what follows referred to as TGA [eliTist GA]) [3].

2. A Cross generational elitist selection, Heterogeneous recombination, and Cata-

clysmic mutation algorithm (CHC algorithm) [91].

3. An Eclectic Genetic Algorithm (EGA) [92].

4. A Statistical GA (SGA) [93, 96].

The set A also includes a non-evolutionary algorithm called RMH algorithm[88].

A.1.2 Global Performance

The results were grouped into three categories: 1) Unbiased Problems (set of functions

systematically generated), 2) Selected Suite Problems (Unconstrained and Constrained

Functions) and 3) Atypical Problems. Table A.1 shows the relative global performance

of such functions. The best algorithm in the table is EGA
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Table A.1: Global Performance of all algorithms for di�erent categories of problems

Ai Unbiased Suite Atypical Global Performance Relative

EGA 9.64 8.00 4.48 7.37 100.00%

RMH 6.24 0.012 2.04 2.76 37.49%

TGA 1.35 1.16 4.77 2.43 32.91%

SGA 1.33 0.036 3.33 1.57 21.23%

CHC 2.12 0.08 2.10 1.43 19.44%
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Datasets

B.1 Synthetic Gaussian Datasets

To generate a Gaussian element ~x = [x1, x2, ..., xn], we use the acceptance-rejection

method [79, 80]. In this method, a uniformly distributed random point (x1, x2, ..., xn, , y)

is generated and accepted i� y < f(x1, x2, ..., xn) where f is the Gaussian pdf. For

instance, on the assumption of ~x ∈ <2, in Figure B.1, we show di�erent Gaussian sets

obtained by applying this method.

Figure B.1: Gaussian sets in <2.

In the context of some of our experiments, X is a set of k Gaussian sets in <n. We

wanted to test the e�ectiveness of our method with datasets that satisfy the following

de�nitions:

De�nition 2. Given n and k, a dataset X is a disjoint set if ∀Ci ⊂ X, it holds that

Ci ∩ Cj = φ ∀i, j = 1, 2, ..k and i 6= j.

In Figure B.2, we illustrate two possible examples of such datasets for n = 2 and k = 3.

The value ρ is the correlation coe�cient.
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(a) (b)

Figure B.2: Disjoint Gaussian sets for n = 2 and k = 3. (a) ρ = 0 and (b) ρ = 0.4,
ρ = −0.7, ρ = 0.7.

De�nition 3. Given n and k, a dataset X is an overlapping set if ∃Ci, Cj ⊂ X, such that

Ci ∩ Cj 6= φ and Ci * Cj ∀i, j = 1, 2, ..k and i 6= j.

In Figure B.3 we illustrate two possible examples of such datasets for n = 2 and k = 3.

(a) (b)

Figure B.3: Overlapping Gaussian sets for n = 2 and k = 3. (a) ρ = 0 and (b)
ρ = 0.8, ρ = −0.8.

De�nition 4. Given n and k, a dataset X is a concentric set if ∀Ci ⊆ X, its mean value,

denoted by µCi , is equal to µCj∀i, j = 1, 2, ..k .

In Figure B.4 we illustrate two possible examples of such datasets for n = 2 and k = 3.
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(a) (b)

Figure B.4: Concentric Gaussian sets for n = 2 and k = 3. (a) µCi = (0.5, 0.5)
∀i and ρ = 0 and (b) µCi

= (0.5, 0.5) ∀i and ρ = −0.9.

We generated 500 datasets for each type (1500 total), randomly choosing the values of

n and k, n ∼ U [2− 20] and k ∼ U [2− 15]. In Table B.1, we show the parameters of this

process.

Parameter Value

Type of dataset Disjoint, Overlapping, Concentric

Clusters per dataset (k) U ∼ [2− 15]

Dimensionality (n) U ∼ [2− 20]

Cardinality of cluster (|C|) 1000 elements

Maximum size of a dataset 15,000 elements

Dataset per type 500

Total number of problems 1500

Table B.1: Parameters of the generation process of datasets.

B.2 Synthetic Non-Gaussian Datasets

To generate Non-Gaussian patterns in <n, we resort to polynomial functions of the form:

f(x1, x2, ..., xn) = am1x
m
1 + ...+ amnx

m
n + ...+ a11x1 + a1nxn (B.1)

Given that such functions have larger degrees of freedom, we can generate many points

uniformly distributed in <n. As reported in the previous section, we wrote a computer

program that allows us to obtain a set of 500 di�erent problems. These problems were

generated for random values of n and k (U ∼ [2 − 20] and U ∼ [2 − 15], respectively)

with |Ci| = 200.
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B.3 "Real World" Datasets

In order to illustrate the performance of our method when faced with �real world� prob-

lems, we selected �ve datasets (Abalone [81], Cars [82], Census Income[83], Hepatitis [84]

and Yeast [85]) from the UCI Machine Learning repository, whose properties are shown

in Table B.2.

Problem's Name Number of Variables Number of Classes Sample Size Missing Values

Abalone 8 4 3133 no

Cars 22 4 1728 no

Census Income 14 2 32,561 yes

Hepatitis 20 2 155 yes

Yeast 10 8 1486 no

Table B.2: Properties of the selected datasets.

We chose datasets that represent classi�cation problems where the class labels for each

object are known. Then, we can determine the performance of any clustering method as

an e�ectiveness percentage. The selection criteria of these datasets were based on the

following features:
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• Multidimensionality.

• Cardinality.

• Complexity (non-linearly separable problems).

• Categorical data.

• Data with missing values.

Some of these features involve preprocessing tasks to guarantee the quality of a dataset.

We applied the following preprocessing techniques:

(1) Categorical variables were encoded using dummy binary variables [86].

(2) We scaled the dataset into [0, 1).

(3) In order to complete missing information, we interpolate the unknown values with

natural splines (known to minimize the curvature of the approximant) [87].



Appendix C

Ensuring Normality in an

Experimental Distribution

We wish to experimentally �nd the parameters of the unknown probability density func-

tion (pdf) of a �nite, but unbounded, dataset X. To do this, we must determine the

minimum number of elements M that we need to sample to ensure that our experi-

mental approximation is correct with a desired probability P . We start by observing

that a mean value is obtained from X by averaging N randomly-selected values of the

xi, thus: x̄i = 1
N

∑
xi . We know that any sampling distribution of the x̄i (sdm) will

be normal with parameters µx̄ and σx̄ when N → ∞. In practice, it is customary to

consider that a good approximation will be achieved when N > 20; hence, we decided

to make N = 36. Now, all we need to determine the value of M is to �nd su�cient

x̄i's (i = 1, 2, . . . ,M) until they distribute normally. Once this occurs, we immediately

have the parameters µx̄ and σx̄. The parameters of the unknown pdf are then easily

calculated as µ = µx̄ and σ =
√
nσx̄. To determine that normality has been reached, we

followed the following strategy. We used a setting similar to the one used in the χ2 test

in which: (1) We de�ned ten categories di (deciles) and the corresponding 11 limiting

values (vi) assuming a normal distribution, such that one tenth of the observations are

expected per decile:
´ vi+1
vi

N(µ, σ) ≈ 0.1, i = 0, 1, . . . , 9. For this to be true, we make,

v0 = −5.000, v1 = −1.285, v2 = −0.845, v3 = −0.530, v4 = −0.255, v5 = 0.000 and the

positive symmetrical values; (2) We calculated χ2 =
∑

(oi − ei)2/ei for every xi, where

oi is the observed number of events in the i-th decile and ei is the expected number of

such events. For the k-th observed event, clearly, the number of expected events per

decile is k/10; (3) We further require, as is usual, that there be at least omin = 5 events

per decile. Small values of the calculated χ2 indicate that there is a larger similarity

between the hypothesized and the true pdfs. In this case, a small χ2 means that the

observed behavior of the x̄i's is closer to a normal distribution. The question we want
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to answer is: How small should χ2 be in order for us to ascertain normality? Remember

the test χ2 is designed to verify whether two distributions di�er signi�cantly, so that one

may reject the null hypothesis, i.e., the two populations are not statistically equivalent.

This happens for large values of χ2 and is a function of the degrees of freedom (df).

In our case, df = 7. Therefore, if we wanted to be 95% certain that the observed x̄i's

were not normally distributed, we would demand that χ2 ≥ 14.0671. However, this case

is di�erent. We want to ensure the likelihood that the observed behavior of the x̄i's is

normal. In order to do this, we performed a Monte Carlo experiment along the following

lines. We set a desired probability P that the x̄i's are normal.

We establish a best desired value of χ2, which we will call χbest. We make the number of

elements in the sample NS = 50. We then generate NS instances of N(0, 1) and count

the number of times the value of the instance is in every decile. We calculate the value

of the corresponding χ2 and store it. We thusly calculate 100, 000 combinations of size

NS. Out of these combinations, we count those for which χ2 ≤ χbest and there are at

least omin observations per decile. This number divided by 100, 000, which we shall call

p, is the experimental probability that, for NS observations, the sample �performs� as

required. We repeat this process increasing NS up to 100. In every instance, we test

whether p > P . If such is the case, we decrement the value of χbest and re-start the

process. Only when p ≤ P , does the process end.

In Figure C.1, we show the graph of the size of sampleM vs. the experimental probability

p that p ≤ P and oi ≤ omin for χbest (from the Monte Carlo experiment).

Figure C.1: Size of sample M vs. p

Every point represents the proportion of combinations satisfying the required conditions

per 100,000 trials. For this experiment, χbest = 3.28. We obtained an approximation

to a Gompertz model with S = 0.0023 and r = 0.9926. It has the form p = ae−e
b−cM

;

where a = 0.046213555, b = 12.40231200, c = 0.195221110. From this expression, we

solve for M , to get:
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M ≈ b− ln[ln( a
P )]

c
(C.1)

As may be observed, p < 0.05 for M ≥ 85, which says that the probability of obtaining

χ2 ≤ 3.28 by chance alone is less than �ve in one hundred. Therefore, its is enough to

obtain 85 or more x̄i's (3060 xi's) to calculate µ and σ and be 95% sure that the values

of these parameters will be correct.
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Clustering with an N-Dimensional

Extension of Gielis Superformula
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Abstract:- Clustering is the task which allows us to identify groups, distributions or patterns over a set of 
data. To achieve  it we must, first, adopt a measure of likelihood which allows us to group elements of 
similar characteristics into two or more such clusters. Presently there are several clustering algorithms 
which appeal to various metrics among which there outstand the ones based on Minkowski�s and 
Mahalanobis� distances. In general this approach yields hyperspherical forms which restrict the fact that 
some clusters may be represented by irregular N-dimensional bodies. In this paper we use a formula 
originally developed by Johan Gielis which has been called the �superformula�. It allows the generation of 
N-dimensional bodies of arbitrary shape by modifying certain parameters. This approach allows us to 
represent a cluster as the set of data contained in a given body without resorting to a metric of distance. 
Therefore, we replace the idea of nearness by one of membership. To determine the more adequate values 
of the parameters in the superformula we applied a Genetic Algorithm (GA); the so called Vasconcelos� 
GA. 
  
Key-Words:- Clustering, Minkowsky�s Distance, Mahalanobis� Distance, Gielis superformula, Genetic 
algorithm, Vasconcelos GA. 
 
 
1 Introduction 
 
The goal of Clustering is to partition a set of 
data into subsets each of which is called a 
cluster. In one approach we must begin by 
determining the optimum number of clusters.  
This is not an easy task. In fact, it may be 
proven that no optimum assignment algorithm 
exists for arbitrary conditions. Most 
methodologies require this issue to be solved at 
the outset. Typical methods such as K-means 
fall into this category. In  [2] and [3], for 
instance, some alternatives to solve this issue 
are discussed. 
Secondly, it is necessary to determine a 
measure of likelihood such that it is possible to 

establish a criterion of membership for any 
data point. A very popular measure is the 
proximity or distance between the elements of 
the data set whenever these data are expressed 
in like units. The most used metrics are, 
probably, Minkowski�s and Mahalanobis� 
which are described in sections 2.1 and 2.2. 
The disadvantage of using these metrics is that 
they restrict the form of the clusters to, in 
general, hyper-spherical shapes in an N-
dimensional space.  
In figure 1 we show a set of data in a 
bidimensional space which are to be grouped 
into three clusters. 
 
 



 
If we use a metric distance we get a clustering 
such as the one shown in figure 2.  
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
Ideally we would like to be able to find clusters 
which encompass all data from the original set 
as shown in figure 3.  

 
In order to be able to achieve this we propose 
to use a formula originally developed by  Johan 
Gielis [1], which is the generalization of a 
hyper-ellipse and incorporates a set of 
parameters which yield the corresponding 
degrees of freedom which, when modified, 
may conform such a hyper-ellipse allowing us 
to find a virtually unlimited number of forms as 
described in section 2.2. 
This implies that we must optimize the values 
of the parameters such that the forms of the 
clusters adapt themselves to accommodate all 
the elements of the data set. In order to do this 
we appeal to a non-traditional Genetic 
Algorithm (GA) called VGA (Vasconcelos� 
Genetic Algorithm).  
 
 
2 Generalities 
 
2.1 Minkowski’s Distance 

 
Let x = (x1, �, xn) and y = (y1,�yn) be vectors 
in Rn. Then Minkowsky�s distance between x 
and y is given by: 
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Where p is not necessarily an integer but must 
be larger than 1 to comply with the triangle�s 
inequality. When p=2 we have the Euclidean 
distance. 
  
2.2 Mahalanobis’ Distance 
 
Mahalanobis� distance is defined as a measure 
of likelihood between the vectors  x = (x1, �, 
xn) and y = (y1,�yn ).  It is given by 
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Fig. 2: Clustering with metric distance.  

Fig. 3: Idealized clustering 

Fig. 1: A bi-dimensional data set



where axy is the covariance between x and y, 
and is given by  
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and 
 
bxy is the corresponding element of the inverse 
of the covariance matrix; K is the number of 
objects in the data. If the covariance matrix is 
the identity then Mahalanobis� distance reduces 
to the Euclidean distance. 
 
2.3 Gielis Formula 
 
Gielis superformula (GSF) generalizes the 
equation of a hyper-ellipse by introducing 
some parameters which increase the degrees of 
freedom of the resulting figures when 
geometrically interpreted. It is given by 
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Where r is the radius and Φ is the angle. In 
figure 4 we show some forms generated from 
a=b=1  and several values assigned to m, n1, 
n2, n3 . It is possible to generalize the formula 
to 3 or more dimensions. Figure 5 shows some 
forms obtained for a 3D space.  
 
2.4 Genetic Algorithms 
 
Genetic Algorithms (GA) (a very interesting 
introduction to genetic algorithms and other 
evolutionary algorithms may be found in [5]) 
are optimization algorithms which are frequently 
cited as �partially simulating the process of natural  

 
evolution�. Although this a suggestive analogy 
behind which, indeed, lies the original motivation 
for their inception, it is better to understand them as 
a kind of algorithms which take advantage of the 
implicit (indeed, unavoidable) granularity of the 
search space which is induced by the use of the 
finite binary representation in a digital computer. In 
such finite space numbers originally thought of as 
existing in nℜ  actually map into B space. 
Thereafter it is simple to establish that a 
genetic algorithmic process is a Markov chain 
(MC) whose states are the populations arising 
from the so-called genetic operators: 
(typically) selection, crossover and mutation. 
As such they display all of the properties of a 
MC. Therefore one may conclude the following 
mathematical properties of a GA: 1) The results 
of the evolutionary process are independent of 
the initial population; 2) A GA preserving the 
best individual arising during the process will 
converge to the global optimum (albeit the 
convergence process is not bounded in time). 

Fig. 4: Some forms generated with the 
superformula for a=b=1, m, n1, n2, n3 



Fig. 5: Some forms gotten from the extension of 
Gielis formula to 3D 

 
For a proof of these facts the interested reader 
may see [6]. Their most outstanding feature is 
that, as opposed to other more traditional 
optimization techniques, the GA iterates 
simultaneously over several possible solutions 
to the problem. Thereafter, other plausible 
solutions are obtained by combining (crossing 
over) the codes of these solutions to obtain 
hopefully better ones. The solution space (SS) 
is, therefore, traversed stochastically searching 
for increasingly better plausible solutions. In 
order to guarantee that the SS will be globally 
considered some bits are randomly selected and 
changed (a process called mutation). The main 
concern of GA-practitioners (given the fact that 
the GAs, in general, will find the best solution) 
is to make the convergence as efficient as 
possible. The work of Forrest et al. (see [7]) 
has determined the characteristics of the so-
called Idealized GA (IGA) which is impervious 
to GA-hard problems (see [8]). 
 
2.4.1 Vasconcelos’ Genetic Algorithm 
 
Clearly the implementation of the IGA is 
unattainable. However, a practical approximation 
called the Vasconcelos� GA (VGA) has been 
repeatedly tested and proven to be highly efficient 

[9]. The VGA, therefore, turns out to be an 
optimization algorithm of broad scope of 
application and demonstrably high efficiency. 
 
2 The problem 
 
Considering  that the use of metric distances limits 
the forms of the clusters to hyper-spherical forms in 
N-space, we use GSF in order to find (possibly) 
highly irregular forms which represent in a 
more general way such clusters. This implies 
that we abandon the idea that a cluster is a set 
of vectors which are close to each other (in 
some sense) by the one of a cluster as the set of 
vectors which lie within an N-dimensional 
object (NDO). In this case we have chosen to 
select the cluster forms from the family of 
NDOs arising from the N-dimensional 
generalization of GSF. In order to implement 
this idea we must optimize the parameters in 
GSF. The idea is to work in reverse and find 
the parameters which are to be put in GSF such 
that all data vectors may be found within the 
NDOs. To achieve this we must define K 
NDOs, where K is the number of clusters. 
Every NDO must have a precise definition in 
terms of its position and its geometric 
characteristics. Of course the problem resides 
in finding the appropriate combination of 
values which maximizes the membership of all 
vectors into all of the clusters and other 
criteria, as will be discussed in the sequel. This, 
of course, is a complex problem of 
optimization that we have tackled with VGA. 
One crucial issue is the precise formulation of 
the fitness function for VGA.  
 
3 Solution 
  
The solution we describe assumes that the 
number of clusters is already known. To 
illustrate our method we consistently assumed, 
without loss of generality, that there are 4 
clusters and we are working on 3D.  
Firstly, we generate 4 NDOs (one per cluster) 



as shown in figures 6 and 7. 

 

For every cluster we calculated 2,500 
coordinates. Therefore we got a data set (3D 
coordinates) of size 10,000. 
Hence, there are 10,000 elements that we 
know, a priori, belong to the 4 clusters defined 
by the NDOs in figures 6 and 7.  The goal was 
to use this set as an input for VGA in a way 
such that we may verify that the values of the 
parameters in GSF correspond to those of 

figures 6 and 7. 
 
3.1 Encoding the problem for the Genetic 
Algorithm 
 
The variables to optimize are m, n1, n2, n3, a, b 
for each of the clusters. Therefore, the 
encoding of one cluster for VGA is shown in 
figure 8. 

We have introduced variables cx, cy, cz which 
correspond to the centers of the clusters. For 
illustration purposes we found the initial 
coordinates for these centers by applying a 
fuzzy-c means algorithm. This allows us to 
compare the results obtained from VGA and 
those used to define the clusters we used. 
Figure 9 shows the 3D positions of the centers. 

Since, in accordance to Gielis Superformula 

 
Fig. 6. NDOs projected into (x,y)

 
Fig. 7. NDOs represented in (x,y,z) 

 
Fig. 8: Part of the genome encoding a cluster  

Fig. 9: Centers for Gielis EBs gotten from fuzzy-
c means 



+ℜ∈3,2,1, nnnm  and  0, ≠+ℜ∈ba  we used 
three bits to represent the integer part of the 
parameter and 32 for the fractional part. Figure 
10 illustrates the full chromosome used for 
VGA.

 
Fig. 10. Full chromosome for VGA 

 

3.2 Fitness function  
 
The fitness for the individuals in the population 
is given by the correct membership assignment 
of every vector in the data set to the NDOs 
given the parameters encoded in the individual. 
For instance, in a set of size N assumed to lie 
within 4 clusters a �good� individual is one in 
which the parameters in GSF yield 4 NDOs 
which include all N vectors. Hence, the fitness 
of an individual is given by the number of 
vectors lying within the clusters encoded in the 
individual�s chromosome. In figure 11 we may 
see an individual whose genome corresponds to 
4 NDOs which include 5 vectors out of 10. 
hence, its fitness is 5. 

 
Fig. 11. Individual whose genome achieves partial 

inclusion for a data set. 
 
It may happen that an individual includes all 
vectors in a single NDO as shown in figure 12. In 
such case, even if the inclusion is total, the 
individual is less than optimal and this 
representation must be penalized. To this effect we 
introduced an index given by the ratio of the 
number of clusters induced by the individual and 
the target number of clusters. In the example these 
quotient would evaluate to ¼ or 0.25. If we now 
multiply this index times the included number of 
vectors the individual induces we get 

5.225.010 =×  which is the proposed fitness 
function. Equation (6) generalizes this 



criterion. 

C
vgaC

nnf ×=)(                            (6) 

 

 
Fig. 12. Full inclusion in a single set 

 
In equation (6) Cvga is the number of clusters 
induced by an individual and C is the desired 
number of clusters. 
 
3.3. Cluster membership for an NDO 
A very basic subproblem one has to cope with is 
how to determine whether a given vectors lies 
inside a given NDO. To this effect we first generate 
a grid over the surface of the NDO. 
   We applied a triangulation algorithm called ear 
clipping [4] which, for every 3 non-consecutive 
points generates a triangle belonging to the grid. In 
the end the algorithm yields a number of triangles 
leading to a body�s characterization as shown in 
figure 13. 
   To test whether a point lies within the NDO we 
make, for every triangle, a projection which has an 
angle of spread. This defines an orthogonal cone on 
the grid. One then tests algebraically whether the 
point under analysis is within the cone. 
 
4 Results and future research 
 

The results of the execution of VGA when a 
sample of size 10,000 whose memberships are 

known for 4 clusters are shown in table 1. 

 
Fig. 13. Surface grid on a 3D NDO. 

 
Likewise, in table 2 we include a simple 
comparison between alternative methods.  
 
The results gotten so far are preliminary. Although 
we have achieved reasonable clustering for 
synthetic data where traditional clustering 
techniques perform poorly, several issues remain to 
be solved. 

 
Table 1. Number of elements correctly assigned by 
VGA on a NDO obtained from GSF. 

Cluster 1 2430
Cluster 2 2455
Cluster 3 2463
Cluster 4 2475
Total 9823
% Error 1,77

 
 
Table 2.  Comparison between different classifica-
tion methods 
Method Errors % Error 
Kohonen Maps 2,654 25.51 
Fuzzy C-Means 389 3.74 
Perceptron Network 310 2.98 
VGA-Gielis 177 1.7 
 
a) The fitness function has to be refined. It is not 
clear whether a simple strategy as outlined above 
will be adequate in most cases. 
b) The computation involved in the determination 
of the membership of the vectors to an NDO has to 
be improved, given the computationally intensive 
nature of the evolutionary algorithm. 
c) The best spread angle has to be determined a 
priori. We would like to relieve the user from this 
task. 



In the near future we will report on these issues. 
All in all we know, from initial 

experiments, that our method will perform 
adequately where others simply will not do because 
of conceptual constraints, as stressed in the 
introduction. In the past it has been customary to 
verify the goodness of the clusters gotten by a given 
method through tests which emphasize one or 
several criteria. For a discussion of this matter the 
reader is referred to [10], [11]. In our method the 
goodness of the cluster is a necessary condition for 
the clusters to be found. Therefore, there is no need 
for �outside� validity measures. In fact, the method 
may be seen as a dynamic measure of such validity, 
which is another interesting contribution. That is, 
the validity is defined as the one maximizing the set 
of vectors lying in the NDOs. 
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Appendix E

Clustering based on optimization of

validity index (CVI)

We propose an alternative to solve the clustering problem based on the identi�cation

of those elements of X which optimize some quality measures or validity index [10].

In the usual process, the clusters are found via some arbitrary clustering method and

then assigned a quality grade according to a certain validity index. We propose a novel

alternative �nding the elements of the clusters from the indices directly. Usually the

purported indices are expressed mathematically with some complex function which is not

prone to optimization by any of the traditional methods. We analyze clusters resulting

by optimizing a validity index with EGA.

E.1 Validity Index

The validity index are used for measure the quality of a clustering results obtained

through of the some clustering method. If we work "backwards" and optimize the pur-

ported index, we should come up with a "good" clustering. The following indices was

selected with this purpose.

E.1.1 Dunn and Dunn (DD) index

This validity index for clustering attempts to identify �compact and well separated clus-

ters� [15]. The index is de�ned by following equation for a speci�c number of clusters.

D = mini=1,..,k

{
minj=i+1,...,k

{
d(Ci, Cj)

maxm=1,...,kdiam(Cm)

}}
(E.1)

52
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where k is the number of clusters, d(Ci, Cj) is the dissimilarity function between two

clusters Ci and Cj de�ned as

d(Ci, Cj) = minx∈Ci,y∈Cjd(x, y) (E.2)

and diam(cm) is diameter of the m-th cluster which may be considered as a measure of

dispersion of the clusters and de�ned as follows:

diam(Cm) = maxx,y∈Cm {d(x, y)} (E.3)

If the data set contains well-separated clusters, the distance between clusters is usually

large and the diameter of the clusters is expected to be small. Therefore large value

means better clustering results.

E.1.2 Davies-Bouldin (DB) index

A similarity measure Rij between the clusters Ci and Cj is de�ned based on a measure

of dispersion of a cluster denoted as si and a dissimilarity measure between two clusters

denoted as dij . The Rij index is de�ned to satisfy the following conditions:

1. Rij ≥ 0

2. Rij = Rji

3. if si = 0 and sj = 0 then Rij = 0

4. if sj > sk and dij = dik then Rij > Rik

5. if sj = sk and dij < dik then Rij > Rik

These conditions state that Rij is non-negative and symmetric. It is given by:

Rij =
si + sj
dij

(E.4)

The dissimilarity measure dij and the dispersion si are de�ned as follows:

dij = d(vi, vj) (E.5)

si =
1

|Ci|
∑

x∈Ci

d(x, vi) (E.6)
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where vi is the centroid of the cluster Ci . The DB index measures the average of

similarity between each cluster an its most similar one [36]. The lower value of DB

means better clustering result due to the clusters have to be compact and separated.

The value of the index is calculated as follows:

DB =
1

k

k∑

i=1

Ri (E.7)

where Ri = max{Rij}, i = 1, ...k
j=1,...,k, j 6=i

E.1.3 Scattering and Dispersion (SD) index

The Scattering and Dispersion validity index is de�ned based on the concepts of the

average scattering for clusters and total separation between clusters [10]. Let σ(Ci) be

the vector variance of a i-th cluster and σ(X) the vector variance of the set X such that

the average scattering is given by:

Scat =
1

k

k∑

i=1

‖ σ(Ci) ‖
‖ σ(X) ‖ (E.8)

The dispersion or total separation between clusters is given by following equation:

Dis =
Dmax

Dmin

k∑

i=1




k∑

j=1

|vi − vj |



−1

(E.9)

where Dmax = max(|vi − vj |) and Dmin = min(|vi − vj |) ∀i, j ∈ {1, 2, 3, . . . , k} are the
maximum and minimum distance between cluster centroids vi respectively. Now, we can

de�ne a validity index based on equations above, as follows

SD = αScat+Dis (E.10)

where α is a weighting factor equal to Dis value in case of maximum number of clus-

ters. Lower SD index means better cluster con�guration, it means that the clusters are

compact and separated.

E.1.4 Variance of the Nearest Neighbor Distance (VNND) index

A disadvantage of the introduced validity index is that they do not investigate the local

environment of the elements of a cluster. A novel approach is to investigate the local



Appendix D. Clustering with an N-Dimensional Extension of Gielis Superformula 55

environment through the deviation of the nearest neighbor distances in every cluster [97].

This can be de�ned as:

dmin(xi) = miny∈Ci {d(xi, y)} (E.11)

dmin(Ci) =

∑
x∈Ci

dmin(xi)

|Ci|
(E.12)

V (Ci) =
1

|C|i − 1

∑

xi∈Ci

dmin(xi)− dmin(Ci) (E.13)

Based on above equations the VNND index is de�ned as:

V NND =

k∑

i=1

V (Ci) (E.14)

This validity index measures the homogeneity of the clusters. Lower index value means

more homogeneous clustering. The principal advantage is that VNND index do not use

global references points for calculate its value (e.g centroids) thus it can measure clusters

with non-convex hulls.

E.2 Experiments and Results

To measure the e�ectiveness of this method, we ran 200 times the EGA (with 150 indi-

viduals and G = 300), using di�erent validity index and a given type of Gaussian dataset

(disjoint, partial and total overlap). In Table E.1 we show the average performance of

CVI for the disjoint pattern sets generated. The �performance value� is de�ned as the

success ratio based on the class labels of the objects (elements in a dataset) known a

priori. We also show the performance displayed by the Bayesian Classi�er for the same

set of problems (see Table E.2 and E.3). We show the result obtained with partial and

total overlap respectively.

Considering that CVI displays the best performance with the index SD( with an average

performance value of 70.3), we show the global results in Table E.4. In general we can

see that CVI yields "good" results relative to a Bayesian classi�er.
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Table E.1: Performance of CVI for disjoint Gaussian dataset

Index Type Optimization Performance

Dunn and Dunn Maximize 99.00

SD Validity Index Minimize 99.00

Davies-Boulding Minimize 99.00

Nearest Neighbor Distance Minimize 99.00

Bayesian Classi�er Efectiveness 99.00

Table E.2: Performance of CVI for Gaussian dataset with partial overlap

Index Type Optimization Performance

Dunn and Dunn Maximize 36.00

SD Validity Index Minimize 58.00

Davies-Boulding Minimize 38.00

Nearest Neighbor Distance Minimize 57.00

Bayesian Classi�er Efectiveness 71.70

Table E.3: Performance of CVI for Gaussian dataset with total overlap

Index Type Optimization Performance

Dunn and Dunn Maximize 40.00

SD Validity Index Minimize 54.00

Davies-Boulding Minimize 38.00

Nearest Neighbor Distance Minimize 53.00

Bayesian Classi�er Efectiveness 66.50

Table E.4: Performance of CVI and BC for di�erent Gaussian datasets

Algorithm Disjoint Partial Overlap Total Overlap Global Relative

CVI 99.0 58.0 54.0 70.3 92.0%

BC 99.9 71.7 56.5 76.0 100%
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Abstract. One of the basic endeavors in Pattern Recognition and par-
ticularly in Data Mining is the process of determining which unlabeled
objects in a set do share interesting properties. This implies a singu-
lar process of classi�cation usually denoted as "clustering", where the
objects are grouped into k subsets (clusters) in accordance with an ap-
propriate measure of likelihood. Clustering can be considered the most
important unsupervised learning problem. The more traditional cluster-
ing methods are based on the minimization of a similarity criteria based
on a metric or distance. This fact imposes important constraints on the
geometry of the clusters found. Since each element in a cluster lies within
a radial distance relative to a given center, the shape of the covering or
hull of a cluster is hyper-spherical (convex) which sometimes does not
encompass adequately the elements that belong to it. For this reason
we propose to solve the clustering problem through the optimization
of Shannon's Entropy. The optimization of this criterion represents a
hard combinatorial problem which disallows the use of traditional opti-
mization techniques, and thus, the use of a very e�cient optimization
technique is necessary. We consider that Genetic Algorithms are a good
alternative. We show that our method allows to obtain successfull results
for problems where the clusters have complex spatial arrangements. Such
method obtains clusters with non-convex hulls that adequately encom-
pass its elements. We statistically show that our method displays the
best performance that can be achieved under the assumption of normal
distribution of the elements of the clusters. We also show that this is a
good alternative when this assumption is not met.

Keywords: Clustering, Genetic Algorithms, Shannon's Entropy, Bayesian
Classi�er

1 Introduction

Pattern recognition is a scienti�c discipline whose purpose is to describe and
classify objects. The descriptive process involves a symbolic representation of
these objects called patterns. In this sense, the most common representation is
through a numerical vector x:
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x = [x1, x2, . . . xn] ∈ <n (1)

where the n components represent the value of the properties or attributes of an
object. Given a pattern set X, there are two ways to attempt the classi�cation:
a) Supervised Approach and b) Unsupervised Approach.

In the supervised approach, ∀x ∈ X there is a class label y ∈ {1, 2, 3, ..., k}.
Given a set of class labels Y corresponding to some observed patterns x (�train-
ing� patterns), we may postulate a hypothesis about the structure of X that is
usually called the model. The model is a mathematical generalization that allows
us to divide the space of X into k decision regions called classes. Given a model
M , the class label y of an unobserved (unclassi�ed) pattern x′ is given by:

y = M(x′) (2)

On the other hand, the unsupervised approach consists in �nding a hypothesis
about the structure of X based only on the similarity relationships among its
elements. The unsupervised approach does not use prior class information. The
similarity relationships allow to divide the space of X into k subsets called
clusters. A cluster is a collection of elements of X which are �similar� between
them and �dissimilar� to the elements belonging to other clusters. Usually the
similarity is de�ned by a metric or distance function d : X ×X → <.

In this work we discuss a clustering method which does not depend explic-
itly on minimizing a distance metric and thus, the shape of the clusters is not
constrained by hyper-spherical hulls. Clustering is a search process on the space
of X that allows us to �nd the k clusters that satisfy an optimization criteria.
Mathematically, any criterion involves an objective function f which must be
optimized. Depending on the type of f , there are several methods to �nd it.
Since our clustering method involves an objective function f where its feasible
space is, in general, non-convex and very large, a good optimization algorithm is
compulsory. With this in mind, we made a comprehensive study [13] which dealt
with the relative performance of a set of structurally di�erent GAs and a non-
evolutionary algorithm over a wide set of problems. These results allowed us to
select the statistically �best� algorithm: the EGA [20]. By using EGA we may be
sure that our method will displays high e�ectiveness for complex arrangements
of X.

The paper is organized as follows: In Section 2, we brie�y show the re-
sults that led us to select the EGA. Then we present the di�erent sets of pat-
terns X that will serve as a the core for our experiments. We use a Bayesian
Classi�er[2,4,8] as a method of reference because there is theoretical proof that
its is optimal given data stemming from normal distributions. In this section we
discuss the issues which support our choice. In Section 3 we discuss the main
characteristics of our method and the experiments which show that it is the best
alternative. In Section 4 we present our general conclusions.
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2 Preliminaries

As pointed out above, a �good� optimization algorithm must be selected. We
rest on the conclusions of our previous analysis regarding the performance of
a set of GAs[13] . Having selected the best GA, we prove the e�ectiveness of
our clustering method by classifying di�erent pattern sets. To this e�ect, we
generated pattern sets where, for each pattern, the class of the objects is known.
Hence, the class found by our clustering method may be compared to the true
ones. To make the problems non-trivial we selected a non-linearly separable
problems. We discuss the process followed to generate these sets. Finally, we
resort to a Bayesian Classi�er [4] in order to show that the results obtained by
our method are similar to those obtained with it.

2.1 Choosing the Best Optimization Algorithm

This section is a very brief summary of the most important results found in [13].
A set A of 4 structurally di�erent GAs and a non-evolutionary algorithm (NEA)
was selected in order to solve, in principle, an unlimited supply of systematically
generated functions in < × <(called unbiased functions). An extended set of
such functions in <×<2 and <×<3 was generated and solved. Similar behavior
of all the GAs inA (within statistical limits) was found. This fact allowed us
to hypothesize that the expected behavior of A for functions in < × <n will be
similar. As supplement, we tackled a suite of problems (approximately 50) which
includes hard unconstrained problems (which traditionally have been used for
benchmarking purposes) [19,3] and constrained problems [11]. Lastly, atypical
GA-hard functions were analyzed [18,16].

Set of Algorithms The set A included the following GAs: a)An elitist canonical
GA (in what follows referred to as TGA [eliTist GA]) [21], b) A Cross genera-
tional elitist selection, Heterogeneous recombination, and Cataclysmic mutation
algorithm (CHC algorithm) [5], c) An Eclectic Genetic Algorithm (EGA) [20],
d) A Statistical GA (SGA) [23,12] and e) A non-evolutionary algorithm called
RMH [17].

Table 1 shows the relative global performance of all algorithms for the func-
tions mentioned. The best algorithm in the table is EGA.

Table 1: Global Performance
Ai Unbiased Suite Atypical Global Performance Relative

EGA 9.64 8.00 4.48 7.37 100.00%
RMH 6.24 0.012 2.04 2.76 37.49%
TGA 1.35 1.16 4.77 2.43 32.91%
SGA 1.33 0.036 3.33 1.57 21.23%
CHC 2.12 0.08 2.10 1.43 19.44%
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2.2 The pattern set

Given a set of patterns to be classi�ed, the goal of any classi�cation technique
is to determine the decision boundary between classes. When these classes are
unequivocally separated from each other the problem is separable; otherwise,
the problem is non-separable. If the problem is linarly separable, the decision
consists of a hyperplane. In Figure 1 we illustrate ths situation.

(a) Linearly Separable patterns (b) Non-linearly separable
patterns

Fig. 1: Decision boundary

When there is overlap between classes some classi�cation techniques (e.g.
Linear classi�ers, Single-Layer Perceptrons [8]) may display unwanted behavior
because decision boundaries may be highly irregular . To avoid this problem
many techniques has been tried (e.g. Support Vector Machine [9], Multilayer
Perceptrons [22]). However, there is no guarantee that any of this methods will
perform adequately. Nevertheless, there is a case which allows us to test the
appropriateness of our method. Since it has been proven that if the classes are
normally distributed, a Bayesian Classi�er yields the best possible result (in
Section 2.3 we discuss this fact) and the error ratio will be minimized. Thus,
the Bayesian Classi�er becomes a good method with which to compare any
alternative clustering algorithm.

Hence, we generated Gaussian pattern sets considering singular arrangements
in which determining the decision boundaries imply non-zero error ratios. With-
out loss generality we focus on patterns de�ned in <2. We wish to show that the
results obtained with our method are close to those obtained with a Bayesian
Classi�er; in Section 3, the reader will �nd the generalization of our method for
<n.
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Gaussian Patterns in <2 LetXj be a pattern set de�ned in <2 and Ci ⊂ Xj a
pattern class. A pattern x = [x1, x2] ∈ Ci is drawn from a Gaussian distribution
if its joint probability density function (pdf) is given by:

f(x1, x2) =
1

2πσx1σx2

√
1− ρ2

e

(
− 1

2(1−ρ2)

[(
x1−µx1
σx1

)2
−2ρ (x1−µx1 )(x2−µx2 )

σx1σx2
+
(
x2−µx2
σx2

)2
])

(3)
where −1 < ρ < 1, −∞ < µx1

< ∞, −∞ < µx2
< ∞, σx1

> 0, σx2
> 0. The

value ρ is called the correlation coe�cient.

To generate a Gaussian pattern x = [x1, x2], we use the acceptance-rejection
method [1,10] which allows us to generate random observations (x1, x2) that
are drawn from f(x1, x2). In this method, a uniformly distributed random point
(x1, x2, y) is generated and accepted i� y < f(x1, x2). In Figure 2.1 we show
di�erent pattern sets obtained by applying this method with distinct statistical
arguments in (3)

Fig. 2: Di�erent Gaussian pattern sets with µx1
= µx2

= 0.5,σx1
= σx2

= 0.09.
Each set was generated with di�erent correlation coe�cient: a. ρ = 0.0, b. ρ =
−0.8, c. ρ = 0.8.

The degrees of freedom in (3) allow us to generate Gaussian pattern sets
with varied spatial arrangements. In principle, we analyze pattern sets with the
following con�gurations:

� Sets with disjoint pattern classes.

� Sets with pattern classes that share some elements (partial overlap between
classes)

� Sets with pattern classes whose members may share most elements (total
overlap).

We proposed these con�gurations in order to increase gradually the complexity
of the clustering problem and analyze systematically the performance of our
method. In the following subsections, we make a detailed discussion regarding
the generation of sets with these con�gurations.
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Gaussian pattern set with disjoint classes.

De�nition: Let X1 be a pattern set with classes Ci⊂ X1∀i = 1, 2...k which
are drawn from a Gaussian distribution. X1 is a set with disjoint classes if
∀Ci, Cj ⊂ X1, Ci ∩ Cj = φ.

Based on the above de�nition, we generate two di�erent sets where x ∈ [0, 1]2

(in every set there are three classes and |X| = 1000). In Figure 3 we illustrate
the spatial arrangement of these sets.

(a) Pattern set with ρ = 0 (b) Pattern set with ρ = 0.4,ρ =
−0.7, ρ = 0.7

Fig. 3: Gaussian pattern sets with disjoint classes

Gaussian pattern set with Partial Overlap

De�nition: Let X2 be a pattern set with classes Ci⊂ X2∀i = 1, 2...k which
are drawn from a Gaussian distribution. X2 is a set with partial overlap if
∃Ci, Cj ⊂ X2 such that Ci ∩ Cj 6= φ and Ci * Cj .

Based on the above de�nition, we generate two di�erent sets where x ∈ [0, 1]2

(in every set there are three classes and |X| = 1000). In Figure 4 we illustrate
the spatial arrangement of these sets.
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(a) Pattern set with ρ = 0 (b) Pattern set ρ = 0.8, ρ = −0.8,
ρ = −0.8

Fig. 4: Pattern sets with overlap classes

Gaussian pattern set with Total Overlap

De�nition: Let X3 be a pattern set with classes Ci⊂ X3∀i = 1, 2...k which
are drawn from a Gaussian distribution. X3 is a set with total overlap if
∃Ci, Cj ⊂ X3 such that Ci ⊆ Cj .

Based on the above de�nition, we generate two di�erent sets where x ∈ [0, 1]2

(in every set there are three classes and |X| = 1000). In Figure 5 we illustrate
the spatial arrangement of these sets.

(a) Pattern set withρ = 0 (b) Pattern set with ρ = −0.9

Fig. 5: Pattern sets with total overlap classes

•. + + 
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2.3 Bayesian Classi�er

If the objects in the classes to be clustered are drawn from normally distributed
data, the best alternative to determine the decision boundary is using a Bayesian
Classi�er. The reader can �nd a extended discussion in [4,8].

Given a sample of labeled patterns x ∈ X, we can hypothesize a partitioning
of the space of X into k classes Ci. The classi�cation problem can be reduced
to �nd the probability that given a pattern x, it belongs to Ci. From Bayes's
theorem this probability is given by:

p(Ci|x) =
p(x|Ci)p(Ci)

p(x)
(4)

where p(Ci) is usually called the prior probability. The term p(x|Ci) represents
the likelihood that observing the class Ci we can �nd the pattern x. The prob-
ability to �nd a pattern x in X is denoted as p(x) which is given by:

p(x) =

k∑

i=0

p(x|Ci)p(Ci) (5)

The prior probability p(Ci) is determined by the training pattern set (through
the class labels of every pattern). From 4 we can note that the product p(x|Ci)p(Ci)
is the most important term to determine p(Ci|x) (the value of p(x) is merely a
scale factor). Therefore, given a pattern x to be classi�ed into two classes Ci or
Cj , our decision must focus on determining max [p(x|Ci)p(Ci), p(x|Cj)p(Cj)].
In this sense, if we have a pattern x for which p(x|Ci)p(Ci) ≥ p(x|Cj)p(Cj) we
will decide that it belongs to Ci, otherwise, we will decide that it belongs to Cj .
This rule is called Bayes's Rule.

Under gaussian assumption, the Bayesian classi�er outperforms other clas-
si�cation techniques, such as those based on linear predictor functions [8]. We
discuss our method assuming normality so as to measure its performance rela-
tive to that of a Bayesian Classi�er. Our claim is that, if the method performs
satisfactorily when faced with Gaussian patterns, it will also perform reasonably
well when faced with other possible distributions.

3 Clustering based on Shannon's Entropy (CBE)

We can visualize any clustering method as a search for k regions (in the space
of the pattern set X), where the dispersion between the elements that belong to
them is minimized. This dispersion can be optimized via a distance metric [15,7],
a quality criterion or a membership function [14]. In this section we discuss an al-
ternative based on Shannon's Entropy [24] which appeals to an evaulation of the
information content of a random variable Y with possible values {y1, y2, ...yn}.
From a statistical viewpoint, the information of the event (Y = yi) is propor-
tional to its likelihood. Usually this information is denoted by I(yi) which can
be expressed as:
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I(yi) = log

(
1

p(yi)

)
= −log (p(yi)) (6)

From information theory [24,6], the information content of Y is the expected
value of I. This value is called Shannon's Entropy which is given by:

H(Y ) = −
n∑

i=1

p(yi)log (p(yi)) (7)

When p(yi) is uniformly distributed, the entropy value of Y is maximal. It
means that all events in the probability space of Y have the same ocurrence
probability and thus Y has the highest level of unpredictability. In other words,
Y has the maximal information content.

In the context of the clustering problem, given an unlabeled pattern set
X, we hypothesize that a cluster is a region of the space of X with a large
information content. In this sense, the clustering problem is reduced to a search
for k regions where the entropy is maximized. Tacitly, this implies �nding k
optimal probability distributions (those that maximize the information content
for each regions). It is a hard combinatorial optimization problem that requires
an e�cient optimization method. In what follows we discuss the way to solve
such problem through EGA. In principle, we show some evidences that allow us
to think that our method based on entropy is succesful. We statistically show
this method is the best.

3.1 Shannon's Entropy in clustering problem

Given an unlabeled pattern set X, we want to �nd a division of the space of
the X into k regions denoted by Ci, where Shannon's Entropy is maximized.
We consider that the entropy of Ci depends on the probability distribution of
all possible patterns x that belong to it. In this sense, the entropy of Ci can be
expressed as:

H(Ci) =
∑

x∈Ci
p(x|Ci)log(p(x|Ci) (8)

Since we want to �nd k regions Ci that maximize such entropy, the problem is
reduced to an optimization problem of the form:

Maximize:
k∑
i=1

∑
x∈Ci

p(x|Ci)log(p(x|Ci))
subject to:
p(x|Ci) > 0

(9)

To �nd the Ci's that minimize (9) we resort to the EGA. We encoded an in-
dividual as a random sequence of symbols L from the alphabet

∑
= {1, 2, 3...k}.

Every element in L represents the class label of a pattern x in X such that the
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length of L is |X|. Tacitly, this encoding divides the space of X into k regions
Ci as is illustrated in Figure 5.1.

(a)

(b)

Fig. 6: Possible divisions of the space of a pattern set X in <2 based on the
encoding of an individual

Given this partititon, we can determine some descriptive parameters θi of the
probability distribution of Ci (e.g. the mean or the standard deviation). Having
determined θi and under the assumption that the probability distribution of Ci
is known, the entropy of Ci can be determined. Complementarily, in Subection
3.3.2 we discuss a generalization making this assumption unnecessary.

3.2 E�ectiveness of the Entropic Clustering for Gaussian Patterns

in <2

Based on the above, given an encoding solution L of a clustering problem (where
X is a pattern set in <2) we can determine k regions Ci with parameter θi =
[µ(Ci), σ(Ci)]. Assuming that Ci is drawn from a Gaussian distribution, the
value of p(x|Ci) with x = [x1, x2] is given by:

ˆ

x1

ˆ

x2

f(x1, x2) (10)

where f(x1, x2) is the bivariate Gaussian density function (see Equation 3).
Given such probability the entropy for each Ci can be determined, the �tness
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of every L is given by
k∑
i=1

H(Ci). The optimal solution will be the individual

with the best �tness value after G iterations. To measure the e�ectiveness of
our method, we ran 100 times the EGA (with 150 individuals and G = 300),
selecting randomly di�erent Gaussian pattern sets (disjoint, partial overlap and
total overlap) in <2. In Table 2 we show the performance of CBE for these
problems. The �performance value� is de�ned as the success ratio based on the
class labels of the patterns known a priori. We also illustrate the performance
displayed by the Bayesian Classi�er for the same set of problems.

Table 2: Performance of CBE and BC for di�erent Gaussian pattern sets in <2

Algorithm Disjoint Partial Overlap Total Overlap Global Relative

CBE 99.0 70.8 57.6 75.8 99.7%
BC 99.9 71.7 56.5 76.0 100%

We see that there is not an important di�erence between results of our
method and the results of a Bayesian Classi�er. This result allows us to as-
certain that our method is as good as the BC. Recall that the BC displays the
best possible performance under Gaussian assumption. Furthermore, it is very
important to stress that our method is unsupervised and, hence, the pattern set
X is unlabeled. CBE allows us to �nd the optimal value of θi for all Ci that
maximize the objective function (see Equation 9). These results are promising
but we want to show that our method performs successfully, in general, as will
be shown in the sequel.

3.3 Comprehensive E�ectiveness Analysis

In order to evaluate the general e�ectivennes of CBE, we generated systemat-
ically a set of 500 clustering problems in <n assuming normality. The number
of clusters for each problem and the dimensionality were randomly selected (the
number of clusters k ∼ U(2, 20) and the dimensionality n ∼ U(2, 10)). Thus, we
obtained an unbiased set of problems to solve through CBE and BC. Similarly,
we also propose a method to generate systematically a set of clustering problems
in <n without any assumption regarding the pdf of the patterns to be classi�ed.

E�ectiveness for Gaussian Patterns in <n We wrote a computer program
that generates Gaussian patterns x = [x1, x2,...xn,] through the acceptance-

rejection method [1,10] given a value of n. Here, a uniformly distributed ran-
dom point (x1, x2, ...xn, y) is generated and accepted i� y < f(x1, x2, ..., xn)
where f(x1, x2, ..., xn) is the Gaussian density function with parameters µ and
σ. Our program determines randomly the values of µ = [µx1 , µx2 ..., µxn ] and
σ = [σx1 , σx2 ..., σxn ] such that µxi ∈ [0, 1] and σxi ∈ [0, 1]. In this way a cluster
is a set of Gaussian patterns with the same values of µ and σ. and a clustering
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problem is a set of such clusters. The cardinality of a cluster is denoted by |Ci|
whose value was established as 200. It is important to note that the class label of
every generated pattern was recorded in order to determine the performance or
e�ectiveness of a classi�cation process. We obtained a set of 500 di�erent Gaus-
sian clustering problems. To evaluate the performance of any method (CBE or
BC) for such problems, we wrote a computer program that executes the following
steps:

1. A set of N = 36 clustering problems are randomly selected.
2. A e�ectiveness value yi is recorded for each problem.
3. For every N problems ȳi is calculated.
4. Steps 1-3 are repeated until the values ȳi are approximately normally dis-

tributed with parameter µ′ and σ′ (from the central limit theorem).

Dividing the span of means ȳi in deciles, normality was considered to have been
reached when:

1. χ2 ≤ 4 and
2. The ratio of observations in the i-th decil Oi ≥ 0.5 ∀i.

From Chebyshev's Inequality [25] the probability that the performance of an
method denoted by τ lies in the interval [µ′ − λσ′, µ′ + λσ′] is given by:

p(µ′ − λσ′ ≤ τ ≤ µ′ + λσ′) ≥ 1− 1

λ2
(11)

where λ denotes the number of standard deviations. By setting λ = 3.1623 we
ensure that the values of τ will lie in this interval with probability p ≈ 0.9. Hence,
the largest value of performance found (with p ≈ 0.95 if we assume a symmetric
distribution) by any method (CBE and BC) is µ+ λσ. The results are shown in
Table 3. These results allow us to prove statistically (with signi�cance level of
0.05) that in <nour method is as good as the BC under normality assumption.

Table 3: Comparative average success ratio for Gaussian Problems
Algorithm µ σ µ+ λσ Relative

CBE 75.53 3.22 85.71 99%
BC 76.01 3.35 86.60 100%

E�ectiveness for Non-Gaussian Patterns <n To generate a Non-Gaussian
patterns in <nwe resort to polynomial functions of the form:

f(x1, x2, ..., xn) = am1x
m
1 + ...+ amnx

m
n + ...+ a11x1 + a1nxn (12)

Given that such functions have larger degrees of freedom, we can generate many
points uniformly distributed in <n. As reported in the previous section, we wrote
a computer program that allows us to obtain a set of 500 di�erent problems.
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These problems were generated for random values of n and k with |Ci| = 200.
As before, a set of tests with N = 36 was performed. As before, the number
of samples of size N dependend on the distribution reaching normality. The
results of this set of experiments is shown in Table 4. These results show that
our method outperforms BC with a signi�cant level of 0.05.

Table 4: Comparative average success ratio for non-Gaussian Problems
Algorithm µ σ µ+ kσ Relative

CBE 74.23 2.12 80.93 100%
BC 61.76 2.65 70.14 86%

4 Conclusions

The previous analysis, based on the solution of an exhaustive sample set, allows
us to reach the following conclusions:

Entropic clustering (CBE) is reachable via an e�cient optimization algo-
rithm. In this case, based on previous work by the authors, one is able to take
advantage of the proven e�ciency of EGA. The particular optimization function
(de�ned in (9)) yields the best average success ratio. We found that CBE is
able to �nd highly irregular clusters in pattern sets with complex arrangements.
When compared to BC's performance over Gaussian distributed data sets, CBE
and BC have, practically, indistinguishable success ratios. Thus proving that
CBE is comparable to the best theoretical option. Here we, again, stress that
while BC corresponds to supervised learning whereas CBE does not. The ad-
vantage of this characteristic is evident. When compared to BC's performance
over non-Gaussian sets CBE, as expected, displayed a much better success ratio.
Based on comprehensive analysis (subsection 3.3), the conclusions above have
been reached for statistical p values of O(0.5). In other words, the probability of
such results to persist on data sets outside our study is better than 0.95. Thus
ensuring the reliability of CBE. Clearly above older alternatives.
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Abstract. In data clustering the more traditional algorithms are based on 

similarity criteria which depend on a metric distance. This fact imposes 

important constraints on the shape of the clusters found. These shapes generally 

are hyperspherical due to the fact that each element in a cluster lies within a 

radial distance relative to a given center. In this paper we propose a clustering 

algorithm that does not depend on such distance metrics and, therefore, allows 

us to find clusters with arbitrary shapes in n-dimensional space. Our proposal is 

based on some concepts stemming from Shannon's information theory and 
evolutionary computation. Here each cluster consists of a subset of the data 

where entropy is minimized. This is a highly non-linear and usually non-convex 

optimization problem which disallows the use of traditional optimization 

techniques. To solve it we apply a rugged genetic algorithm (the so-called 

Vasconcelos’ GA). In order to test the efficiency of our proposal we artificially 

created several sets of data with known properties in a tridimensional space. 
The result of applying our algorithm has shown that it is able to find highly 

irregular clusters that traditional algorithms cannot. Some previous work is 

based on algorithms relying on similar approaches (such as ENCLUS' and 

CLIQUE's). The differences between such approaches and ours are also 

discussed. 

Keywords: clustering, data mining, information theory, genetic algorithms 

1   Introduction 

Clustering is an unsupervised process that allows the partition of a data set X in k 

groups or clusters in accordance with a similarity criterion. This process is 

unsupervised because it does not require a priori knowledge about the clusters. 

Generally the similarity criterion is a distance metrics based in Minkowsky Family [1] 

which is given by: 

���(�, �) = 
� |�
 − �
|��

��

�
                    (1) 



where P and Q are two vectors in an n-dimensional space. From the geometric point 

of view, these metrics represent the spatial distance between two points. However, 

this distance is sometimes not an appropriate measure for our purpose. For this reason 

sometimes the clustering methods use statistical metrics such as Mahalanobis' [2], 

Bhattacharyya's [3] or Hellinger's [4], [5]. These metrics statistically determine the 

similarity of the probability distribution between random variables P and Q. In 

addition to a similarity criterion, the clustering process typically requires the 

specification of the number of clusters. This number frequently depends on the 

application domain. Hence, it is usually calculated empirically even though there are 

methodologies which may be applied to this effect [6].  

1.1 A Hierarchy of Clustering Algorithms 

 

A large number of clustering algorithms has been proposed which are usually 

classified as follows: 

 

Partitional. Which discover clusters relocating iteratively elements of the data set 

between subsets. These methods tend to build clusters of proper convex shapes. The 

most common methods of this type are k-means [7], k-medoids or PAM (Partitioning 

Around Medoids) and CLARA (Clustering Large Applications) [8].  

 

Hierarchical. In which large clusters are merged successively into smaller clusters. 

The result is a tree (called a dendrogram) whose nodes are clusters. At the highest 

level of the dendrogram all objects belong to the same cluster. At the lowest level 

each element of the data set is in its own unique cluster. Thus, we must select the 

adequate cut level such that the clustering process is satisfactory. Representative 

methods in this category are BIRCH [9], CURE and ROCK [10].  

   
Density Based. In this category a cluster is a dense (in some pre-specified sense) 

region of elements of the data set that is separated by regions of low density. Thus, 

the clusters are identified as areas highly populated with elements of the data set. Here 

each cluster is flexible in terms of their shape. Representative algorithms of this 

category are DBSCAN [11] and DENCLUE [12].  

 

Grid Based. Which use space segmentation through a finite number of cells and from 

these performs all operations. In this category are STING (Statistical Information 

Grid-based method) described by Wang et al. [13] and Wave Cluster [14]. 

 

Additionally, there are algorithms that use tools such as fuzzy logic or neural 

networks giving rise to methods such as Fuzzy C-Means [15] and Kohonen Maps 

[16], respectively. The performance of each method depends on the application 

domain. However, Halkidi [17] present several approaches that allow to measure the 

quality of the clustering methods via the so-called "quality indices".  



1.2 Desired Properties of Clustering Algorithms 

In general a good clustering method must: 

─ Be able to handle multidimensional data sets.  

─ Be independent of the application domain. 

─ Have a reduced number of settings.  

─ Be able to display computational efficiency. 

─ Be able to yield irregular shaped clusters.  

With respect to last point, the great majority of the clustering methods restrict the 

shape of the clusters to hyperspherical shapes (in the space of the metric) owing to the 

use of some sort of distance as a similarity criterion. Thus, necessarily the distance 

between each point inside a cluster and its center is smaller than the radius of an n-

dimensional sphere. This is illustrated in Figure 1 for the simplest case where n=2 

(and, thus, yields a circle). 

 

Fig. 1. Clusters with circular shapes 

An ideal case would allow us to obtain arbitrary shapes for the clusters that 

adequately encompass the data. Figure 2 illustrates this fact. 

 

Fig. 2. Clusters with arbitrary shapes 

Therefore, we propose a clustering algorithm that allows us to find clusters with 

irregular shapes that represent the data set better than clustering approaches that use 

distance metrics. 



2   Related Works 

Our proposal is based on maximizing density in terms of the entropy of the area of the 

space that represents a cluster. There exist previous works with similar approaches. 

Cheng et al [18], for example, present an algorithm called ENCLUS (Entropic 

Clustering) in which they link the entropy with two concepts that the authors call 

coverage and density. These are determined by the space's segmentation. 

Segmentation is made iteratively. Henceforth, several conditions have to be satisfied 

for every iteration of the algorithm. The space segmentation is a partition on non-

overlapping rectangular units based on CLIQUE (Clustering in Quest) algorithm 

where a unit is dense if the fraction of the elements contained in the unit is greater 

than a certain threshold. A cluster is the maximum set of connected dense units. 

Another work is the so-called COOLCAT algorithm [19] which also approaches the 

clustering problem on entropic considerations but is mainly focused on categorical 

sets of data. The difference of our proposal is that the space is quantized through a 

hypercube that encapsulates all elements of the data set. The hypercube is composed 

of units of quantization that called “hypervoxels” or, simply, “voxels”. The number of 

voxels determines the resolution of the hypercube. Contrary to ENCLUS, our 

algorithm does not iterate to find the optimal space quantization. Here the hypercube 

is unique and its resolution is given a priori as a parameter. The units of quantization 

become the symbols of the source's alphabet which allow an analysis through 

information theory. Our working hypothesis is that areas with high density have 

minimum entropy with respect to areas with low density.  

3   Generalities 

In what follows we make a very brief mention of most of the theoretical aspects 

having to do with the proper understanding of our algorithm. The interested reader 

may consult the references. 

3.1   Information Theory  

Information theory addresses the problem of collecting and handling data from a 

mathematical point of view. There are two main approaches: the statistical theory of 

communication (proposed by Claude Shannon [20] and the so-called algorithmic 

complexity (proposed by Andrei Kolmogorov [21]. In this paper we rely on the 

statistical approach in which information is a series of symbols that comprise a 

message, which is produced by an information source and is received by a receiver 

through a channel. 

 

Where: 

Message. It is a finite succession or sequence of symbols.  



Information Source. It is a mathematical model denoted by S which represents an 

entity which produces a sequence of symbols (message) randomly. The space of all 

possible symbols is called source alphabet and is denoted as Σ [22]. 

Receiver. It is the end of the communication's channel which receives the message. 

Channel. It is the medium used to convey a message from an information source to a 

receiver. 

 
In this document we apply two key concepts which are very important for our 

proposal. 

  

Self Information.  It is the information contained in a symbol si, which is defined 

as1: 

 

 �(�
) = − log� �(�
)                                                  (2) 

 

Where p(si) is the probability that the symbol si is generated by the source S. We can 

see that the information of a symbol is greater when its probability is smaller. Thus, 

the self information of a sequence of statistically independent symbols is: 

 

 �(���� … ��) = �(��) + �(��) + ⋯ + �(��)                      (3) 

 

Entropy. The entropy is the expected value of the information of the symbols 

generated by the source S. This value may be expressed as: 
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Where n is the size of the alphabet Σ. Therefore, we see that entropy is greater the 

more uniform the probability distribution of symbols is.  

3.2   Genetic Algorithms 

Genetic Algorithms (GA) (a very interesting introduction to genetic algorithms and 

other evolutionary algorithms may be found in [23]) are optimization algorithms 

which are frequently cited as “partially simulating the process of natural evolution”. 

Although this a suggestive analogy behind which, indeed, lies the original motivation 

for their inception, it is better to understand them as a kind of algorithms which take 

advantage of the implicit (indeed, unavoidable) granularity of the search space which 

is induced by the use of the finite binary representation in a digital computer.  

In such finite space numbers originally thought of as existing in 
nℜ  actually map 

into B
m
 space. Thereafter it is simple to establish that a genetic algorithmic process is 

                                                           
1 The base for the logarithms is arbitrary. When (as above) we choose base 2 the information is 

measured in "bits". 

 

 



a finite Markov chain (MC) whose states are the populations arising from the so-

called genetic operators: (typically) selection, crossover and mutation. As such they 

display all of the properties of a MC. From this fact one may infer the following 

mathematical properties of a GA: 1) The results of the evolutionary process are 

independent of the initial population and 2) A GA preserving the best individual 

arising during the process will converge to the global optimum (albeit the 

convergence process is not bounded in time). For a proof of these facts the interested 

reader may see [24]. Their most outstanding feature is that, as opposed to other more 

traditional optimization techniques, the GA iterates simultaneously over several 

possible solutions. Thereafter, other plausible solutions are obtained by combining 

(crossing over) the codes of these solutions to obtain hopefully better ones. The 

solution space (SS) is, therefore, traversed stochastically searching for increasingly 

better plausible solutions. In order to guarantee that the SS will be globally explored 

some bits of the encoded solution are randomly selected and changed (a process 

called mutation). The main concern of GA-practitioners (given the fact that well 

designed GAs, in general, will find the best solution) is to make the convergence as 

efficient as possible. The work of Forrest et al. has determined the characteristics of 

the so-called Idealized GA (IGA) which is impervious to GA-hard problems [25]. 

 

3.3 Vasconcelos’ Genetic Algorithms 

 

The implementation of the IGA is unattainable in practice. However, a practical 

approximation called the Vasconcelos’ GA (VGA) has been repeatedly tested and 

proven to be highly efficient [26]. The VGA, therefore, turns out to be an 

optimization algorithm of broad scope of application and demonstrably high 

efficiency. 

A statistical analysis was performed by minimizing a large number of functions and 

comparing the relative performance of six optimization methods2 of which five are 

GAs. The ratio of every GA’s absolute minimum (with probability P=0.95) relative to 

the best GA’s absolute minimum may be found in Table 1 under the column “Relative 

Performance”. The number of functions which were minimized to guarantee the 

mentioned confidence level is shown under “Number of Optimized Functions”. 

                                                           
2 VGA: Vasconcelos’ GA; EGA: Eclectic GA; TGA: Elitist GA; SGA: Statistical GA; CGA: 

Canonical (or Simple) GA; RMH: Random Mutation Hill Climber. 



Table 1.  Relative Performance of Different Breeds of Genetic Algorithms 

Algorithm Relative 

Performance 

Number of Optimized 

Functions 
VGA 1.000 2,736 

EGA 1.039 2,484 

TGA 1.233 2,628 

SGA 1.236 2,772 

CGA 1.267 3,132 

RHC 3.830 3,600 

 

It may be seen that the so-called Vasconcelos’ GA (VGA) in this study was the best 

of all the analyzed variations. Interestingly the CGA (the classical or "canonical" 

genetic algorithm) comes at the bottom of the list with the exception of the random 

mutation hill climber (RHC) which is not an evolutionary algorithm. According to 

these results, the minima found with the VGA are, on the average, more than 25% 

better than those found with the CGA. Due to its tested efficiency, we now describe in 

more detail the VGA. 

Outline of Vasconcelos’ Genetic Algorithm (VGA) 

 

1. Generate random population of n individuals (suitable solutions for the 

problem). 

2. Evaluate the fitness f(x) of each individual x in the population. 

3. Order the n individuals from best (top) to worst (bottom) for i=1, 2,. . . , n 

according to their fitness. 

4. Repeat steps A-D (see below) for  n/21,2,...,i = . 

A. Deterministically select the i-th and the th-1)i-(n +  

individuals (the parents) from the population. 

B. With probability Pc cross over the selected parents to form two 

new individuals (the offspring). If no crossover is performed, 

offspring are an exact copy of the parents.  

C. With probability Pm mutate new offspring at each locus (position 

in individual).  

D. Add the offspring to a new population  

5. Evaluate the fitness f(x) of each individual x in the new population 

6. Merge the newly generated and the previous populations 

7. If the end condition is satisfied, stop, and return the best solution. 

8. Order the n individuals from best to worst (i=1, 2,  . . . , n) according to their 

fitness   

9. Retain the top n individuals; discard the bottom n individuals 

10. Go to step 4  

 

As opposed to the CGA, the VGA selects the candidate individuals 

deterministically picking the two extreme (ordered according to their respective 

fitness) performers of the generation for crossover. This would seem to fragrantly 



violate the survival-of-the-fittest strategy behind evolutionary processes since the 

genes of the more apt individuals are mixed with those of the least apt ones. However, 

the VGA also retains the best n individuals out of the 2n previous ones. The net effect 

of this dual strategy is to give variety to the genetic pool (the lack of which is a cause 

for slow convergence) while still retaining a high degree of elitism. This sort of 

elitism, of course, guarantees that the best solutions are not lost. On the other hand, 

the admixture of apparently counterpointed plausible solutions is aimed at avoiding 

the proliferation of similar genes in the pool. In nature as well as in GAs variety is 

needed in order to ensure the efficient exploration of the space of solutions3. As stated 

before, all GAs will eventually converge to a global optimum. The VGA does so in 

less generations. Alternatively we may say that the VGA will outperform other GAs 

given the same number of generations. Besides, it is easier to program because we 

need not to simulate a probabilistic process. Finally, the VGA is impervious to 

negative fitness's values. 

We, thus, have a tool which allows us to identify the best values for a set of 

predefined metrics possibly reflecting complementary goals. This metric(s) may be 

arbitrary and this suits us well because one way to establish which of a set of software 

systems is better than the other is to: a) Define a metric or set of metrics. b) 

Determine the one system whose combination is best for the systems. For these 

reasons we use in our work the VGA as the optimization method. In what follows we 

explain our proposal based in the concepts mentioned above. 

4   Evolutionary Entropic Clustering  

Let X be a data set of elements xi such that !
�"!
�, !
�, … , !
�#, let D be an n-

dimensional space such that  !$ ∈ &   and let cj be a subset of D called cluster. Then 

we must find a function that associates each element of X to the j-th cluster cj  as: 

 

kjandXcxf ji ≤≤∀= 2;)(                   (5) 

 

Where k is the number of clusters and  '(!
) is called the membership function. Now 

we describe a method which attempts to identify those elements within the data set 

which share common properties. These properties are a consequence of (possibly) 

high order relationships which we hope to infer via the entropy of a quantized vector 

space. This space, in what follows, will be denoted as the Hypercubic Wrapper. 

4.1   Hypercubic Wrapper 

A Hypercubic Wrapper denoted as is an n-dimensional subspace of D  such that: 

 

                                                           
3 The Latin American philosopher José Vasconcelos proposed that the admixture of all races 

would eventually give rise to a better one he called the cosmic race; hence the algorithm’s 

name. 



                                              !
 ∈ �(    ∀!
 ∈ *     (6)  

HW is set of elements vm called voxels, which are units in n-dimensional that can 

contain zero or more elements of the set X. The cardinality of HW is given by the 

number the voxels that we specify in each dimension of the space D such that:  

 

   |�(| = + ,

�

��                                  (7) 

 

Where ,
 is the number of voxels in the i-th dimension and n is the dimension number 

of D.   From equation (7) it follows that ∀-� ∈ �(: 

 

    0 < 0 ≤ + ,

�

��      (8) 

 

Figure 4 shows a graphical representation of HW in a tridimensional space, where the 

cardinality is equal to 27 (because there are three voxels in each dimension, i.e. 

3=iL ). 

 

 

Fig. 3. Hypercubic Wrapper in a tri-dimensional space 

 

However, in general, jiLL ji ,∀≠  and it is, therefore, possible to define different 

HWs by changing the values of the Li's as shown in Figure 4 

 

 

Fig.  4. Hypercubes with different lengths per dimension 

Once this wrapper's characteristics are defined, we may use a clustering method based 

in the concept of Self Information, Entropy, and VGA. Now we describe our proposal 

which we call the Fixed Grid Evolutionary Entropic Algorithm (FGEEA).  

. ~ .. "", . . ., 

".: . 
.:.: .. 
'.' . .. : ' . .. 



4.2   Fixed Grid Evolutionary Entropic Algorithm  

Definition 1. Every voxel that includes at least one element of the data set X is called 

a non-empty voxel; otherwise it is called an empty voxel 

 

Definition 2.  For the purpose of entropy calculation, any non-empty voxel is 

identified with the i-th symbol and will be denoted by si.  

 

Definition 3. The space of all symbols is an alphabet denoted by Σ. 

 

Definition 4. The data set is equivalent the source of information S. Such source only 

produces symbols of  Σ. 

 

Definition 5. The probability that the symbol si is produced by S is the number of its 

elements divided by the cardinality of the data set X. This probability is denoted as 

p(sI).  

 

Corollary. The density of a symbol si is proportional to its probability p(si). 

 

It follows that:  

 

|Σ| ≤ |�(|        (9) 

 

�( ) = � �(�
)�(�
)�

�� = − � �(�
) log� �(�
)�


��    (10) 

 

Our idea is to use the entropy for determine the membership of every symbol in the j-

th cluster, based on the follows assumptions: 

 

Assumption 1. The source S always produces the same symbols for a given data set X. 

 

Assumption 2. The spatial position of each symbol (voxel) is invariant for a given data 

set X. Therefore, H(S) is constant. 

 

According to the working hypothesis, the areas with high density have minimum 

entropy with respect to areas with low density. Then the areas with minimum entropy 

possibly identify a cluster. 

 

To determine the entropy of a possible cluster we introduce a term we call 

intracluster entropy, defined as: 

 

      �(3
) = − � �4�56 log� �(�5)   ∀ �5 ∈  3
    (11) 

 

Where  �(3
)  is the intracluster entropy of i-th cluster. In order to determine that sj 

belongs to ci we use a genetic algorithm, as discussed in what follows. 



Application of Vasconcelos’ Genetic Algorithm 
 

Our aim is to find the areas of the subspace HW where the entropy is minimal. This is 

to find groups of voxels such as each group have minimal entropy (intracluster 

entropy). 

 

Clearly this is an optimization problem. For reasons explained above we use a VGA. 

The individuals of the algorithm have been encoded as follows. a) The length of the 

genome is equal to the cardinality of Σ. [It is composed by all symbols (or genes)]. b) 

Each gene is assigned a label that represents the cluster to which it belongs. c) It has a 

sequential index. Such index will allow mapping all symbols to subspace HW. Fig.5 

exemplifies a genome for k=3.  

 

 

 

Fig. 5.  Genome of the individual (k=3).   

 

Now, we defined the fitness function as: 

'4$7�$-$�89:56 = 0$7 � �(3
)     ';< = ≤ >�

�?  (12) 

Subject to: 

� �(3
) ≥ �( )�

�?     (13) 

 A� �(3
) − �( )�

�? A ≥ ∆�    (14) 

 

Where ; is the size of the population and  ∆� is a parameter that represents a 

threshold of the difference between the sum of intracluster entropies and the entropy 

of source S. Additionally we have introduced a constraint called intracluster density 

defined as: 

�3
 ≤ C      (15) 

  

where ε is the threshold density. One last constraint is the intracluster density (dci). It 

is the number of elements of data set X which belong to the symbols of i-th cluster: 

 

�3
 = D
E

      (16) 

  



where α is the number the elements that belong to the data set X and β is the number 

of symbol within cluster i.  This constraint ensures that entropy is minimal within any 

given cluster. The algorithm yields a best individual which represents a set of clusters 

of symbols that are map into sets of voxels in the subspace HW, as shown in Fig. 6. 

 

 

Fig. 6.  Possible clustering delivered by the VGA. Different intensities in the cube represent a 

different cluster. White voxels are empty. 

 

 In what follows we show some experiments that allow us to test the effectiveness of 

the algorithm presented previously 

5   Experimental Results 

Our algorithm was tested with a synthetic data set which consists of a set of points 

contained by three disjoint spheres. The features and parameters of the first test are 

given in Table 2. The values of the parameters were determined experimentally. 

Table 2.  Features and parameters first test. 

Feature Value Parameter Value 

Sample size 192 N  (Number of individuals) 500 

Elements per cluster 64 G (Generations) 1000 

Dimensions 3 Pm (Mutation Probability) 0.001 

Data Distribution Disjoint 

sphere 

Pc (Crossover Probability) 

∆i 

0.99 

3.5<∆i<3.6 

Cardinality of ∑ 26 ε 5 

    

 

The VGA was run 20 times (with different seeds of the pseudo random number 

generator) yielding an average effectiveness of 98%. Notice that no information other 

than the number of clusters is fed to FGEEA. 

 

The same data set was tested with other algorithms such as Kohonen Maps and Fuzzy 

C-Means. The results obtained are shown in Table 3. 

 



Table 3.  Results obtained with Kohonen Maps and Fuzzy C-Means. 

Algorithm  Average Effectiveness 

Kohonen Maps   0.99 

Fuzzy C- Means  0.98 

 

This us allow see that the result of our proposal is similar to result given by some 

traditional algorithms. The high effectiveness in all cases is probably due to the 

spatial distribution of data set. 

 

Next, we test with other data set whose spatial distribution yields presents overlapping 

clusters as is shown in Fig. 11. For clarity we show a bi-dimensional example. The 

actual runs consisted of three dimensional data. 

 

 

Fig. 7.  Overlapping clusters. 

 

In this case also the size sample is 192 elements distributed in three clusters a priori 

whose cardinality is 64 elements. The results obtained are shown in Table 4.  

Table 4. Results of FGEEA with overlapping data set 

Algorithm  Average Effectiveness 

Kohonen Maps   0.62 

Fuzzy C- Means  0.10 

FGEEA  0.73 

 

Here the effectiveness decreases significantly in general. But FGEEA showed the 

better results. 

 

Finally we tested our algorithm with a data set in tridimensional space with an 

unknown spatial distribution. For k = 3 (number of clusters) the algorithm found a 

solution that is shown in Fig. 8. Here the clusters are irregularly shaped. 

 



Fig. 8.  Irregular clusters. The

voxels are empty. 

These last results were not compared with other clustering algorithms

can see that in principle our app

 

6 Conclusions and Future Work

These results allow us to test the feasibility of our algorithm

however, to assume its effectiveness in general. 

testing with several data

techniques. Computationally, 

relation between elements of a multidimensional data

showed that in principle, membership 

its entropy without an excessive 

results obtained are limited (since they

dimensional data) they are promissory. 

our method for a data 

computational complexity and

report on these issues shortly.
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Abstract - The most common clustering methods are based on  
metrics that allow the determination of the similarity between  
elements of a given data set. This similarity allows us to divide  
the  data  set  into  subsets  (clusters)  that  contain  "highly  
similar"  elements.  The  use  of  a  metric  imposes  two  
constraints. First, the shape of the found clusters is generally  
hyper-spherical (in the space of the metric) due to the fact that  
each element in a cluster lies within a radial distance relative  
to a given center. Second, the metric may be sensitive to the  
probability density function of the data set. Following this fact  
several  methods based on statistical approaches have become  
an  attractive  and  powerful  option.  These  involve  the  
estimation of the probability density function (pdf) of the  data  
set  which minimizes an optimality criterion. Generally this is  
a  highly  non-linear  and  usually  non-convex  optimization  
problem which disallows the use of  traditional  optimization  
techniques.  In  this  paper  we  propose  a  statistical  method  
based on Shannon's Conditional Entropy which uses a rugged  
genetic algorithm to find the optimal pdf. Each individual of  
the Genetic Algorithm is a possible solution of  a clustering  
problem.  The  fitness  of  an  individual  is  determined  by  
Shannon´s entropy encoded in its genome and an additional  
constraint  related  to  the  "quality"  of  this  solution.  The  
"quality"  is  measured  through  a  validity  index  of  the  
clustering  process.   A  novel  and  important  aspect  of  our  
method is the form of representation of the objects of the data  
set in order to reduce the computational complexity due to the  
high  dimensionality.  We  show  that  our  proposal  has  high  
effectiveness  relative to methods as k-means,  fuzzy c-means  
and Kohonen Maps with a synthetic data set.

Keywords: Clustering,  Information  Theory,  Genetic 
Algorithms, Bayesian Classifier, Data Mining.

1 Introduction
 The clustering process is an optimization problem that 
maximizes  the  similarity  between  objects  or  elements  that 
belong to same cluster and minimizes the similarity between 
elements  of  different  clusters.  The  effectiveness  of  a 
clustering  method  is  given  by  several  factors  such  as  the 
metric and the desired number of clusters. 

Particularly, the use of a metric imposes some constraints on 
the  shape  of  clusters  found.  These  shapes  generally  are 

hyperspherical (in the space of the metric) due to the fact that 
each element in a cluster lies within a radial distance relative 
to a given center. In other words the elements of a cluster tend 
to group around a single mean value (center) which sometimes 
disallows the extraction of hidden patterns in the data set.

In this paper  we propose an alternative method based on a 
statistical  approach.  Our proposal  does not  use explicitly a 
metric to determine the elements that belong to given cluster. 
Overall,  this  proposal  is  an  iterative  search  of  a  partition 
model  of the data set  in which the entropy (uncertainty) is 
minimized. In order to determine the entropy of the data set 
for   a  particular  partition  model,  the  estimation  of  its 
probability  density  function  (pdf)  is  necessary.   This 
estimation can be  achieved statistically from three  different 
methods:  parametric,  semi-parametric  and  non-parametric 
[15].  Unlike  parametric  and  semi-parametric  methods,  the 
non-parametric methods do not make any assumption about of 
the pdf of the data set.  The Parzen window [5]  is among the 
most widely-used non-parametric density estimation method. 

Different clustering methods have been proposed around these 
non-parametric methods and minimum entropy principle [9],
[15],[16]. These methods can be seen as an iterative search of 
an optimal pdf of the data set such that the entropy is minimal. 
However,  depending  on  the  dataset  the  search  may  be 
unfeasible or may yield local optimal solutions. Thus, this is a 
highly  non-linear  and  usually  non-convex  optimization 
problem which disallows the use of traditional optimization 
techniques or pdf  estimation methods. 

We propose a method which uses  a rugged genetic algorithm 
(the so-called Vasconcelos's GA [12]). Each individual of GA 
is a possible solution of a clustering problem which represents 
a pdf of the data set. The fitness of an individual is based on 
the minimum entropy principle and an additional  constraint 
related  to  the  "quality"  of  the  solution.  The  "quality"  is 
measured through an validity indices of the clustering process. 
Several validity indices have been developed and introduced 
[4],[8], [11]. A novel and important aspect of our proposal is 
the  form  of  representation  of  the  objects  of  the  data  set. 
Generally the properties of each object are represented as real 
values of vector in a Euclidean space. The dimensionality of 
this vector is given by the number of such properties. Its value 
is an important element of the computational complexity of a 
clustering algorithm. 



In order to reduce the dimensionality, statistical techniques as 
such  as  Pearson's  correlation  analysis  [3]  and/or  principal 
components'  analysis  [17]  have  been  used.  In  many cases, 
however, these techniques are sensitive to the data distribution 
and  impair  the  effectiveness  of  the  clustering  process.  To 
avoid this fact we map the n-dimensional vector space of the 
data set to the space of all possible strings (words) that can be 
built using the symbols of an alphabet ∑. This transformation 
allows us to represent an object of data set as a word of length 
n (for  a  n-dimensional  space)  and  a  cluster  as  a  subset  of 
words  with  some "degree  of  similarity".  The  entropy  of  a 
cluster  is  determined  by  the  probability  distribution  of  all 
words that belong to that cluster.

Our work begins with an account of several concepts which 
are  needed  to  expose  our  method.  Then,  we  expound the 
fundamental process of our proposal. Finally we show several 
numerical results and the respective conclusions.

2 Theoretical Aspects
In  what  follows  we  make  a  very  brief  mention  of  the 
theoretical aspects having to do with the proper understanding 
of  our  proposal.  The  reader  may find  more  details  in  the 
references.

2.1 Minimum Entropy Principle

Shannon's entropy [20] allows us to measure the uncertainty 
associated  with  a  random  variable  X.  Mathematically, 
Shannon's entropy of X with a probability mass function p(x) 
is defined as:

H ( X )=−∑ p ( x ) log ( p ( x ) ) (1)

The possible values of a random variable X occur with certain 
probability  p(X=x) or  simply  p(x).  When  p(x) is  uniformly 
distributed we say that the uncertainty is greatest or that the 
process represented by the random variable  X has a highest 
degree of “disorder”. Figure 1 represents the entropy for two 
possible  values  of   X with probabilities  p and  1-  p;  when 
p=0.5 the entropy is maximum. 

Figure 1. Entropy in the case of two possibles values with probabilities p 
and (1-p)

In  the  context  of  the  clustering problem we assume that  a 
cluster is a subset of the data set which has minimum entropy. 
It means that a cluster is a partition of data set with minimum 
degree  of  “disorder”.  The  entropy  of  a  cluster  is  directly 

related to its elements. In terms of probability, the entropy of 
the cluster depends of the pdf of its elements. In what follows 
we expound on this fact.

Let  D be the data set with  K partitions (clusters) and  x an 
element that belong to D. Then the pdf of x is given by:

p ( x )=∑
i

K

p ( x∣i ) p (i ) (2)

where  p(i) is  the prior  probability for the  i-th partition and 
p(x|i) is the prior probability of x given the  i-th partition.  In 
Figure  2   we  show  an  intuitive  representation  of  the 
probabilities p(x|1) and p(x|3), the probability p(x|2) is zero. 

However we would like to know the dependence of pdf of the 
i-th partition with respect to  x. This dependence is given by 
Bayes Theorem [10] :

p ( i∣x )=
p ( x∣i ) p (i )

p ( x )
(3)

When p(i|x) is uniformly distributed for all i,  we can say that 
the element x belongs to any partition and thus the uncertainty 
is maximum (see Figure 3a.). On the other hand if all  p(i|x) 
but  one  are  zero  (one  having the value unity) then we are 
certain of the partition to which x belongs (see Figure 3b).

Now, let  C be a random variable whose possible values are 
1,2,..K which represent the partitions of D. Let X be a random 
variable whose possible values are all elements x that belong 
to D. Then the entropy of C given X is:

H (C∣X )=−∑
i=1

K

p ( i∣x ) log ( p (i∣x )) (4) 

Figure 2.  Probability  space  of  a  data  set  with  three partitions.  The 
element x belongs to partition 1 and 2 with a probability greater than 
zero.

Figure 3.   a)  Uniform probability of p(i|x) . b) Probability of p(1|x) 



where p(i|x) is a posteriori pdf. Thus, our goal is to find this 
function such that  H(C|X) is minimum. For reasons already 
mentioned we use a genetic algorithm. The entropy given by 
Equation 4 is called Conditional Entropy [1].

2.2 Genetic Algorithms

Genetic Algorithms (an interesting introduction to GA's and 
other  evolutionary  algorithms  may  be  found  in  [2])  are 
optimization  algorithms  which  are  frequently  cited  as 
“partially  simulating  the  process  of  natural  evolution”. 
Although this a suggestive analogy behind which, indeed, lies 
the  original  motivation  for  their  inception,  it  is  better  to 
understand them as a kind of algorithms which take advantage 
of the implicit (indeed, unavoidable) granularity of the search 
space  which  is  induced  by  the  use  of  the  finite  binary 
representation  in  a  digital  computer.  In  such  finite  space, 
numbers originally conceived as existing in  Rn actually map 
into Bm space. Thereafter it is simple to establish that a genetic 
algorithmic  process  is  a  finite  Markov  chain  (MC)  whose 
states are the populations arising from the so called genetic 
operators: (typically) selection, crossover and mutation [19]. 
As such they display all of the properties of a MC. From this 
fact one may prove that:

1.  The  final  results  of  the  evolutionary  process  are 
independent of the initial population and

2.  A GA preserving  the  best  individual  arising  during  the 
process  will  converge  to  the  global  optimum  (albeit  the 
convergence process is not bounded in time).

Their  most outstanding feature is  that,  as  opposed  to  other 
more  traditional  optimization  techniques,  the  GA  iterates 
simultaneously over  several  possible  solutions.  Then,  other 
plausible solutions are obtained by combining (crossing over) 
the codes of these solutions to obtain hopefully better ones. 
The solution space (SS) is, therefore, traversed stochastically 
searching for increasingly better plausible solutions. In order 
to guarantee that the SS will be globally explored some bits of 
the encoded solution are randomly selected and changed (a 
process  called  mutation).  The  main  concern  of  GA-
practitioners  (given  the  fact  that  well  designed  GAs,  in 
general,  will  find  the  best  solution)  is  to  make  the 
convergence as efficient as possible. The work of Forrest et al. 
has determined the characteristics of the so-called Idealized 
GA (IGA) which is impervious to GA-hard problems [6].

2.2.1 Vasconcelos's Genetic Algorithm 

The implementation of  the IGA is  unattainable in practice. 
However, a practical approximation called the Vasconcelos’s 
GA (VGA) has been repeatedly tested and proven to be highly 
efficient  [12].  The  VGA,  therefore,  turns  out  to  be  an 
optimization  algorithm  of  broad  scope  of  application  and 
demonstrably high efficiency. A statistical analysis was done 
by minimizing a large number of functions and comparing the 
relative  performance of  six  optimization  methods  of  which 

five  are  GAs1.  The  ratio  of  every  GAs absolute  minimum 
(with probability p = 0.95) relative to the best GAs absolute 
minimum  may  be  found  in  Table  1  under  the  column 
“Relative Performance”. The number of functions which were 
minimized  to  guarantee  the  mentioned  confidence  level  is 
shown under “Number of  Optimized Functions”.  It  may be 
seen that VGA, in this study, was the best of all the analyzed 
variations. Interestingly the CGA (the classical or "canonical" 
genetic  algorithm) comes at  the bottom of the list  with the 
exception of the random mutation hill climber (RHC) which is 
not an evolutionary algorithm. According to these results, the 
minimal found with VGA are,  in the worst case,  more than 
25% better than those found with the CGA. Due to its tested 
efficiency, we now describe in more detail VGA.

As  opposed  to  the  CGA,  VGA  selects  the  candidate 
individuals deterministically picking the two extreme (ordered 
according  to  their  respective  fitness)  performers  of  the 
generation  for  crossover.  This  would  seem  to  fragrantly 
violate the survival-of-the-fittest strategy behind evolutionary 
processes  since  the  genes  of  the  more  apt  individuals  are 
mixed with those of the least apt ones. However, VGA also 
retains the best n individuals out of the 2n previous ones.

Table 1: Relative Performance of Different Breeds of Genetic 
Algorithms

Algorithm Relative 
Performance

Number  of  Optimized 
Functions

VGA 1.000 2,736

EGA 1.039 2,484

TGA 1.233 2,628

SGA 1.236 2,772

CGA 1.267 3,132

RHC 3.830 3,600

The net effect  of this dual strategy is to give variety to the 
genetic  pool  (the  lack  of  which  is  a  cause  for  slow 
convergence)  while  still  retaining a  high degree  of  elitism. 
This  sort  of  elitism,  of  course,  guarantees  that  the  best 
solutions are  not lost.  On the other  hand,  the admixture of 
apparently  counterpointed  plausible  solutions  is  aimed  at 
avoiding  the  proliferation  of  similar  genes  in  the  pool.  In 
nature as well as in GAs variety is needed in order to ensure 
the efficient exploration of the space of solutions. As stated 
before,  all  elitist  GAs will eventually converge  to  a  global 
optimum. The VGA does so in less generations. Alternatively 
we may say that VGA will outperform other GAs given the 
same number of generations. Besides, it is easier to program 
because we need not simulate a probabilistic process. Finally, 
VGA is  impervious  to  negative  fitness’s  values.  We,  thus, 
have a tool which allows us to identify the best values for a set 
of  predefined  metrics  possibly  reflecting  complementary 
goals.  For  these  reasons  we use  in  our  work  VGA as  the 
optimization method. In what follows we explain our proposal 
based in the concepts mentioned above.

1VGA:  Vasconcelos’  GA;  EGA:  Eclectic  GA;  TGA:  Elitist  GA;  SGA: 
Statistical GA; CGA: Canonical (or Simple) GA; RMH: Random Mutation 
Hill Climber.



3 Methodology
We begin our explanation by discussing the preprocessing of 
the  data  set.  It  will  allow  us   to  change  the  vector 
representation  of  the  data  in  order  to  facilitate  subsequent 
calculations.  Second,  we show the  details  of  the  genome's 
encoding in the context of the clustering problem. Finally we 
show the way to evaluate each solution or individual in order 
to find the best.

3.1 Preprocessing of the data set.

Let Σ be an alphabet and w a string that contains symbol of Σ. 
Let D be a data set. Let xi = {a1, a2,...an} be an n-dimensional 
vector such that xi є D where  ai є R and D є Rn . 

Let  ⊥ak,  a⊤ m  be  the minimal and maximal value  a∀ i є D . 
Let Δ be the difference between a⊤ m and  ⊥ak, then we assign 
to every symbol of  Σ an interval value as following:

Table 2: Assigning values to symbols of Σ
Symbol Interval Value

so  [.⊥ak ,⊥ ak+
Δ

∣Σ∣]
s1 [s0 max ,s0max+

Δ
∣Σ∣]

... ...

sm [sm−1 max , sm−1 max+
Δ

∣Σ∣]

Where si max is the maximum interval value of Si and  |Σ| is the 
cardinality of Σ (m=|Σ|). Now we assume that Σ  is conformed 
by the letters of the English alphabet and a⊤ m=1 and  ⊥ak=0. 
In  accordance  with Table  2  we can  determine  the  interval 
values of  Σ as  shown in Table 3.

 Table 3: Possible assignment of values for letters of the 
English alphabet

Symbol Symbol Value

A
 [0,0+

1
26 ]

B [ 1
26

,
1

26
+

1
26 ]

... ...

Z [25
26

,1]
Moreover,  if we assume a data set  D in  R3 such that  some 
x=[0.038,0.022,0.99]. Then x may be represented by w=AAZ. 
Thus, ∀x є D,  ∃w є  Σ*. We represent the set of all strings or 
words  w as  D'.  For  practical  reasons  we  use  the  English 
Alphabet  although the method described does not depend on 
any  particular  symbol  set.  However  this  method  will  be 
affected by the cardinality of  Σ. For example, if  |Σ| =1 we 
have that all elements of the data set are represented by the 
same word regardless of their degree of similarity. Otherwise 

when the value of     |Σ| is higher we will have more precision 
but the performance will be affected.

3.2 Encoding of the genome.

The  individuals  of  the  algorithm  have  been  encoded  as 
follows.  a)  The  length  of  the  genome  is  equal  to  the 
cardinality of D'.  b) Each gene is associated with a word of 
D'. The  value  of  each  gene  corresponds  to  a  label  (for 
practical purposes we use 1,2,...K) of the cluster to which the 
word belongs.  Thus,  the  i-th  gene represent  the cluster  to 
which the i-th word belongs.  Figure 4 exemplifies a genome 
for K=3. 

Figure 4. Genome of the individual (K=3)

3.3 Fitness 

Each individual is a possible solution of a clustering problem 
which   is  evaluated  through  a  fitness  function.  In  what 
follows  we  explain  how  this  function   is  defined   in  the 
context of our method.

Suppose that D'={AAA, ACA, MOM, NPM, ADE, UVT, VXT,  
NQP, VWV}  and  K=3. Let  Ii  be the  i-th individual of the 
population whose genome are shown in Figure 5.

As discussed above we use the Minimum Entropy Principle. 
In Equation 4 X is a random variable whose set of possibles 
values belongs to D. Thus, if the data set D is transformed to 
set  D'  (conformed  by words  w)  then   Equation  4  may be 
rewritten as:

H (C∣W )=−∑
i=1

K

p ( i∣w ) log ( p (i∣w )) (5)

Where  W  is  a  random variable  whose possibles  values  are 
strings of the  Σ  alphabet. We can calculate  H(C|W) for all 
individuals  based  on  their  genomes.  This  entropy  may  be 
expressed as the sum of  entropies for each cluster as follows:

Figure 5. Possible solution given by an Individual for K=3. Here are 
shown the words associated to each gene.



H (C∣W )=∑
i=1

K

H (i∣W ) (6)

Where  H(i|W) is  the  entropy  of  cluster  i.  The  idea  is  to 
minimize  the  entropy  for  each  cluster.  However,  this  fact 
involves  a  multi-objective  optimization  problem  because 
minimizing the entropy of a cluster affects the entropy of any 
other. To resolve this problem we apply  Pareto's Efficiency 
[18]. Our objective function  may be written as:

min [ H (1∣W ) ,H ( 2∣W ) .. . H ( K∣W ) ] (7)

So,  the  GA  must  find  the  individuals  that  minimize  this 
function which is represented as a vector of K   dimensions. In 
what  follows  this  vector  is  called  Entropy  Vector.  Each 
individual has a Entropy Vector whose values are given by its 
genome.  In order  to  determine the individual  with the best 
vector,  we apply  the  principle  of  Pareto  Dominance  [18]. 
The Pareto Dominance says that a Y vector dominates to Y* if 
∀yi є Y, yi ≤ yi* and  ∃yp  such that  yp< yp* . In the context of 
VGA, a solution vector X of an Individual will dominate other 
solution vectors.  The number of vectors dominated by X are 
called  the  dominance  value.  Thus,  individuals  with  higher 
dominance  value  will  be  the  best.  The  result  of  the 
evolutionary process yields a  Pareto Front[18].  The fitness 
function for  i-th individual (Ii) may be written as:

f ( I
i ) =dom

i (8)
Where  domi  is  the  dominance  value  of  the  ith  individual. 
However  this  function  does  not  always  assure  that  an 
individual with maximal dominance value is the best solution 
to the clustering problem. We,  therefore  propose a quality 
measure.

Our  quality  measure  is  based  on  the  concept  of  Mutual 
Information (MI) [21]. It is a symetric measure that quantifies 
the mutual dependence between two random variables or the 
information that these share.  In the context of our problem, 
the MI between two cluster u and v is given by:

I (u,v )=∑
i=1

R

∑
j=1

S

p (w i
,w

j )log
p (w i ,w j )

p (w i ) p ( w
i )

(9) 

where R and S are |u| and |v| respectively and p(wi, wj) is the 
probability  that  the  words   wi   and wj   are  similar.  This 
probability is given by:

p ( w
i
,w

j )=
∣wi∩w j∣

length (w i )
(10)

where  the  intesection  between  two word  is  given  by  their 
common symbols.  Clearly,   all  words of  D'  have the same 
length. 

If  u ≠  v then  the  value  of  I(u,v)  will  be  called   Mutual  
Information Intercluster (MIInter) .  Otherwise this value  will 
be called  Mutual Information Intracluster (MIIntra).  A lower 
value  of  MIInter  and  higher  value  of  MIIntra means  better 
clusters. So, we propose a quality measure given by:

Q=

∑
i= 1

K

MI
Intra

( i,i )

∑
i,j≤K,i≠ j

MI
Inter

( i,j )
(11)

An individual with higher value of Q means a better solution. 
Therefore  the  fitness  function  of  the  ith  individual may be 
defined as:

f ( I
i ) =dom

i
Q

i (12)

However, we observe that  an individual with a “good” fitness 
value does not always represent  a global optimum. Thus, we 
assume that each individual must be subject to the following 
constraint  : The probability  for all  partition  (cluster)  of  D  
must be greater than zero. Mathematically p(i)>0  i=1,2,..K∀  
(see Equation 2 and Equation 3). 

This constraint ensures that the individuals consists  of  non-
empty clusters  whose  entropy  is  minimal.    Otherwise  the 
solutions will be  outside of the feasible region. To encourage 
reproduction of feasible individuals (which represents feasible 
solutions)   in  every generation  of  VGA,  we appeal  to  an 
penalty  method  [14]  whose  goal  is  to  punish   unfeasible 
individuals.  

Here the penalty for unfeasible individual Ii  is given by:

 P ( I
i )=J −∑

i=1

s
J
m

(13)

where  J  is  a large constant  [O(109 )],  m  is the number of 
constraints and  s  is  the  number of  these which have been 
satisfied.

4 Numerical Experiment
In what follows we  briefly describe how the test data set was 
generated.   Subsequently  we  show several  parameters  and 
features of the performed tests. Finally we show the results. 
We call our proposal has been called  Entropic Evolutionary  
Clustering  (EEC).



4.1 The data set

Three  data sets are analyzed in this work. We shall call them 
“A”,  “B”  and  “C”  respectively.   Every set  is  composed  of 
vectors (in a 3D space) that belong to three different spheres 
which we call sphere 1, 2 and 3 respectively. There are 10,000 
vectors in each one of the spheres. They were generated from.

x=x
0

+r sin θ cosϕ (14)

y=y
0

+r sin θsin ϕ (15)

z=z
0

+r cos θ (16)

from uniformly distributed values for  r  [0,1)∈ ,  (0 ≤  ≤ 2πϕ  
and 0 ≤ θ ≤ π). For set A the three centers of the spheres were 
chosen so that the spheres would not intersect. In set  B, the 
chosen centers yield partially overlapping data. Finally, in set 
C, the spheres shared a common center. However, in the last 
set for sphere 1  r  [0,1)∈ ;  for sphere 2 r  [0,  0.666)∈ ;  for 
sphere 3 r  [0, 0.333)∈ . In this case, then, spheres 1, 2 and 3 
share the same space where the density of 2 is larger than that 
of 1 and the density of 3 is larger than the other two. Our 
intent  is  to  choose  vectors  in  set  A,  B  and  C  whose 
distribution is not uniform but Gaussian. To achieve this, we 
determined to divide the space of probabilities of a Gaussian 
curve in 20 equally spaced intervals. The area under the curve 
for a normal distribution with μ = 0 and σ = 1 between -4 and 
+4 is very closely equal to one. Therefore, it is easy to see that 
5%, of the observations will be between −4 and −1.654; 5%, 
will be between −1.654 and −1.280, etc. The required normal 
behavior  may  be  approximated  by  selecting  50  of  the 
uniformly distributed values from the interval  [−4,−1,654); 
another 50 from the  interval  [−1.654,−1.280), etc. In all we 
will end up with 1000 vectors for every sphere. These vectors 
will now be very closely Gaussian.  When data is  normally 
distributed, a Bayesian classifier is optimal. The behavior of 
one such classifier will serve as a base point. To stress: when 
the  distribution  of  the  data  set  to  classify  is  Gaussian,  a 
Bayesian  classifier  yields  the  best  theoretical  results  (by 
minimizing  the  probability  of  classification  error 
independently  of  the  degree  of  overlap  between  the 
distributions  of  the  clusters)  [7].  Hence,  we  resorted  to 
Gaussian  distributed  data  in  order  to  establish  a  behavior 
relative  to  the  best  theoretical  one  when  measuring  the 
performance of non-traditional methods. Our claim is that, if 
the methods perform satisfactorily when faced with Gaussian 
data, they will also perform reasonably well when faced with 
other possible distributions. That is, we wish to show that the 
results  obtained  with  non-traditional  methods  are  close  to 
those obtained with a Bayesian classifier for the same data set. 
This would mean that these results correspond to an efficient 
algorithm. The data sets are illustrated in Figure  6.

5 Results
The values of the parameters of VGA are given in Table 4. 
These values were determined experimentally. As mentioned 
above we use the English Alphabet to transform the original 
data set. The VGA was run 20 times (with different seeds of 
the pseudo random number generator) per data set. The same 
data sets was tested with K-Means [22],  Kohonen Maps [23] 
and  Fuzzy  C-Means [4].  Since  it  may  be  proven   that  a 
Bayesian Classifier  is optimal when the data's pdf is Gaussian 
[7],  we  include   a  comparison  with  such  a   Bayesian 
Classifier.   The  results  obtained  with  disjoint  clusters  are 
shown in Table 5. This allows us to see that the results of EEC 
are similar to those given by some alternative algorithms. The 
high effectiveness in all cases is due to the spatial distribution 
of data set. The results obtained with overlapping clusters are 
shown in Table  6  where  we can  see  that  the  effectiveness 
decreases significantly in general.

Table 4: Parameters Test
Parameter Name Values

N (Number of Individuals) 50

G (Generations) 4000

pm (Mutation probability) 0.00

pc (Crossover Probability) 0.99 0.99

 
However EEC showed better results than traditional methods 
and close results to Bayesian Classifier. The results obtained 
in the two last cases (overlapping and concentric clusters) are 
due to the fact that it is not possible to find a simple separable 
boundary. Therefore, the boundary decision is unclear and the 
vast majority of the clustering methods yield poor solutions. 
The  closeness  of  the  results  obtained  so  far   relative  to  a 
Bayesian  Classifier,  tells  us  that  our  approach  is  quite 
efficient.  In  future  works  we  will  report  on  experiments 
encompassing a wider range of data sets. 

Table 5: Results obtained with disjoint clusters data set
Algorithm Average Effectiveness

EEC 0.99

K-Means 0.98

Kohonen Maps 0.99

Fuzzy C-Means 0.98

Bayesian Classifier Effectiveness 0.99

Figure  6. Types of data set



Table 6: Results obtained with overlapping clusters data set
Algorithm Average Effectiveness

EEC 0.87

K-Means 0.45

Kohonen Maps 0.72

Fuzzy C-Means 0.15

Bayesian Classifier Effectiveness 0.89

Table 7: Results obtained with concentric clusters data set
Algorithm Average Effectiveness

EEC 0.71

K-Means 0.36

Kohonen Maps 0.38

Fuzzy C-Means 0.15

Bayesian Classifier Effectiveness 0.72

6 Conclusion
Following  the  minimum entropy  principle  we  employed  a 
genetic algorithm so that we were able  to explore the solution 
space  of  the  clustering  problem.  This  approach  resulted  a 
better  effectiveness  with different  data  sets  respect  to   K-
Means,  Kohonen Maps and  Fuzzy C-Means.  If we consider 
that Bayesian Classifier represents a theoretical limit then the 
most  interesting  result  is  the  nearness  of  EEC respect  this 
classifier.  Our method promises to be a feasible alternative to 
find non-spherical clusters due to the results obtained with the 
concentric clusters of the  data set C.  However, we require 
testing  several data sets that allow us to statistically ascertain 
that  our  method  is  good.  We  will  report  on  these  issues 
shortly.  Additionally, data preprocessing proved to be a good 
alternative to reduce the computational complexity when the 
dimensionality of the data set is fairly high.
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Abstract.  Genetic Algorithms (GAs) have long been recognized as powerful 
tools for optimization of complex problems where traditional techniques do not apply.  
However, although the convergence of elitist GAs to a global optimum has been 
mathematically proven, the number of iterations remains a case-by-case parameter. 
We address the problem of determining the best GA out of a family of structurally 
different evolutionary algorithms by solving a large set of unconstrained functions. 
We selected 4 structurally different genetic algorithms and a non-evolutionary  one 
(NEA). A schemata analysis was  conducted further supporting our  claims. As the 
problems become more demanding,  the GAs significantly and consistently 
outperform the NEA. A particular breed of GA (the Eclectic GA) is superior to 
all  other, in all cases  

Keywords. Global optimization; Genetic algorithms; Unconstrained functions; 
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1. Introduction. 

Optimization is an all pervading problem in engineering and the sciences. It is, 
therefore, important to rely on an optimization tool of proven efficiency and 
reliability. In this paper we analyze a set of optimization algorithms which have not 
been analyzed exhaustively before and achieve interesting conclusions which allow us 
to recommend one such algorithm as applicable to a large number complex problems. 
When attempting to assess the relative efficiency of a set of optimization algorithms 
one may take one of two paths: a) Either one obtains closed models for the algorithms 
thus allowing their parametric characterization [1], [2], [3] or b) One selects a set of 
problems considered to be of interest and compares the performance of the algorithms 
when measured vs. such a set. Modeling an algorithm is frequently a complex task 
and, more importantly, even slight changes in the algorithm lead to basically different 
models [4], thus making the purported characterization impractical. The second 
option, therefore, seems better suited for practical purposes. However, although there 
are many examples of such an approach (for instance see [5], [6], [7]) it is always true 
that a) The nature of the algorithms under study and their number are necessarily 
limited and b) The selection of the benchmarking functions obeys to subjective 
criteria. In this paper we choose to establish the relative efficiency of a set of genetic 
algorithms (GAs) which are structurally different from one another as will be 
discussed in the sequel. We have selected a set of such GAs and, for completeness, 
we have also included a particular non-evolutionary algorithm (the Random Mutation 
Hill Climber or RMH) whose efficiency has been reported in previous works [8], [9]. 
Many GAs are variations (i.e. different selection criteria [10], crossover strategies 
[11], population size [12], 13] relationship between Pc and Pm, [14], [15], etc.) of the 
initial one proposed by Holland (the so -called “Simple” or “Canonical” Genetic 
Algorithm [CGA] [16]) which do not significantly improve on CGA’s overall 
performance. For benchmarking purposes the mentioned variations are not useful 
since they all share the same basic algorithmic structure. However there are GAs 
where the strategies to a) select, b) identify and c) recombine candidate solutions 
differ from the CGA’s substantially. The purported changes impose structural 
differences between these algorithms which have resulted in remarkable performance 
implications. We have selected four GAs with this kind of diverse characteristics. We 
begin, in Section 2, by introducing the necessary notation; then presenting some 
concepts and definitions. In Section 3 we describe the five algorithms in our work. In 
section 4 we present the functions and results for a suite of problems that traditionally 
have been used for benchmarking purposes of optimization algorithms [17] [18]. In 
Section 5 we present our general conclusions. 



2. Preliminaries 

Throughout we use the following notation and definitions: A : Set of selected 
optimization algorithms; iA : The i-th optimization algorithm (i.e. AAi ∈ ); xr : Vector 

in nℜ ; Ω : Feasibility region of the space nℜ ; B : Set  defined as }1,0{=B ; t: 

Iteration number such that ∈≤≤ tGt ;1 N; G : Upper bound on the number of 
iterations of iA . Without loss of generality our discussion will be focused on 

numerical optimiz ation problems. One such problem f is defined as: 
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where ℜ→ℜn)xf( :v  is the objective function, 0)( =xhi
r  and 0)( ≤xgi

r  are 
constraint functions defining Ω . This means that if a vector xr  complies with all 
constraints it belongs to Ω . In a problem without constraints, such as the on es 
discussed here, all vectors xr  lie within Ω .  

We briefly pause to define what we understand as a genetic algorithm. Elsewhere 
[20], it has been argued that an algorithm is “genetic” when it exhibits implicit 
parallelism. Instead, we list the characteristics an iterative algorithm must have to be 
considered “genetic”. Implicit parallelism is a consequence of these. 

 
Definition 1: 
A genetic algorithm is one which satisfies the following conditions: 

1. It works on an n-dimensional discrete space D defined in   rather than in 
.  

2. It traverses D  searching an approximation of the optimum vector xv  of (1) by 
simultaneously analyzing a finite set DtS ∈)( of candidate solutions.  

3. The elements of )}(),...,(),({)( 21 tstststS n=  are explicitly encoded in some 
suitable way. 

4. The information regarding the partial adequacy of the elements in )(tS  is 
extracted by solving the optimization problem for all )(tsi . 

5. The qualified elements of )(tS  are analyzed to select an appropriate subset 
in order to improve the search in the problem's space. 

6. Selected sections of the codes of )(tsi  are periodically combined. 

7. Selected elements of the codes of the )(tsi are periodically and randomly 
altered. 

8. A subset of the best solutions of )(tS  is preserved for all the future steps of 
the algorithms. 

9. The algorithm cycles through steps 4-8 until a stopping condition is met. 
 

" 



The algorithms selected for this study satisfy all of the characteristics above and, 
therefore, may be aptly considered to be genetic in a broader sense then the one 
implied by the frequently cited “bio-inspired” analogy. In fact, this analogy, attractive 
as it may seem, frequently distracts the attention of the user from the basic efficiency 
elements which any optimization algorithm should incorporate. These issues must 
supersede other considerations when determining the desirability of one algorithm 
over others. 

Consequently, set A includes the following GAs: 
a) An elitist canonical GA (in what follows referred to as TGA [eliTist 

GA]) [21]. 
b) A Cross generational elitist selection, Heterogeneous recombination, and 

Cataclysmic mutation algorithm (CHC algorithm) [22]. 
c) An Eclectic Genetic Algorithm (EGA) [23]. 
d) A Statistical GA (SGA) [24] [25]. 

 

3. Selected Genetic Algorithms 

It is frequent to cite the variations of the GAs by their “popular name”. However, 
in so doing one incurs in the risk of not being precise on the details of the algorithm. 
One of the basic tenets of this paper is that even small variations lead to potentially 
important differences in their behaviors. For this reason, we now include the pseudo-
codes of the algorithms in our study. Keep in mind that our results refer to their 
precise implementation and no others. As a case in point, when discussing SGA (the 
Statistical GA) it may be easy to confuse it with EDA (Estimation of Distribution 
Algorithm). However, in EDA no mutation is explicitly included, whereas in SGA it 
is (see the code below) 

In the description of the algorithms which follows a) We denote the arguments 
),...,( 1 kxxx =r  with xi and the corresponding fitness function ),...,()( 1 kxxfxf =v  

with f(xi),  b) The function f(xi) to be optimized is numerical, c) We aim to minimize 
f(xi), and d) The arguments xi of the fitness function f(x i) are encoded in binary. 

Let   ≡G number of generations; ≡n number of individuals; ≡I(n) the n-th 

individual; ≡L length of the chromosome; ≡CP probability of crossover; 

≡MP probability of mutation. 
By “Generation of a random population ” we mean that, for a population of n 

individuals each of whose chromosome’s length is L  we make 
for i = 1 to n 

 for j=1 to L 
                                                   Generate a uniform random number 10 <≤ ρ . 

                                                    If <ρ  0.5  make 0←jbit ; else make 1←jbit . 

 endfor 
  endfor 

 



3.1. Elitist Canonical GA (TGA)  
 
This is the classical CGA with two provisions: a) The best individual is kept along 

the whole process forming part of the evolving population and b) In step 3 of the 
algorithm 

( )|)(||))((|)()( iiii xfavgxfminxfx ++=ϕ                           (A.1) 

is used. These two steps ensure that no fitness value is negative making the 
proportional selection scheme always feasible (see [28, 29, 30]). 

 
0. Make 1←k . 
1. Generate a random population 
2. Select randomly an individual from the population (call it best).  

Make f(best) ∞← . 
3. Evaluate. 

 for i=1 to n  
Evaluate f(xi) . 
Make ))(()( ii xfxf ϕ← . 

If  f(xi) < f(best)  make best ß xi and f(best) ß f(xi) 
     endfor 
4.  If  k = G return best and stop. 
5. Selection 
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  for i =1 to n; Select I(i)  with probability PSi.; endfor 
6. Crossover 
for i = 1 to n step 2 

Randomly select two individuals (say I(X) and I(Y)) with probabilities PSX 
and PSY, respectively. 

Generate a uniform random number 10 <≤ ρ . 
 If ≤ρ PC do 

• Randomly select a locus l  of the chromosome; Pick the leftmost L-
l  bits of I(X) and the rightmost l  bits of I(Y)  and concatenate them 
to form the new chromosome of  I(X) ; Pick the leftmost L- l  bits of 
I(Y) and the rightmost l  bits of the previous I(X) and concatenate 
them to form the new chromosome of  I(Y) 

Make )()( XIiI ← ; )()1( YIiI ←+ . 
endfor 
7. Mutation 
for i = 1 to n 

 Select I(i) 



 for j=1 to L 
Generate a uniform random number 10 <≤ ρ . 

 If ≤ρ PM  make jj bitbit ← . 

 endfor 
endfor 
8. Make 1+← kk  and go to step 3. 
 
3.2. Cross Generational elitist selection, Heterogeneous recombination and 

Cataclysmic mutation GA (C HC) 
 
This algorithm focuses on maintaining diversity while retaining the characteristics 

of the best individuals. Inter-generational survival-of-the-fittest is attempted by 
unbiased parent selection. Furthermore it tries to maintain diversity implementing the 
so-called HUX crossover (Half, Uniform X-over) and introducing cataclysmic 
mutations when the population’s diversity falls below a pre-defined threshold (see 
[20]).  

0. Make  
0←l  

4/Lthreshold ←  
1. Generate a random population. 
2. Evaluate f(xi)  i∀  
3. i))min(f(xbestf i ∀←)(  

     est)bisxfiI best i )(|(←   

4. l ← l +1 
    If  l  = G return best and stop. 
5. Copy all individual s from population P into set C 
6. [HUX Crossover] 
Let xyBit  denote the y-th bit of  individual x 

for i=1 to n/2 
Randomly select individuals IX and IY from C 

 0←hammingXY  
 for j ← 1 to L 
  if  bit j (IX) ≠ bit j( IY); DiffXY[j]=true; 
                          hammingXY ←hammingXY+1; else DiffXY[j]=false; f 
 endfor 
 if (hammingXY/2 ≤ threshold) 

 eliminate C(X) and C(Y) from C 
else 



  mutated ←0 
  while (mutated<hammingXY/2) 

j ← random number between 1 and L 
if DiffXY[j] 

  Interchange the j-th bit of IX and I Y 

  mutated ←mutated+1; DiffXY[j] ← false   
endwhile 

endfor 
Evaluate f(xi) in C( i) i∀  
Make P’= CP ∪  
Sort P’ from best to worst 
P’ ←  Best n individuals from P’ ; )(xfbestf 1←)( ; ← best 'P1  

if P =  P’ 
 threshold ← threshold-1 
 if threshold=0 

for i=2 to n  
 Select the i-th  individual 

  for j=1 to L 
Generate a uniform random number 10 <≤ ρ  

If ≤ρ  0.35  make jj bitbit ←  

threshold ← L/4 
P ← P’; go to 4 
 
3.3 Eclectic GA (EGA) 
 
This algorithm uses deterministic selection, annular crossover, uniform mutation 

and full elitism (a strategy akin to λµ +  selection of evolutionary strategies [31] . The 

probabilistic nature of EGA is restricted to parameters PC and PM. In EGA avoidance 
of premature convergence is achieved by a two-fold strategy. First, the 2n ind ividuals 
from the last two generations are ordered from best to worst and only the best n are 
allowed to survive. Then the individuals are deterministically selected for crossover 
by mixing the best with the worst (1 with n), the second with the second worst (2 and 
n-1, . . .,), and so on. In this way n new individuals are generated. As the iterat ions 
proceed, the surviving individuals become the top elite of size n of the whole process. 
Annular crossover (equivalent to two-point crossover) is preferred because it makes 
the process less dependent on a particular encodings. This algorithm was first reported 
in [26] and included self-adaptation and periodic cataclysmic mutation. Later studies 
[27] showed that neither of the two mechanisms was necessary . EGA is relatively 
simple, fast and easy to program. 

 
0. B2M ←  MPnL×   ( Expected number of mutations per generation) 
1. i ←  1 
2. Generate a random population 



3. Evaluate the population.  
4. [ Duplicate Population] 
for j = 1 to n 
 I(n+j) ←  I(j) 
 fitness(n+j) ←  fitness(j) 
endfor 
5. [ Deterministic Selection Annular Crossover] 
for j=1 to n/2 

Generate a uniform random number 10 <≤ ρ  

If cP≤ρ  

Generate a random number 2/1 L<≤ ρ  
Interchange the semi-ring starting at locus ρ between I(j) 
 and I(n-j-1) 

endif 
endfor 
5. [Mutation] 
for j=1 to B2M 

Generate uniform random numbers 1,0 21 <≤ ρρ  

 Mutate Bit  L2ρ  of I(  n1ρ ) 

endFor 
6. [Evaluate the New Individuals] 
Calculate fitness(xi) for i=1,…,n 
7. [ λµ +  Selection] 

Sort the 2n individuals by their fitness, ascending 
8. i ←  i+1 
   if  i = G return I(1) and stop 
  Go to 3  
  
3.4. Statistical GA (SGA) 
 
In this case the algorithm takes advantage of the fact that the average behavior of 

traditional TGA may be achieved without actually applying the genetic operators but, 
rather, statistically simulating their behavior [24]. SGA starts by generating the initial 
population’s (P0) individuals randomly. The fitness for each individual is calculated 
as per (A.1). It is then easy to determine its relative fitness ∑←Φ

j
jj xfxfx )(/)()(  

which, immediately, induces a partial ordering in the population according to the 
value of )(xΦ . Once this is done, the so-called probabilistic genome (PG) is 

calculated. In this genome, the probability that the k-th bit of a genome attains a value 
of 1 is derived from  

LkbP
j

jkjk ,...,1=Φ= ∑    (A.2) 



where bjk denotes the k-th bit of the j-th individual. Notice that Pk actually represents 
the weighted expected number of times that bit k will take the value 1 as a function of 
the fitness of the i-th population. This is equivalent to defining a set of probability 
distribution functions (pdfs ); one for each of the L bits in the genome. These pdfs are 
Bernoulli distributed and, initially, may have rather large variances ( 2σ ). Every new 
population is generated by sampling from the j-th distribution to compose its new N 
individuals. The i-th population consists of individuals that respond to the average 
behavior of the (i-1)-th. Every new popul ation is also Bernoulli distributed but with 
an increasingly small σ . Eventually the pdfs  of the final population will have a 
Bernoulli distribution with 0≈σ , implying approximate convergence. In a strict 
sense, the SGA avoids the need to include explicit mutation provisions. Preliminary 
tests showed that premature convergence is avoided if such provisions are made. The 
whole process may be seen as a search for a crisp encoding of the solution with a set 
of fuzzy bits. Each bit is progressively de-fuzzyfied in consecutive generations.  

 
0. Make 1←k ; 
   B2M ←  MPnL×   ( Expected number of mutations per generation) 

1. Generate a random population 
2. Select randomly an individual from the population (call it best). Make f(best) 
∞← . 

3. [Get probabilistic genome] 
 PopFit ←  0 

 for i=1 to n  
Evaluate f(xi)  
If f(xi)<f(best) 
 best ←  I(i); f(best) ←  f(xi) 

  endif 
Make ))(()( ii xfxf ϕ← ; PopFit  ←  PopFit + f(xi) 

     Endfor 
 for  i=1 to n 
  RelFit i ←  f(x i)/PopFit; 
 endfor 
 for i=1 to L 
  PGi ←  0;      

  for j=1 to n 
   if bitji = 1à PG i ←  PGi+RelFitj 
  endFor 
 endFor 
4. [Get new population] 
 [Probabilistic Individuals] 
 for i = 1 to n 
  for j = 1 to L 

Generate a uniform random number 10 <≤ ρ  

   if ≤ρ  PG j à  Bitij ←  1; else Bitij ←  0 



  endFor 
 endFor 
 [Mutate Individuals] 
 for i=1 to B2M 

Generate uniform random numbers 1,0 21 <≤ ρρ  

  Mutate Bit  L2ρ  of I(  n1ρ ) 

 endFor 
5. k ← k+1 
   If k = G return best and stop; else Go to step 3 
 

3.5. Random Mutation Hill-Climber (RMH) 
 
T his algorithm is the only non-evolutionary one considered in this study. In 

general, a “hill-climber” is an algorithm which attempts, iteratively, to improve on its 
best found value by refining the last attempt. 

 
1. [Generate the individual] 
for i=1 to L 

Generate a uniform random number 10 <≤ ρ . 

If <ρ  0.5  make 0←ibit ; else make 1←ibit . 

endfor 
Make best ←  I(0) 
          BestFit ←  ∞  
2. [Iterate] 
for i = 1 to G  

[Evaluate the individual] 
 f(i) ←  fitness (xi) 

if  fitness(i)<BestFit à best ←  I(xi); BestFit ←  fitness(xi) 
[Mutate]  

           Generate a uniform random number Lk ≤≤1 ; Make kk bitbit ←  

endfor 
 
For the case of RMH, )(tS  is a unitary set such that )}({)( tstS =  where )(ts is 

also  a binary encoded candidate solution which is chosen at random and whose fitness 
is evaluated.  We explored the behavior of the Ai’s taking snapshots of their progress 
in steps of 50 generations up to 800. A GA works with several candidate solutions 
that allow it to explore different regions of Ω  in parallel. On the other hand, the 
RMH works with a single candidate solution that allows it to explore a single region 
of Ω . The number of iterations of RMH needed for convergence, for this reason, 
differs significantly from that of a GA. For benchmarking purposes, therefore, we 
established the following standard. 

1) Let M  be the number of candidate solutions for a GA. Thus, for Ai it holds 
that MtS =|)(|  



2) The upper bound on the number of iterations of a RMH is set to GM × . 
3) The upper bound on the number of iterations of any GA is set to G . 

Any iA  will, therefore, approach the solution to a problem f in at most G iterations. 
For a detailed discussion of the algorithms see Appendix A. 

4. Selected Functions 

In this section we discuss the behavior of the algorithms for selected functions 
whose minima are known and, therefore, allow us to establish a measure of 
effectiveness relative to the best value found by the algorithm. The evaluation of all 
algorithms in A is based on a set of unconstrained functions (UF) which have some 
properties (multimodality, non-convexity, non-linearity, etc.) that make them good 
choices for benchmarking purposes, 

For reasons of space we may only succinctly present 6 of the 23 functions 
considered in this study. 1) Hansen Function. Unimodal; it is defined in a n-
dimensional space Ν∈∀n : 
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the known minimum is -176.54. 2) De Jong’s Function.  Continuous, convex and 

unimodal: ∑
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0:  3) Rotated hyper-ellipsoid function. C ontinuous, convex and unimodal: 

∑ ∑
= =














=

n

i
j

i

j

xxf
1

2

1

)( ; O is -65536 <= xi <= 65536; the known minimum is 0.  4) 

Rosenbrock's valley function.  The global optimum lies inside a long, narrow, 
parabolic shaped flat valley. To find the valley is trivial. However convergence to the 
global optimum is difficult and hence this problem has been frequently used to test 

the performance of optimization algorithms: 222
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O is nixi ,...,1,048.2048.2 =≤≤− ; the known minimum is 0.  5) Rastrigin's 

function. It is based on the function of De Jong with the addition of cosine 
modulation in order to produce frequent local minima. The function is highly 

multimodal: )2cos(10[10)(
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the known minimum is 0. 6)  Schwefel's function. It is deceptive in that the global 
minimum is geometrically distant, over the parameter space, from the next best local 
minima. Therefore, the search algorithms are potentially prone to convergence in the 
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known minimum is -418.9828n.  
All 23 functions have known optima. This allows us to define a relative measure of 

performance for iA  as follows: 
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where *jy  is the known optimum of jf  and jy  is the best value found by iA .  

We ran every algorithm 100 times for every problem and obtained its average 
performance. We obtained this average performance for all iA  with G = 800. We got 

snapshots of the process every 50 generations. In Figure 1 we show the corresponding 
results.  

 

 
Fig. 1. Average Performance for UF 

Notice that in these functions all of the GAs outperform the RMH only marginally, 
with the exception of EGA which is considerably better. Also notice that TGA (the 
canonical GA) is able to reach an acceptable value only after a large number of 
generations. From a further analysis we determined how the algorithms identify larger 
order schemata. We indicate that iA is better than jA   when the order of the schemata 

of  Ai is larger than the order of the schemata of  Aj. (see Fig. 2). Consistent with the 
previous results, TGA is the slowest algorithm to identify schemata of higher order. 
That is, the sluggish nature of TGA is due to the fact that it spends many more 
generations in identify ing the better individuals in terms of their schemata order. 



 

 
Fig. 2. Average order of the schemata for UF. 

5. Conclusions 

The table for the suite of unconstrained problems (see Table 1) show that EGA 
outperforms the rest of the algorithms; in this case, notably so. TGA is, by far, the 
worst of the algorithms. Again RMH’s behavior is close to SGA’s and CHC’s. 

Table 1. Average minimum for the suite of un constrained problems 

Algorithm Average Minimum  Relative Efficiency 
EGA 0.0635 100.00% 

SGA 0.1260 50.43% 

RMH 0.1491 42.60% 

CHC 0.1501 42.32% 

TGA 0.2272 27.96% 

 
The best algorithm is EGA. Considering the wide size and variety of the set of 

problems we can say that, with high probability, the EGA is the best global 
optimization algorithm in our study.  

 
In concluding: 
 

1. In all experiments, the EGA exhibited the best performance. We know that 
EGA is a good alternative in problems with hard search spaces (e.g. non-
convex, constrained or highly dimensional spaces) . 

2. From a large set of runs it is possible to obtain a practical estimate of the 



schemata found by the algorithms. 
3. The analysis of schemata order of the algorithms leads to results consistent 

with the previous one. 
4. A similar analysis including other optimization techniques (e.g. Simulated 

annealing, Evolution strategies, Ant colony optimization, Particle swarm 
optimization, Differential evolution, etc.) may be easily implemented. 
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Abstract.  Genetic Algorithms (GAs) have long been recognized as powerful 
tools for optimization of complex problems where traditional techniques do not apply.  
In [1] we reported the superior behavior, out of 4 evolutionary algorithms and a  hill 
climber, of a particular breed: the so-called Eclectic Genetic Algorithm (EGA).  EGA 
was tested vs. a set (TS) consisting of large number of selected problems most of 
which have been used in previous works as an experimental testbed. However, the 
conclusions of the said benchmark are restrict ed to the functions in TS. In this work 
we extend the previous results to a much larger set (U) consisting of 
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in U were minimized for 800 generations each; the minima were averaged in batches 

of 36 each yielding iX  for the i-th batch. This process was repeated until the iX ’s 

displayed a Gaussian distribution with parameters xµ  and xσ . From these, the 

parameters µ  and σ  describing the probabilistic behavior of each of the 

algorithms for U were calculated with 95% reliability. We give a sketch of the proof 
of the convergence of an elitist GA to the global optimum of any given function.  



We describe the methods to: a) Generate the functions; b) Calculateµ  and σ  for U 
and c) Evaluate the relative efficiency of all algorithms in our study. EGA’s 
behavior was the best of all algorithms. 

Keywords. Genetic algorithms, Unbiased functions, Statistical validation. 

1. Introduction. 

Optimization is an all pervading problem in engineering and the sciences. It is, 
therefore, important to rely on an optimization tool of proven efficiency and 
reliability. In this paper we compare a set of optimization algorithms which were 
analyzed in [1] over a set of unconstrained selected functions in ℜ×ℜ . Here we 
extend our study in two ways: First, we consider a, for all practical purposes, 
unlimited reservoir of unconstrained functions. Second, we use the same basic 
reservoir so that the functions correspond to ℜ×ℜ , ℜ×ℜ 2and ℜ×ℜ 3. The results 
may be generalized for ℜ×ℜ n. In analogous comparative studies in the past (for 
instance see [2], [3], [4]) it is always true that a) The nature of the algorithms under 
study and their number are necessarily limited and b) The selection of the 
benchmarking functions obeys to subjective crit eria. We know that any elitist GA will 
find the global optimum. The time (iterations) the GA has to spend is, however, not 
bounded. Therefore it seems appropriate to seek the fastest GA, in general. We 
analyz e a set whose functions are tiveRepresentaa) , b) Large enough, c) 

Automatically generated and d) Randomly selected. We may app ly statistical 
methodologies to extract the probabilistic behavior of the algorithms under study with 
arbitrary reliability. The results from an analysis following the previous guidelines 
will enable us to ascertain which of the GAs is fastest, i.e. the best, for most functions 
likely to be found in practice. In [5] it is shown that elitist GAs always converge to a global optimum. The basic 
idea hinges on the following: a) Because GAs perform the search in a discrete space, 
the number of possible points to examine is finite; b) Any combination of ind ividuals 
in the population may be thought of as a state in a Markov chain (MC), c) Via 
mut ation, there is a non-zero probability that the GA will reach all possible states in 
the MC and d) If the best individual is retained throughout the process, when the GA 
is stopped, the best individual will correspond to the best possible solution to the 
problem. This is true iff there is no sink state (i.e. if there is always a non-zero pro b-
ability of exiting a given state of the MC). Holland’s original GA [6] did not include 
elit ism. But most practical implementations do. In fact, any elitist algorithm, even if it 
is not evolutionary, satisfying the condition of exhaustive visits to all poss ible states, 
will, by the same token, reach a global optimum. A case in point is the so-called Ran-
dom Mutation Hill Climber or RMH (for which see [1, 7, 8]).  If we keep track of the 
best va lue, however, the behavior of the algorithm may be illustrated as in Figure 1. 
In this case, even if the process looses its aim in the final stages of the evolutionary 
search, the best value is retained and, eventually, the best overall value will be 
reached. 



 

 

Fig. 1. Convergence with Elitism  

It is easy to see that, given the above, the only basic difference in speed between a 
RMH (for example) and a GA has to reside in the crossover operator. The crossover 
component of a GA is actually responsible for the convergence speed of the process. 
Because of this we want to analyze several possible alternative GAs in trying to 
determine which is most effective.  The GAs considered were the following: 

a) An elitist canonical GA (in what follows referred to as TGA [eliTist 
GA]) [7]. 

b) A Cross generational elitist selection, Heterogeneous recombination, and 
Cataclysmic mutation algorithm (CHC algorithm) [9]. 

c) An Eclectic Genetic Algorithm (EGA) [12]. 
d) A Statistical GA (SGA) [10] [11]. 

For a detailed description and the pseudo-code of all the algorithms see [1]. 
Because we found that EGA was  the best, we consider of interest to reproduce it here. 
When this algorithm was first reported it included self-adaptation and periodic 
cataclysmic mutation. Later studies [13] showed that  neither of the two mechanisms 
was compulsory. EGA is relatively simple, fast and easy to program. In what follows, 
the next variables are used: n à number of individuals; L à length of the chromo-
some in bits; PM  à Probability of mutation; Pc à probability of crossover; I(i) à  the 
i-th individual; G à number of generations. 

 
Pseudo-Code of the Eclectic GA (EGA) 
0. B2M ←  MPnL×   ( Expected number of mutations per generation) 
1. i ←  1 
2. Generate a random population 
3. Evaluate the population.  
4. [ Duplicate Population] 
for j = 1 to n 

(jlob.1 Best V.lue i. 
/ Optimum / Retained 

/c~\~_=~ 
// Best Calculated '" 

~ V.lu" '" 

( 
Generation 



 I(n+j) ←  I(j) 
 fitness(n+j) ←  fitness(j) 
endfor 
5. [ Deterministic Selection Annular Crossover] 
for j=1 to n/2 

Generate a uniform random number 10 <≤ ρ  

If cP≤ρ  

Generate a random number 2/1 L<≤ ρ  
Interchange the semi-ring starting at locus ρ between I(j) 
 and I(n-j-1) 

endif 
endfor 
5. [Mutation] 
for j=1 to B2M 

Generate uniform random numbers 1,0 21 <≤ ρρ  

 Mutate Bit  L2ρ  of I(  n1ρ ) 

endFor 
6. [Evaluate the New Individuals] 
Calculate fitness(xi) for i=1,…,n 
7. [ λµ +  Selection] 

Sort the 2n individuals by their fitness, ascending 
8. i ←  i+1 
   if  i = G return I(1) and stop 
  Go to 3  

________ 
 
The rest of the paper is organized as follows: in Section 2 we show how to extract the 
mean value µ  and the standard deviation s  from the minima of  the functions in U. 

In Section 3 we describe how the functions in U may be generated and evaluated in 
ℜ×ℜ , ℜ×ℜ 2and ℜ×ℜ 3. In Section 4 we present our conclusions. 

 
2. Statistical Determination of the Best Algorithm in U 

 
A thorough experimental test of a given set of algorithms (A) implies running a large 
series of minimization trials. The probability that Ai reaches some minimum value 
(which we denote by κ ) is unknown. These κ  will vary for every problem and will 

distribute with mean µ and standard deviation s  which are also unknown. We shall 
approximate these values by sampling U. It is, therefore, of utmost importance that 
we select sample S adequately; both in its nature and its size. Typ ically , the size of S 
is determined from assumptions (directly or indirectly) depending on the form of the 
population’s (κ ’s distribution). We followed a method which does not necessitate 
from such assumptions. It relies on the knowledge that any sampling distribution of 



means (sdom ) will eventually become Gaussian. Therefore, we generate a succession 
of problems to optimize (i.e. minimizing, every time, 36 problems of U) and calculate 
the corresponding mean X . The iterations will be stopped only after the κ ’s are 
distributed normally. Normality was considered to have been reached after dividing 
the results in deciles when a) χ 2 28.3≤  and b) Oi, the number of observations in the 

i-th decil, is 5 or more. We rely on the following theorems. 
T heorem 1: 
 Any sampling distribution of means (sdom ) is distributed normally for a large enough 
sample size n. [ The Central Limit Theorem]. 
Remark: It is considered that any n>20 is satisfactory. We have chosen n=36. 
T heorem 2: 
 In a normal distribution (with mean Xµ  and standard deviation Xσ ) approximately 

one tenth of the observations lie in the intervals: Xµ –5 Xσ  to Xµ -1.29 Xσ ; Xµ -

1.29 Xσ  to XX σµ 85.0− ; Xµ -0.85 Xσ  to Xµ –0.53 Xσ ; Xµ -0.53 Xσ  to Xµ –

0.26 Xσ ; Xµ -0.26 Xσ  to Xµ  and the  positive symmetrical.  

Remark: These deciles divide the area under the normal curve in 10 unequally spaced 
intervals where t he expected number of observed events will be one tenth. 
Theorem 3: 
 The relation between the population distribution’s parameters µ  and σ and the 

sdom’s parameters Xµ  and Xσ   is given by Xµµ =  and Xn σσ ⋅= . 
Theorem 4: 
 The proportion of any distribution found within k standard deviations of the mean is, 
at least, 1-1/k2. That is, 2/11)( kkykp i −≥+≤≤− σµσµ . 

We selected k = 3.1623 , which guarantees that our observations will lie within the 
selected interval with 90.0≥p .  

The question we want to answer is : How small should χ 2 be in order for us to 
ascertain normality?  Remember the χ 2 test is designed to verify whether two 
distributions differ  significantly so that one may reject the null hypothesis, i.e. the two 
pop ulations are statistically NOT equivalent. This corresponds to large values of χ 2 
and is a function of the degrees of freedom. In this case, if we wanted to be 95% 
certain that the observed ix ’s were NOT normally distributed, we would demand 
that χ 2 0671.14≥ . However, this  case is different. We want to ensure the likelihood 

that the observed behavior of the ix ’s IS normal. In order to do this we performed 

the following Monte Carlo experiment . We set a desired probability P that the ix ’s  
are normal. We establish a best desired value of χ 2 which we will call χ best. We 

make NS ?  50. We then generate NS instances of N(0,1)  and count the number of 
times the value of the instance is in every decile. We calculate the value of  the 
corresponding χ 2 and store it. We thusly calculate 100,000 combinations of size NS. 
Out of these combinations we count those for which χ 2 χ≤  best AND there are at 

least omin =5 observations per decile. This number divided by 100,000  (which we shall 
call p) is the experimental probability that, for NS observations, χ 2 “performs” as 



p) is the experimental probability that, for NS observations, χ 2 “performs” as 

required. We repeat this process increasing NS up to 100. In every instance we test 
whether p > P. If such is the case we decrement the value of χ best and re-start the 
process. Only when Pp ≤  does the process end. The probability that χ 2

  exceeds 

χ best as a function of the number of problems being minimized (M) is shown in 

Figure 2. Every point represents the proportion of combinations satisfying the 
required conditions per 100,000 trials. For this experiment, χ best = 3.28.  We 
obtained an approximation to a Gompertz model with S=0.0023 and r=0.9926 . It has 

the form 
cMbeaep

−−= ; where 50.04621355 a = , 012.4023120  b = , 
00.19522111 c = . From this expression we solve for M, to get 

( ){ } cpabM /]/ln[ln−= . As may be observed, p<0.05 for 85M ≥ , which says 
that the probabilit y of obtaining χ 2 28.3≤  by chance alone is less than five in one 

hundred. Therefore, it is enough to obtain 85 or more ix ’s to calculate µ  and σ  
with 95% reliability.  

 
Fig. 2. Probability of χ 2 and O i>5 as a function of the number of problems solved.  

In what follows we describe the algorithm which results from all the foregoing 
considerations.  
 
Algorithm for the Determination of t he Distribution’s Parameters 
Select an optimization algorithm A. 

1. Make ←G number of generations. 
2. Generate a random binary string. This is one possible )(xfi . 

3. Minimize )(xfi  iterating A, G  times. 

4. Store the best minimum value iκ . 



5. Repeat steps (2-4) 36 times. 

6. Calculate the average best value ? j= ∑
=

36

1
)36/1(
i iκ . 

7. Repeat steps (5-6) 50 times. 
8. Calculate κµ  and κσ . 
9. Repeat step (7) 85 times. The sdom’s distribution is normal with p=0.95. 
10. Calculate κµµ =  and κσσ 6= . We have inferred the expected best value 

κ  and the standard deviation for this algorithm. 
From T4: 

90.0)3.16233.1623( ≥+≤≤− σµκσµP  (1) 

We have found a quantitative, unbiased measure of  Ai’s performance in ℜ×ℜ . 
These values for the different Ai’s allow us to make a fair unbiased assessment of their 
behavior. 

3. Generation of U for ℜ×ℜ n 

Once we have determined how to extract the parameters of the pdf for the algorithms 
we need an unbiased and automated way to obtain the problems to solve. We started 
by using Walsh’s polynomials for ℜ×ℜ . Next we used a monomial basis to, 
likewise, do so for ℜ×ℜ , ℜ×ℜ 2, ℜ×ℜ 3. The behavior of the algorithms for all 
three cases was analyzed. T he distributions were statistically equivalent. An induction 
principle leads to the conclusion that the observed behavior will be similar for 

ℜ×ℜ n. 

3.1 Generation of Unbiased Functions using Walsh Polynomials  
 
A reservoir of 250,000 randomly generated binary strings of length L 
( 1024||32 ≤≤ L ) may be interpreted as a set of 250,000 functions in ℜ×ℜ . Call this 

set “U”. By “unbiased” we mean that, because the functions in U are randomly 
generated, there is no bias in their selection.  To generate functions automatically we 
resort to Walsh functions )( xjψ  which form an orthogonal basis for real-valued 

functions defined on l)1,0( , where x is a bit string and l  is its length. Henceforth, 

any function f(x) thusly defined can be written as a linear combination of the jψ ’s 

yielding a Walsh polynomial. 

∑
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=
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jx ∧  is the bitwise AND of x and j; )(xπ  denotes the parity of  x; and ℜ∈jω . 

Therefore, the index j and argument x of )(xjψ  must be expressed in comparable 

binary. We, therefore, used 16 bits to represent x in a P0,15(x) format . This means that 
we used one sign bit, 0 integers and 15 bits in a fixed point format for every term in 
the x’s of (2). Consequently, we also used 16 bits for the indices j of (2). That implies 
that 24218750.9999694824218750.99996948 +≤≤− x and 535,650 ≤≤ j . For 
example, consider 1)1250.00048828(680,61 −=ψ . To see why, notice that j=61,680, 

in binary, is 1111000011110000. Also, x= 1250.00048828  (with P0,15(x) format), 
corresponds to 0000000000010000. And jx ∧  = 0000000000010000 for which 

1)0100000000000000( =π . The length of the binary strings for the coefficients was 

also made 16 and, hence, 24218750.9999694824218750.99996948 +≤≤− jω . 

Therefore, any Walsh monomial jjψω  is uniquely represented by a binary string of 

length 32. Finally, we allow at least one but no more than 32 non-zero terms in (2). 
This last conditions is mathematically expressed by including an aj term which may 
only take two values (1 or 0) depending on whether the term appears. Given this , we 
have 

∑
=

=
32

1

)()(
j

jjj xx ψωαγ  

where               




−
−

=
presentnotistermthjtheif  

    presentistermthjtheif
j 0

1
α  

 

(3) 

 
Denoting with τ  the number of non-zero terms in 3 we see that a full (τ =32) 
function’s binary representation is 1,024 bits long. We denote the space of all possible 
functions defined by (3) with U and its cardinality with ξ . It is easy to see that 
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reservoir of functions in ℜ×ℜ . Equally importantly, the random selection of a 
number τ and the further random selection ofτ different indices and τ  different 

jω ’s yields a uniquely identifiable function from such reservoir. The pool of Walsh 

functions was randomly generated at the beginning; the )( xf ’s which the algorithms 

were required to minimize were all gotten from the same pool, thus allowing us to test 
the algorithms in a homogeneous functional environment. 
 



3.2. Generation of Unbiased Functions from a Monomial Basis  
Although it is possible to extend Walsh polynomials to higher dimensions, we found 
it more convenient to appeal to a monomial basis for the remaining cases, as follows. 
 
3.2.1 The case y=f(x) 

 For the same functions in U  we generated 150 random values 10 <≤ ix  and 

calculated )( ii xfy =  for i=1,…,150.  The sample consists of 150 binary strings of 

length 16. We stored these binary strings in a set we shall call B. Likewise, we stored 
the resulting yi’s in a set we shall call F. Notice that ℜ∈ii yx , . Then we obtained the 

least squares approximating polynomial of degree 7.  We will denote this set of 
approximated polynomial functions as U2. 
 We minimized enough polynomials in U2 for the distribution of the means to 
be normal. We did this for each of the algorithms in our study. The results of the 
minimization process are shown in Figure 3.  
  A χ 2 goodness-of-fit test did not justify us to reject the null hypothesis H0: 
“The distributions of the Walsh basis functions (WBF) and the monomial basis 
functions (MBF) are similar”. Hence, we conclude that the statistical behaviors of the 
algorithms when faced with problems defined with WBF and MBF are analogous. A 
quality index Q = mean value of the minima with p = 0.95 was defined for all the 
algorithms in our study. To visually enhance the difference between algorithms, we 
represent the values of Q in a logarithmic scale. Since some of the Q’s are negative, 
we first scaled them into the interval [d ,1) , where d << 1 . Q* is defined  as follows: 
 

Q*= log10{[Q i-min(Q)]/[max(Q)-min(Q)](1-d)+d} 
 

 
Fig. 3. Behavior of the algorithms minimizing unbiased polynomial y=f(x) functions. 

 
3.2.2 The case z=f(x,y) 

In this case we considered the binary strings of set B. They were split into two 
binary string sets of length 8 each, with P0,7. Then the leftmost 8 bits were mapped 
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into ℜ  (which we now call x) and the rightmost 8 bits were also mapped into ℜ  
(which we shall call y). These (xi,yi) pairs were stored in matrix XY. The values of the 
independent variable z  were those of set F. Our aim is to find polynomials of the form 
z=f(x,y). In general, the problem is to find a set of (m) coefficients on a set of (n) 
independent variables expressed as a linear combination of monomials of the n 
var iables of degree up to ndd ,...,1  such that the absolute difference between an 

approximating function and the observed data is minimized. This problem is 
considerably more complex than the case y=f(x). Furthermore, m grows exponentially 
as n and di do. For instance, if n=2 and d1=d2=7, m=64; likewise, for n=3, 

7321 === ddd  we have that m=512. This is the so-called called curse of 

dimensionality. Both problems were circumvented by applying the Ascent Algorithm 
(AA) [14].  The purpose of this algorithm is to express the behavior of a dependent 
variable (y) as a function of a set of n independent variables (v). 

)(

),...,,( 21

vfy

vvvfy n

=

=
                                                                      (4) 

The approximant is defined to have the following form: 
mm XcXcXcy +++= ...

2211
                                                           (5) 

Xi denotes a combination of the independent variables. That is, Xi = fi(v). According 
to the way these combinations are defined one may obtain different approximants.  
Now, from the universal approximation theorem [15], any function of n variables may 
be approximated with at most  
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terms of degree k. The expression of T yields numbers of the order of  1012 even for 
small n. Obviously it makes no sense to try to approximate any function with a 
polynomial of these many terms. Therefore, we use a GA to select the best subset of 
the terms we decide to consider to make the problem reasonably expressible. 
 
Genetic Polynomials 
The basic reason to choose AA is that it  is not dependent on the origin of the Xi in (5). 
We decided them to be the monomials of a full polynomial 
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vvccy . But it makes no difference to the AA whether the Xi 

are gotten from a set of monomials or they are elements of arb itrary data vectors. T o 
avoid the problem of the coefficient’s explosion we define the number (say ß) of 
desired monomials of the approximant and then focus on slecting which of the p 



possible ones these will be. There are C(p, ß) possible combinations of monomials 
and even for modest values of p and ß an exhaustive search is out of the question. 
This optimization problem may be tackled using a genetic algorithm (GA), as follows. 

The genome is a binary string of size p. Every bit in it represents a 
monomial. These monomials are ordered as per the sequence of the consecutive 
powers of the variables. If the bit is ‘1’ it means that the corresponding monomial 
remains while if it is a ‘0’ it means that such monomial is not to be considered. All 
one has to ensure is that the number of 1’s is equal to ß. Assume, for example, that 

)3,2,1( vvvfy =  and that d1=1, d2=d3= 2. In such case the powers assigned to the 

18332 =××  pos itions of the genome are 
000,001,002,010,011,012,020,021,022,100,101,102,110,111,112,120,121,122. 

For the case where ß=6 the genome 110000101010000001 corresponds to the 
polynomial in ( 7). 
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2
2112231101

2
3

2
2022

2
20203001000321 ),,( vvvcvvcvvcvcvccvvvP +++++=         

(7) 
The initial population of the GA consists of a set of binary strings of length p in which 
there are only ß 1’s. T he RMS error 

∑
=

−=
N

i
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N 1

2)(
1

ε                                                            (8) 

 is calculated for each tested polynomial and, at the end of the process, the one 
exhibiting the smallest such error is selected as the best approximant for the original 
data set. That is, for every genome the terms corresponding to the 1’s are calculated. 
These take the place of the X in (5). Then the AA is applied to get the corresponding 
coefficients. To each combination of ß  1’s there corresponds a set of ß  coefficients 
minimizing i|)yfmax(| iiMAX ∀−=ε . For this set of coefficients RMSε  is calcu-

lated. This is the fitness function for the GA. In the end, we retain the coefficients 
which best minimize RMSε  (from the GA) out of those which best minimize MAXε  

(from the AA). 
In our experiments, we set d1=d2= 4 and ß =6. We obtained an expression of the form : 

665544332211 XcXcXcXcXcXcz +++++=                             (9) 

 where ijς ’s value is either 0 or 1 as determined by the GA and 
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Following the above procedure we found a polynomial for each of the functions in 
xyz . We denote this new set of approximated polynomial functions as U3. Once the 
distribution of the means is normal, as before, we inferred the mean µ  and the 

standard deviation s of the pdf of the minimum values reached by each of the algo-
rithms in our study. The results of the minimization process are shown in Figure 4. 
 



  
Fig. 4. Behavior of algorithms minimizing unbiased polynomial z=f(x,y)  functions. 

 
3.2.3. The case w=f(x,y,z) 
In this case we considered the binary strings of set B but  they were now split into 
three binary sets of lengths 5-5-6 with P0,4, P0,4, P0,5, respectively. Then the leftmost 5 
bits, the middle 5 bits and the rightmost 6 bits were, likewise, mapped into ℜ . We 
call the corresponding variables x, y and z. These (xi,yi,,zi) triples were stored in matrix 
XYZ. The values of the independent variable w were those of set F. Our aim is to find 
a polynomial of the form w=f(x,y,z). Following a process entirely similar to the one 
described above, we now defined d1=d2=d3=4 with ß=6 and obtained 
 

 665544332211 XcXcXcXcXcXcw +++++=                                (11) 
 but now 

∑∑∑
= = =

=
4

0i

4

0j k

kji
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4

0

ς                                                    (12) 

 
Again we found a polynomial for each of the functions now in wxyz . We denote this 
new set of approximated polynomial functions with U4. We minimized enough 
polynomials in U4 for the distribution of the means to be normal. Again we inferred 
the mean µ  and the standard deviation σ  of the pdf of the minimum values reached 
by each of the algorithms. The results of the minimization process are shown in 
Figure 5.  
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Fig. 5. Behavior of algorithms minimizing unbiased polynomial w=f(x,y,z) functions. 

 

4. Conclusions and Future Work  

The results of our study show : 
1) All the algorithms have a very similar behavior. We had to use a 

logarithmic scale on the quality (Q*) of the results to make them apparent. 
2)  Remarkably, the RMH turns out to be as efficient as any of the GAs 

except for EGA. 
3) Their behavior as the search space grows from ℜ×ℜ , to ℜ×ℜ 2 to 
ℜ×ℜ 3 is statistically indistinguishable. 
4) We may expect, from an induction principle, that the algorithms behave 

similarly in ℜ×ℜ n. 
5) Even though all algorithms eventually approach similar minima, they do 

so with evidently different rates. For example, TGA does not reach adequate 
values until the very last generations. 

6) SGA turns out to be the worst algorithm albeit it is the fastest (in CPU 
time) of all the Ai. 

7) As in [1], where the minimized functions were hand-picked, EGA is the 
best algorithm of all. 

8) EGA reaches its best minima in a relatively short number of generations. 
Therefore, it is guaranteed to reach the best solution without having to specify a 
large G. 

 
In a paper to appear soon, we show that EGA works above par even when 

faced with constrained problems. Intuitively this should be the case since even 
constrained problems have to be, somehow, transformed into unconstrained ones. 
In the end, it appears that, for very simple problems, RMH is enough to reach 
acceptable solutions given enough time. However, when faced with more 
demanding ones, EGA seems to be the best alternative: it is better and faster.  
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