
UNIVERSIDAD NACIONAL AUTÓNOMA DE MÉXICO
PROGRAMA DE MAESTRÍA Y DOCTORADO EN CIENCIAS MATEMÁTICAS Y

DE LA ESPECIALIZACIÓN EN ESTADÍSTICA APLICADA.

On the k-kernel problem and its complexity in some classes of digraphs.

TESIS
QUE PARA OPTAR POR EL GRADO DE:

MAESTRO EN CIENCIAS

PRESENTA:

Sebastián González Hermosillo de la Maza

DIRECTOR DE TESIS
César Hernández Cruz

Facultad de Ciencias, UNAM

MÉXICO, D. F. Mayo 2015.



 

UNAM – Dirección General de Bibliotecas 

Tesis Digitales 

Restricciones de uso 
  

DERECHOS RESERVADOS © 

PROHIBIDA SU REPRODUCCIÓN TOTAL O PARCIAL 
  

Todo el material contenido en esta tesis esta protegido por la Ley Federal 
del Derecho de Autor (LFDA) de los Estados Unidos Mexicanos (México). 

El uso de imágenes, fragmentos de videos, y demás material que sea 
objeto de protección de los derechos de autor, será exclusivamente para 
fines educativos e informativos y deberá citar la fuente donde la obtuvo 
mencionando el autor o autores. Cualquier uso distinto como el lucro, 
reproducción, edición o modificación, será perseguido y sancionado por el 
respectivo titular de los Derechos de Autor. 

 

  

 



ii

1.Datos del alumno
Apellido paterno González Hermosillo
Apellido materno de la Maza
Nombre(s) Sebastián
Teléfono 55 33 99 00 47
Universidad Universidad Nacional Autónoma de México
Facultad o escuela Facultad de Ciencias
Carrera Maestría en Ciencias Matemáticas
Número de cuenta 306653366

2. Datos del tutor
Grado Dr.
Nombre(s) César
Apellido paterno Hernández
Apellido materno Cruz

3. Datos del sinodal 1
Grado Dr.
Nombre(s) Juan José
Apellido paterno Montellano
Apellido materno Ballesteros

4. Datos del sinodal 2
Grado Dra.
Nombre(s) Mika
Apellido Olsen

5. Datos del sinodal 3
Grado Dra.
Nombre(s) Eugenia
Apellido paterno O'Reilly
Apellido materno Regueiro

6. Datos del sinodal 4
Grado Dra.
Nombre(s) Rita Esther
Apellido paterno Zuazua
Apellido materno Vega

7.Datos del trabajo escrito.
Título On the k-kernel problem and its complexity in some

classes of digraphs.
Número de páginas 59 p.
Año 2015



iii

� Science has fallen into many errors - errors which have been fortunate
and useful rather than otherwise, for they have been the

steppingstones to truth. �

Jules Verne

Acknowledgements

When I wrote the acknowledgements for my bachelor's thesis I made an
real e�ort to mention as many people as I could. Primarily, because there
were more than a few persons whose in�uence was essential in that period
of my life, but also because I though I was never going to write one of those
sections again.

The fact that I turned out to be wrong about that has a lot to do with
César. His guidance has been of utmost importance, both in personal and
academic aspects. His in�uence on this accomplishment is undeniable, not
only for convincing me to enroll in the graduate program, but also for helping
me get through the rough patches in the way and, just to mention something
completely pragmatic, for proposing to me the problems presented here. He
has been a really great tutor and has also proved, more than once, he is more
than that. He is one of those mexicans who prefer salsa verde over salsa roja,
but we managed to get past things like that with work and patience.

This work is probably never going to be read by more than a dozen people.
Actually, I think most of the ones who read it will probably not get past this
section. That is why I have to thank Juancho, Mika, Eugenia and Rita in
a special way. They went through the whole text and pointed out several
things that helped me improve my writing.

I want to mention others who were always there during (more than just)
the last two years: Daniela, Chucho, Patricio and Erik. You have been a
essential part of this experience. Also, Luis, Arturo and Toro have been an
invaluable presence for many years. It would be impossible for me to stay on
track without you.

The National Autonomous University of Mexico gave me an invaluable
opportunity: access to knowledge. I will always be thankful for that. This has
been one of the best experiences I have had. I also want to thank CONACYT
for the �nancial support during my graduate studies.

Last, but not least, my family. Thank you for always being there.



Preface

The notion of kernel of a digraph was introduced by von Neumann and
Morgenstern in 1944 and has been extensively studied since then. A well
known result about kernels, due to Chvátal, states that the problem to de-
termine whether a given graph has a kernel is NP -complete. Also, there has
been a considerable amount of work devoted to �nd new su�cient conditions
for the existence of kernels in digraphs. An example is a result by Duchet,
which will be mentioned in the introduction of this work as Theorem 1.2.1.

As it is natural in mathematics, many ideas related to others arise through-
out the years. An o�spring of the concept of kernel is the notion of k-kernel.
Pavol Hell and César Hernández proved that the problem of determining if
a given digraph has a 3-kernel is NP -complete even when restricted to cycli-
cally 3-partite digraphs with circumference 6. Also, they found new su�cient
conditions for a cyclically 3-partite digraph to have a 3-kernel. The second
chapter of this work is devoted to generalize this results for k-kernels.

Also, once results have been obtained, it is usual to ask if some of the
hypotheses can be dropped and, if not the case, if weaker versions of them
could be used instead. Some digraphs are acyclic (contain no directed cycles),
some are symmetric (every arc is a directed 2-cycle), and every digraph is
somewhere in between those two families. Since every acyclic digraph and
every symmetric digraph have k-kernels but not every digraph does, it is not
too crazy to ask the following two questions:

1. How many symmetric arcs can a digraph have and still have a k-kernel?

2. How few symmetric arcs must a digraph have in order to guarantee the
existence of a k-kernel?

The third chapter contains some the work we have done around the second
of those questions. We propose a conjecture that, if true, would generalize to
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k-kernels a result about the existence of kernels in digraphs given by Duchet.
While we have only obtained some partial results towards proving the general
case, complete solutions for 3 and 4-kernels are given here, as well as examples
showing that the hypotheses are sharp.



Outline

This work is divided in two parts. The �rst one, contained in the second
chapter, generalizes some of the results in [6]. Most of it is dedicated to
proving the following result:

Theorem 2.1.13. The k-kernel problem for cyclically k-partite digraphs is
NP-complete, even when restricted to cyclically k-partite digraphs with cir-
cumference 2k.

We reduce the k-coloring problem to the k-kernel problem restricted to
cyclically k-partite digraphs with circumference 2k. The objective of most
of the results in this section is to develop a procedure to construct, for any
given a graph G, a digraph DG,k with the following property:

Corollary 2.1.13. There is a bijective correspondence between the k-colorings
of G and the k-kernels of DG,k.

The polynomial reduction makes use of a family of cyclically k-partite
digraphs with circumference 2k without a k-kernel. The elements of this
family have a particular property: in every class of the partition there is one
sink. However, if we restrict the number of classes in a cyclically k-partite
with sinks, it is possible to guarantee the existence of a k-kernel. If Z is
the family of cyclically k-partite digraphs such that there are at least k − 2
elements of the partition without sinks, we can state the result as follows:

Theorem 2.2.1. The digraphs in Z have a k-kernel.

The chapter ends by showing that the hypotheses of this results are op-
timal with regard to the number of classes without sinks.

The third chapter, which contains the second part of the work, is devoted
to �nding new su�cient conditions for the existence of k-kernels. It is shown
that if a digraph is such that at least a certain proportion of the arcs of every
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cycle is symmetric, then the existence of a k-kernel is guaranteed, for k = 3
and k = 4.

The results that summarize the work done there are the following:

Corollary 3.1.4. Let D be a digraph. If every directed cycle B in D has at
least 1

2
`(B) + 1 symmetric arcs, then D has a 3-kernel.

Corollary 3.2.6. Let D be a digraph. If every directed cycle B in D has at
least 2

3
`(B) + 1 symmetric arcs, then D has a 4-kernel.

Finally, a general conjecture is presented, as well as a family of digraphs
that show the sharpness of the hypotheses.
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Chapter 1

Introduction

The present chapter contains the basic concepts and de�nitions that we
will use throughout this work. We also introduce the notation that will be
used in the text. For a set X and a natural number n, we will denote with(
X
n

)
to the collection of all subsets of X with n elements.

Let f be a function from A to B and S ⊂ B. We use f−1[S] to denote
the inverse image of the set S under f .

1.1. Graphs and Digraphs

Even though the primary objects we will study in this work are digraphs,
it is natural to begin with the concept of graph rather than with the notion
of digraph. A graph G is an ordered pair (V (G), E(G)), where V (G) 6= ∅
and E(G) ⊆

(
V
2

)
. The set V is called the set of vertices or vertex set and E

the set of edges or edge set. When it does not cause confusion, we will simply
write V and E.

Normally, we represent the vertices of a graph with points and the edges
with lines joining the corresponding points. If x, y ∈ V (G), we denote the
edge {x, y} with xy. Notice that xy and yx represent the same edge. A graph
is depicted in Figure 1.1. A walk W in G is a sequence of vertices v1v2 · · · vk
such that vivi+1 ∈ E for every 1 ≤ i ≤ k− 1. With this notation, we say that
W is a walk from v1 to vk, or simply a v1vk-walk.

A digraph is, intuitively, a graph where we add a direction to the ed-
ges. More formally, a digraph D is an ordered pair (V (D), A(D)), where
V (D) is the set of vertices or vertex set of D and A(D) the set of arcs or
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v1

v2

v3

v4

v5
v6

v7 v8

Figure 1.1: A graph G.

arc set of D, where A(D) ⊆ V (D) × V (D) \ ∆(V (D)), with ∆(V (D)) =
{(x, x) : x ∈ V (D)}. The elements of ∆(V (D)) are called loops, but we will
work with loopless digraphs so we do not include them in the de�nition.
When there is no confusion about which digraph we are referring to, we will
simply write V and A. The number |V (D)| is called the order of D, while
|A(D)| is the size of D. We will also use ‖D‖ to denote the size of D.

If H is a digraph, we say it is a subdigraph of D if V (H) ⊆ V (D) and
A(H) ⊆ A(D). We say H is an induced subdigraph of D if it is a subdigraph
of D and A(H) = A(D)∩ [V (H)× V (H)]. If S is a subset of V , we use D[S]
to denote the induced subdigraph of D whose vertex set is S.

If D is a digraph such that A(D) = V (D)×V (D)\∆(V (D)), we say that
D is the complete digraph of order |V (D)|. If G is a graph and E(G) =

(
V
2

)
we call it the complete graph of order |V (G)|.

For an arc (x, y) ∈ A, the vertex x will be called the tail of the arc and the
vertex y will be called the head. We will say that an arc (x, y) is symmetric if
(y, x) is also and element of A. If (x, y) ∈ A, we say that x is an in-neighbor
of y and that y is an out-neighbor of x. The set of all the out-neighbors of
a vertex x in a digraph D is denoted by N+

D (x), while we use N−D (x) for
the set of in-neighbors of x. These sets are called the out-neighborhood and
in-neighborhood, respectively. The out-degree (in-degree) of a vertex x is the
cardinality of N+

D (x) (N−D (x)). Also, we will use N+
D [x] and N−D [x] to denote

the sets N+
D (x)∪{x} and N−D (x)∪{x}, respectively. A vertex x ∈ V (D) such

that N+
D (x) = ∅ is called a sink.
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v7 v8

Figure 1.2: A digraph D. The arcs (v3, v4) and (v7, v8) are symmetric.

v1

v2

v5

v7 v8

Figure 1.3: The subdigraph of D induced by {v1, v2, v5, v7, v8}.

Let X and Y be subsets of V . We say that Y absorbs X if for every
x ∈ X, there is a y ∈ Y such that (x, y) ∈ A. We say that X is independent
if X × X ∩ A(D) = ∅. In Figure 1.2, v5 absorbs v2 and v4, and the set
{v2, v6, v8} is independent.

A (directed) walk W is an alternated sequence of vertices and arcs, de-
noted by W = (v1, a1, v2, . . . , vk−1, ak−1, vk), such that ai+1 = (vi, vi+1) for
1 ≤ i ≤ k− 1. Notice that, for our de�nition of digraph, it is enough to write
the sequence of vertices to identify a walk. We say that W is closed if v1 = vk.
A (directed) trail is a walk such that ai 6= aj whenever i 6= j. Usually, when
we talk about trails, we only write the vertices of the trail. Again, a closed
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trail is a trail where the �rst and last vertices coincide. A cycle is a closed
directed trail where all the intermediate vertices are di�erent. A (directed)
path is a trail where vi 6= vj whenever i 6= j. A digraph is acyclic if it contains
no cycle. The directed cycle of length n is denoted by Cn.

In Figure 1.2, (v2, v3, v4, v5, v2, v3) is a walk, (v2, v3, v4, v3) is a trail, the
sequence (v1, v2, v3, v4) is a path and (v1, v2, v3, v4, v5, v1) is a cycle.

Por a path P = (v1, v2, . . . , vn) and vs, vs+t ∈ V (P ), we will use denote
(vs, vs+1, . . . , vs+t) by vsPvs+t. The length of a path P is the cardinality of
A(P ) and we denote it by `(P ). Also, the length of a cycle C is the cardi-
nality of A(C) and is also denoted by `(C). If x, y ∈ V , then P(x, y) will
denote the set of all paths from x to y. The circumference of a digraph D
is the length of the largest cycle in D. The distance from x to y in D is
min {`(P ) : P ∈ P(x, y)} and is denoted by dD(x, y). When there is no con-
fusion, we will simply write d(x, y). Notice that it is not necessarily true
that d(x, y) = d(y, x). For example, in Figure 1.3 we have d(v2, v5) = 1 but
d(v5, v2) = 2.

It is natural to think that there are ways to connect the concepts of graph
and digraph. Let G be a graph and D a digraph. An orientation of G is a
digraph ~G such that V (G) = V (~G) and for every edge xy ∈ E(G), either

(x, y) or (y, x) is an element of A(~G). The underlying graph of D is the graph
such that V (D) = V (G) and for every arc (x, y) ∈ A(D), we have xy ∈ E(G).
The graph in Figure 1.1 is the underlying graph of the digraph in Figure 1.2,
while Figure 1.5 is an orientation of Figure 1.4.

Figure 1.4:

We say that a graph is connected if for every x, y ∈ V (G), there is a xy-
walk in G. A digraph D is connected if its underlying graph is. The digraph
in Figure 1.2 is connected, while the one depicted in Figure 1.3 is not.

More information about graphs can be found in [9] and in [10], while for
digraphs [8] is a good reference.
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1.2. k-kernels

Let k and l be positive integers. A natural generalization of the con-
cepts of independence is the k-independence. We say that a set S ⊆ V
is k-independent if for every pair of di�erent vertices x, y ∈ S, we have
d(x, y) ≥ k. A set T ⊆ V is l-absorbent if for every y ∈ V there exists x ∈ T
such that d(y, x) ≤ l. A set K ⊆ V that is k-independent and l-absorbent is
called a (k, l)-kernel. A k-kernel is a (k, k − 1)-kernel. A 2-kernel is simply
called a kernel. In this work we will focus on k-kernels.

Figure 1.5: The black vertices form a kernel of the digraph.

u

u1 u2

u3

Figure 1.6: The black vertices form a 3-kernel of the digraph.
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We also generalize the concepts of in-neighborhood and out-neighborhood.
For a vertex x ∈ V (D), the set {y ∈ V (D) : dD(x, y) ≤ k} will be denoted
by N+k

D (x), while we will use N−kD (x) to denote {y ∈ V (D) : dD(y, x) ≤ k}.
These sets are called the k-out-neighborhood and the k-in-neighborhood, res-
pectively. In Figure 1.6, the vertices u1 and u2 are in N

−2
D (u), while u3 is not

since d(u3, u) = 3.
A digraph D is said to be kernel-perfect if every induced subdigraph of

D has a kernel. We state a classical result about kernels as Theorem 1.2.1, a
result by Duchet that is proven in [4].

Theorem 1.2.1. If every directed cycle in D has at least one symmetric arc,
then D is kernel-perfect.

In particular, if every directed cycle in D has at least one symmetric
arc, then D has a kernel. In Section 3.1, a proof of a generalization of this
result for 3-kernels is found, while the corresponding version for 4-kernels is
in Section 3.2 . A general conjecture is also stated in that chapter.

We will also use the concept of k-closure of a digraph. For a positive
integer k, the k-closure of a digraph D, denoted by Ck(D), is a digraph
whose vertex set is V (D) and whose arc set is formed by the arcs (x, y) for
every x, y ∈ V (D) such that dD(x, y) ≤ k.

For further reading about kernels, refer to [8].

1.3. Homomorphisms, cyclic partitions and com-

plexity

Let D and H be digraphs. A homomorphism from D to H is a function
f : V (D) → V (H) such that (f(x), f(y)) ∈ A(H) whenever (x, y) ∈ A(D).
This is also called a H-coloring of D since we get a k-coloring of the digraph
(in the traditional sense) by taking H as the complete digraph with k vertices.

We can also consider homomorphisms between graphs simply by using
edges instead of arcs in the de�nition above.

We say that a digraph D is cyclically k-partite if there is a partition of V
in k sets {V0, V1, . . . , Vk−1} such that if (x, y) ∈ A, then there is 0 ≤ i ≤ k−1
such that x ∈ Vi and y ∈ Vi+1, with indices taken modulo k. It is easy to see
that a digraph D is cyclically k-partite if and only if there is a homomorphism
from D to Ck. The digraph in Figure 1.7 is cyclically 4-partite
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Figure 1.7: The partition classes are represented with pentagons, squares,
triangles and circles.

Even though it is not explicitly proven in [1], it is easy to see that, if D
is a connected cyclically k-partite digraph, then only one cyclic k-partition
of D exists.

The formal de�nitions and basic results about algorithmic complexity are
omitted here, but can be found in [2]. A deeper and more complete exposition
about homomorphisms is given in [1]. The main result about complexity that
we will use, due to Hell and Ne²et°il, is

Theorem 1.3.1. The H-coloring problem is

P if H is bipartite.

NP -complete otherwise.

and can also be found in [1].
Let n be a positive integer. A k-coloring of G is an homomorphism from

G to the complete graph with k-vertices. A digraph is k-colorable if its un-
derlying graph is k-colorable.

Let D be digraph and P = {V1, V2, . . . , Vk} a family of disjoint subsets of
V such that

⋃k
i=1 = V . We say that P is a k-partition of D if every Vi is an

independent set. When such a partition exists, we say that D is k-partite. A
2-partite digraph is called bipartite.

There is also a connection between partitions and kernels. A result in
this direction is due to Neumann-Lara and can be found in [5]. The result is
stated below as Theorem 1.3.2.

Theorem 1.3.2. Every bipartite digraph has a kernel.

Since a kernel is a 2-kernel and a bipartite digraph is a 2-partite digraph,
a natural thing to ask is whether every k-partite digraph has a k-kernel. This
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is not true in general. Also, it is a simple observation that every bipartite
digraph is also cyclically 2-partite. Again, we can ask whether cyclically k-
partite digraphs have a k-kernel. It is also not true and the digraphs Ok and
Ek, which are described in Section 2.1, are counterexamples.

In [6], it was proven by Hell and Hernández-Cruz that determining whet-
her a digraph has a 3-kernel is NP -complete even when restricted to cyclically
3-partite digraphs with circumference 6. The work in Section 2.1 is devoted to
prove that determining whether a digraph has a k-kernel isNP -complete even
when restricted to cyclically k-partite digraphs with circumference 2k. Ne-
vertheless, something else can be said about k-kernels in cyclically k-partite
digraphs.

Also in [6], it is proved that every digraph that admits a cyclic 3-partition
of its vertex set such that there is at least one element of the partiton without
sinks has a 3-kernel. In Section 2.2 is the proof of a generalization of that
result and counterexamples that show that the number of the partition classes
is optimal are provided.

Take a k-colorable digraph D and φ the corresponding n-coloring. Notice
that from the de�nition of homomorphism it follows that if x, y ∈ V (D) are
such that φ(x) = φ(y), then (x, y) /∈ A(D). Hence, sets {φ−1[{x}] : x ∈ Kn}
are a partition of V (D) and each φ−1[{x}] is an independent set.

The problem of determining if a given graph G is k-colorable is known as
the k-coloring problem. In this work we will use a consequence of Theorem
1.3.1, stated below

Theorem 1.3.3. The k-coloring problem is NP -complete.



Chapter 2

Cyclically k-partite digraphs

2.1. The complexity of the k-kernel problem

We �nd in�nite families of cyclically k-partite digraphs with circumferen-
ce 2k whose members have no k-kernel. We have to consider the odd and
even values of k in separate cases. For the odd case, the family members are
the natural generalizations of the example found in [7]. For every k ∈ N,
where k ≥ 3, we de�ne the following sets:

Uk := {ui : 1 ≤ i ≤ k, i ∈ N}

Vk := {vi : 1 ≤ i ≤ k, i ∈ N}

Consider the directed cycle C with vertex set V (C) = Uk ∪ Vk and arcs
(uk, v1), (vk, u1) and (ui, ui+1), (vi, vi+1) for 1 ≤ i ≤ k − 1. For every integer
r that satis�es 1 ≤ r ≤

⌊
k
2

⌋
, create a directed path of length k − 2 and add

the arc from u2r+1 to the initial vertex of this path. Repeat this step for the
vertices v2r with the integer r satisfying the same condition as before. We
will call those digraphs Ok. The digraph O5 is depicted in Figure 2.1.

For the even case, consider the same cycle C as before and add the arcs
(ui, vi+1) for odd i, and (vi, ui+1) for even i, with 1 ≤ i ≤ k − 1, to obtain a
u1vk-directed path. For each vertex v of this path, create a directed path of
length k− 2 and add the arc from v to the initial vertex of the path. We will
call those digraphs Ek. The digraph E4 is shown in Figure 2.2.

Lemma 2.1.1. Let k ≥ 3 be an integer. The graph Ok has no k-kernel.
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u1

u2

u3u4

u5

v1

v2

v3 v4

v5

Figure 2.1: The digraph O5, a cyclically 5-partite digraph without a 5-kernel.

u1
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u3
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v1

v2
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v4

Figure 2.2: The digraph E4, a cyclically 4-partite digraph without a 4-kernel.
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Proof. If the set K ⊆ V (Ok) is a k-kernel of the digraph Ok, then all the
sinks of Ok must be elements of K. Therefore, it is impossible for the vertices
u2r+1 and v2r, with 1 ≤ r ≤

⌊
k
2

⌋
, to be inK, because of the k−1 independence

of the k-kernel. In order to absorb the remaining vertices of the cycle, at least
one vertex of the cycle must be included in K. We will assume without loss
of generality that v1 ∈ K. Observe that d(vk, v1) > k, d(v1, vk) = k − 1 and
d(ui, v1) ≤ k − 1 for every 2 ≤ i ≤ k. Hence, ui /∈ K for every 1 ≤ i ≤ k and
therefore vk is not (k − 1)-absorbed by K, a contradiction. �

Lemma 2.1.2. For every even k ∈ N, where k ≥ 4, the graph Ek has no
k-kernel.

Proof. If the set K ⊆ V (Ek) is a k-kernel of the digraph Ek, then all the
sinks of Ek must be elements of K. This implies that at least one vertex of
the cycle C must be an element of K. Also, if two vertices of C are in K,
one of them must be an element of Uk and the other one an element of Vk.

If u2r ∈ K, with 1 ≤ r ≤ k
2
, then every vertex us, with s ≤ 2r − 1, and

every vertex vl, with 2r + 1 ≤ l, would be (k − 1)-absorbed by K. Since
all the sinks of Ek must be elements of K, the vertex v2r is not in K. It is
clear that the vertex v2r−1 is not (k − 1)-absorbed by a sink of Ek. Since
Ek is a cyclically k-partite digraph, the distance from v2r−1 to w, where w
is any vertex in the same class as u2r satis�es d(v2r−1, w) ≡ 1 (mod k). But
N+(v2r−1) = {v2r}, so d(v2r−1, u2r) ≥ k + 1, which means v2r−1 cannot be
(k − 1)-absorbed by u2r. Thus, in order for v2r−1 to be absorbed, another
vertex vt ∈ Vk must be in K. Recall that t must be odd. Also, it must be at
most 2r − 1, otherwise d(vt, u2r) ≤ k − 1 contradicting the k-independece of
K. But d(u2r, vt) ≤ k−1 whenever t ≤ 2r−1. That means that Vk∩K = ∅,
implying that v2r−1 is not (k−1)-absorbed by K, a contradiction. Therefore,
Uk ∩K = ∅.

If v1 is in K, then Vk ∩ K = {v1}. Since v3 is not (k − 1)-absorbed by
a sink of Ek and no vertex of Uk can also be in K, the vertex v3 is not
(k − 1)-absorbed by K. Suppose now that a vertex v2r−1 is an element of
K, with 2 ≤ r ≤ k

2
. The vertex u2r−2 must be absorbed by a vertex in Vk

since no sink of Ek absorbs it. The distance between u2r−2 and v2r−1 must
satisfy d(u2r−2, v2r−1) ≡ 1 (mod k). The only element in N+(u2r−2) is v2r−1,
so d(u2r−2, v2r−1) ≥ k + 1, which means K does not (k − 1)-absorb u2r−2, a
contradiction.

�
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It is easy to see that any k-kernel of a digraph D includes every sink of D.
Consider an integer k ≥ 3 and a cyclically k-partite digraph D. If S ⊆ V (D)
is the set of all the sinks of D and S is not a k-kernel of D, then the set
T ⊆ V (D) of all the vertices not (k − 1)-absorbed by S is not empty. Let H
be a k-cycle. We de�ne a new digraph D̂, formed by adding H to D, along
with an arc from each vertex of T to some vertex of H in such way that the
resulting graph is cyclically k-partite.

Lemma 2.1.3. Let D be a cyclically k-partite digraph and S ⊆ V (D) the
subset of all the sinks of D, where k ≥ 3. If S is not a k-kernel of D, then the
digraph D̂ has exactly k di�erent k-kernels and each of them includes exactly
one vertex of the k-cycle.

Proof. Let H be the cycle (w1, . . . , wk, w1), and let V1, V2, . . . , Vk be the ele-
ments of the cyclic k-partition of V (D). We claim that the set
Ki = {wi} ∪ (Vi ∩ T ) ∪ S is a k-kernel of (D̂).

In order to prove it, take x a vertex in V (D)\Ki. If x is (k−1)-absorbed
by a sink or x = wj for some 1 ≤ j ≤ k, then it is (k − 1)-absorbed
by Ki. If x ∈ T \ Ki, then x is an element of Vs for some 1 ≤ s ≤ k,
with s 6= i. Hence the arc (x,wj) is in A(D̂) for some j 6= i + 1. But
clearly d(x,wi) = 1 + d(wj, wi) ≤ 1 + k − 2 = k − 1, implying that x is
(k − 1)-absorbed by wi and proving our claim.

To see that those are all the k-kernels of D̂, it su�ces to see that any
k-kernel of D̂ is equal to Ki for some i. Consider K any k-kernel of D̂. We
know that K is k-independent and (k − 1)-absorbent, so it must contain a
unique vertex wi of H, and the k-independence of K guarantees that only
one vertex of the cycle can be in K. Since all the sinks of D̂ must be included
in any k-kernel of D̂, we know that {wi} ∪ S ⊆ K. Consider now a vertex
y ∈ Vi ∩T and let z be a vertex of T such that d(y, z) ≤ k− 1. Clearly, since
z ∈ T and z /∈ Vi, we have that d(z, wi) ≤ k − 1, implying that z /∈ K. This
means that no vertex in T can (k − 1)-absorb y, so y must be an element of
K.

This shows that Ki = {wi}∪(Vi∩T )∪S ⊆ K. But k-kernels are maximal
k-independent sets, therefore K = Ki.

�

Corollary 2.1.4. Let k ≥ 3 be an integer. The digraph Ôk has exactly k
di�erent k-kernels, each one containing a di�erent vertex from the k-cycle.
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×

u2 ×

u4

v1

×
v3

× w2

w3

w4

w1

Figure 2.3: The digraph Ê4. A 4-kernel is formed by the black vertices and
the sinks of the digraph.

Corollary 2.1.5. Let k ≥ 4 be an integer. The digraph Êk has exactly k
di�erent k-kernels, each one containing a di�erent vertex from the k-cycle.

Both corolaries follow directly from Lemma 2.1.3. The digraphs shown in
Figure 2.3 and Figure 2.4 are the digraphs Ê4 and Ô5, where some of the ver-
tices have been omitted. Each crossed vertex has a tail of the corresponding
length.

Consider now two cyclically k-partite digraphs D1 and D2. We know that
each of the digraphs D̂1 and D̂2 have exactly k di�erent k-kernels. We will
describe a special way to join these two digraphs. We will call H1 and H2

to the k-cycles we added to the digraphs D1 and D2 in order to construct
D̂1 and D̂2. The way in which D̂1 and D̂2 will be connected is such that the
resulting digraph has a k-kernel consisting of a kernel of each digraph and a
few more vertices.

Let k ≥ 3 be an integer and consider a directed cycle of length 2k with
vertex set {x1, x2, . . . , x2k}. For every i ∈ {2, 4, 5, . . . , k, k + 1}, create a
directed path with k − 1 vertices and add the arc from xi to the �rst vertex
of this path. Create a directed path of length k − 3, add the arc from the
terminal vertex of this path to x1 and, for every new vertex v in this path,
create a directed path of length k − 2 and add the arc from v to the initial
vertex of the path. The digraph just described, which we will call Sk, is
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×

u2

×
u4

×

v1

×

v3
×

v5

w1

w2

w3

w4

w5

Figure 2.4: The digraph Ô5. A 4-kernel is formed by the black vertices and
the sinks of the digraph.

depicted in Figure 2.5 for k = 5. As in previous �gures, the pending tails of
length k − 1 have been substituted by a × over the corresponding vertex.

Now, consider the digraphs D̂1, D̂2 and k disjoint copies of the digraph Sk.
We can assume that V (H1) = {v1, v2, . . . , vk} and V (H2) = {u1, u2, . . . , uk}.
First, connect each vertex ui ∈ H2 to one copy of Sk by adding the arc
from ui to the only vertex in Sk with in-degree zero. Next, add the arc from
xk+1 to vi. The resulting digraph is called J(D̂1, D̂2). The case k = 4 of the
construction is shown in Figure 2.6, where the vertices of the digraphs D1

and D2 were omitted or, in other words, only the vertices and arcs of the
cycles H1 and H2 are shown.

Notice that, straightforwardly from its construction, the digraph J(D̂1, D̂2)
is cyclically k-partite and has circumference 2k. It has other interesting pro-
perties that follow from the fact that the k-kernels of the digraphs D̂1 and
D̂2 are determined by the vertices of the cycles H1 and H2 that they include.
For example, as it is proven in the second of the following lemmas, it has a
k-kernel.The �rst one, Lemma 2.1.6, is concerned with how we can choose
the k-kernels of D̂1 and D̂2 in order to make them compatible and extend
them to a k-kernel of J(D̂1, D̂2). Both lemmas are worded with the notation
used in the construction of J(D̂1, D̂2).
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x1×××

x2
×

x3 x4

×

×

x6 ×

Figure 2.5: The digraph S5

Lemma 2.1.6. Let K be a k-kernel of J(D̂1, D̂2). If vi ∈ K, then the vertex
ui is not an element of K. Conversely, if ui ∈ K, then the vertex vi is not
included in K.

Proof. Suppose that the vertex vi is in K and consider the copy of Sk
attached to vi. Then, the vertices xk+1, xk, . . . , x3 cannot be included in K
due to the k-independence of K. The vertex x2 is at distance k − 1 from a
sink, so it cannot be an element of K. Also, if x1 is not included in K, then
no other vertex in the digraph can (k− 1)-absorb it (because all the vertices
that could are xk, xk−1, . . . , x2). Then, x1 must be included in K and, since
d(ui, x1) = k − 1, the vertex ui /∈ K.

On the other hand, if ui ∈ K, then the vertex x1 cannot be included in
K. Also, the vertices x2, x4, . . . , xk−1 cannot be elements of K, since they
are all at distance k − 1 of a sink of the digraph. This shows that the only
remaining vertex of the digraph that can (k − 1)-absorb x1 is x3, so it must
be included in K. Therefore, in order to preserve the k-independence of K,
the vertex vi cannot be included in K.

�

Lemma 2.1.7. Let K1 be a k-kernel for D̂1 containing the vertex vi and K2

a k-kernel for D̂2 containing the vertex uj, where i 6= j. The set K1∪K2 can

be extended in a unique way to a k-kernel of J(D̂1, D̂2).

Proof. Let us use Sv and Su to denote the copies of Sk in the digraph
J(D̂1, D̂2) that are adjacent, respectively, to vi and uj. First, we must add to
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o o 
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Figure 2.6: A representations of the digraph J(D̂1, D̂2) when D1 and D2 are
cyclycally 4-partite
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K1 ∪K2 all the sinks in the copies of Sk. Since vi ∈ K1 ∪K2, following the
proof of Lemma 2.1.6, the vertex x1 of Sv must be included in the extension
of K1∪K2 to a k-kernel of the digraph. Notice that we have (k−1)-absorbed
all the vertices in Sv by adding its sinks and x1 to K1 ∪K2.

Now, we have to choose vertices from the directed cycles in the remaining
copies of Sk in order to (k − 1)-absorb the cycles. Since we are dealing with
directed cycles of length 2k which, at most, have k−1 already (k−1)-absorbed
vertices, we have to choose exactly two diametrically opposed vertices from
the directed cycle in order to (k−1)-absorb it. The vertex x2k of each directed
cycle must be either included in the k-kernel or (k− 1)-absorbed by another
vertex. Since the vertex xk is at distance k− 1 from a sink of the digraph, its
diametrically opposed vertex, namely x2k, cannot be included in K. The only
vertices that may be included in K and can (k−1)-absorb x2k are x1 and x3,
in view of the fact that the vertices x2, x4, . . . , xk−1 cannot be included in K.
But including x1 in K would imply that the vertex diametrically opposed to
it, namely xk+1, must also be included in K, which is impossible since there
is a sink at distance k − 1 from xk+1. Therefore, we have x3 ∈ K, implying
that the other vertex in each directed cycle that is also in K is xk+3.

Clearly, the set formed by K1 ∪ K2 with all the remaining sinks in the
copies of Sk, the vertex x1 in Sv and the vertices x3 and xk+3 in all the
remaining copies of Sk are a (k − 1)-absorbent set. It only remains to check
the k-independence of the set, but due to the way the vertices were chosen,
it su�ces to notice that the vertex uj is at distance at least k of any other
vertex chosen. This last observation is easy to see, since the only vertices
that might be close to uj are x3 and xk+3 in Su, but d(uj, x3) = k + 1 and
d(uj, xk+3) = 2k + 1 and there is no directed path from x3 or xk+3 to the
vertex uj.

We have proven that K is both k-independent and (k − 1)-absorbent, so
it is a K kernel of J(D̂1, D̂2). The construction shows that it is the unique
k-kernel of the digraph.

�

Now, let G be a graph and k an integer greater or equal to 3. Considering
F as Ôk if k is odd and Êk if k is even, we construct a digraph DG,k of order
O(|V |+ |E|) as follows:

1. Let ~G be an acyclic orientation of G.

2. For every vertex v ∈ V (~G), construct a copy of F and label it Fv.
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3. For every arc (u, v) ∈ A(~G), join Fu and Fv with J(Fu, Fv).

The following results are independent of the choice of the acyclic orientation
of G. In the wording of the following lemmas, G will be a graph and k an
integer, with k ≥ 3.

Lemma 2.1.8. The digraph DG,k is cyclically k-partite and has circumfe-
rence 2k.

Proof. Since we construct DG,k by choosing an acyclic orientation of G, the
only cycles in DG,k are the ones in the copies of the digraph F (which have
length at most 2k), implying that DG,k has circumference 2k. Clearly, the
copies of F are cyclically k-partite and, for two adjacent vertices u and v,
such partitions are compatible when Fu and Fv are joined by J(Fu, Fv). By
joining the compatible partite sets we get a k-partition of DG,k. �

For the following lemma, Cv will denote the k-cycle of Fv, where v ∈ V (~G).

Lemma 2.1.9. If DG,k has a k-kernel K, then exactly one vertex from Cv
must be included in K for every v ∈ V (~G).

Proof. Since ~G is acyclic, every vertex x ∈ V (G) is either a sink of ~G or has

a directed path starting at x and ending in a sink of ~G. The fact that DG,k

has a k-kernel implies that K ∩ V (Fv) is a k-kernel of Fv and |K ∩ Cv| = 1

for every v ∈ V (~G) that is a sink.

Let S ⊆ V (G) be the set of sinks of ~G and u ∈ N−~G (S). We know that

(u, v) ∈ A(~G) for some sink v. The proof of Lemma 2.1.6 shows that the
vertex in K ∩ Cv forces other vertices in J(Fu, Fv) to also be in K and that
V (Fu) \ V (Cu) can not be k-absorbed by them. Hence, K ∩ V (Fu) is a k-
kernel of Fu and Corollaries 2.1.4 and 2.1.5 imply that a vertex from Cu
must be included in K ∩ Fu. Lemma 2.1.7 guarantees that K ∩ J(Fu, Fv) is
uniquely determined by K ∩ (V (Cu) ∪ V (Cv)). By considering now N−m~G (S)
and applying induction over m, we conclude the proof.

�

Lemma 2.1.10. Let K be a k-kernel for DG,k and Cv = {v1, v2, . . . , vk} the
cycle of length k in Fv. Then the function f : V (G)→ {1, 2, . . . , k} such that
f(v) = i, where vi is the vertex of Cv included in K, is well de�ned and is a
k-coloring of G.
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Proof. The �rst statement follows from Lemma 2.1.9 and the second from
Lemma 2.1.6. �

Lemma 2.1.11. If f : V (G) → {1, 2, . . . , k} is a k-coloring of G, then the
set
{
vf(v)

}
v∈V (G)

consisting of exactly one vertex of each cycle of length k in

each Fv can be extended in a unique way to a k-kernel of DG,k.

Proof. From Corollary 2.1.4 and Corollary 2.1.5, it follows that there is a
unique k-kernel for Fv containing the vertex vf(v) for every v ∈ V (G), which
we will denote with Kv. If there is a vertex u ∈ V (G) such that uv ∈ E(G)

and (u, v) ∈ A(
−→
G), then clearly f(u) 6= f(v). Also, due to Lemma 2.1.7,

there is a unique way to extend Ku ∪Kv to a kernel of J(Fu, Fv). By joining

all such extensions for every arc in
−→
G we obtain a k-kernel of DG,k that is

uniquely determined by the set
{
vf(v)

}
v∈V (G)

. �

A direct consequence of Lemma 2.1.10 and Lemma 2.1.11 is the following
corolary.

Corollary 2.1.12. There is a bijective correspondence between the k-colorings
of G and the k-kernels of DG,k.

We are now ready to prove the main result of this section.

Theorem 2.1.13. The k-kernel problem for cyclically k-partite digraphs is
NP-complete, even when restricted to cyclically k-partite digraphs with cir-
cumference 2k.

Proof. A polynomial reduction of the k-coloring problem to the k-kernel
problem in cyclically k-partite digraphs with circumference 2k is given by
Corolary 2.1.12. Given K, a subset of V (D) from a given digraph D, it can
be veri�ed if K is a k-kernel of D in polynomial time, proving our claim. �

The following theorem, which can be found in [3], gives us a relation
between the (k− 1)-closure of a digraph D and the existence of a k-kernel of
D:

Theorem 2.1.14. Let D be a digraph and k ≥ 2 an integer. Then K ⊆ V (D)
is a k-kernel of D if and only if K is a kernel of Ck−1(D).

Finally, as a direct consequence of Theorem 2.1.13 and Theorem 2.1.14,
we obtain the following corolary:
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Corollary 2.1.15. The kernel problem restricted to the class of k-colorable
digraphs is NP-complete, where k ≥ 3.

Proof. Let G be a graph. Corollary 2.1.4 implies that G has a k-coloring if
and only if DG,k has a k-kernel. Since DG,k is cyclically k-partite, the (k−1)-
closure of D is k-colorable. Also, from Theorem 2.1.14, we have that the
(k − 1)-closure of DG,k has a kernel if and only if DG,k has a k-kernel if and
only if G has a k-coloring. Therefore, there is a polynomial reduction of the
k-coloring problem to the kernel problem restricted to the class of k-colorable
digraphs. �

2.2. Su�cient conditions

Let us denote by Z the family of digraphs that admit a cyclically k-
partition of its vertex set such that there are at least k − 2 elements of the
partition without sinks, where k is a positive integer greater than or equal
to 3.

Theorem 2.2.1. The digraphs in Z have a k-kernel.

Proof. Let V1, V2, . . . , Vk be the sets in which V is cyclically k-partitioned.
If D has no sinks, then any of the Vi is a k-kernel. If only one of the Vi has
sinks, then it is a k-kernel of the digraph. Therefore, we assume that V1 and
Vs are the elements of the partition that have sinks, where 2 ≤ s ≤ k.

We recursively de�ne a family of subdigraphs of D as follows.

D0 = D.

X0 =
{
v ∈ V (D) : d+

D(v) = 0
}
.

Di+1 = D[V (Di) \N−(k−1)
D [Xi]].

Xi+1 =
{
v ∈ V (Di+1) : N

+(k−1)
D (v) ∩ V (Di) = ∅

}
.

First, we notice that X =
⋃
i∈NXi is k-independent in D. If x, y ∈ X, then

there exist positive integers n,m such that x ∈ Xn and y ∈ Xm. Without loss
of generality, we can assume that n ≤ m. If n = m, then N

+(k−1)
D (x)∩V (D) =

∅ and N
+(k−1)
D (y) ∩ V (D) = ∅, implying that k ≤ d(x, y) and k ≤ d(y, x).
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If n < m, then we have k ≤ d(x, y), since N
+(k−1)
D (x) ∩ V (D) = ∅. Now,

due to the construction of the digraph Dn+1, we know that every vertex
z ∈ V (D) such d(z, x) ≤ k − 1 is not a vertex of Dn+1. Therefore, since
y ∈ V (Dm) ⊆ V (Dn+1), we have that d(y, x) ≥ k. This proves that X is
k-independent.

We will now show that X ⊆ V1 ∪ Vs. We proceed by contradiction. Sin-
ce X0 ⊆ V1 ∪ Vs, there must be a minimum positive integer m such that⋃
i≤m−1 Xi ⊆ V1 ∪ Vs but

⋃
i≤mXi ∩ Vj 6= ∅ for some 2 ≤ j ≤ k, with s 6= j.

If x ∈ ⋃i≤mXi ∩ Vj for some 2 ≤ j ≤ k with j 6= s, then N+
D (x) 6= ∅

and N+
D (x) ∩ V (Dm−1) = ∅. Let y ∈ N+

D (x). In order to erase y, the set⋃
i≤m−1 Xi must contain a vertex z such that d(y, z) ≤ k − 1. Since x itself

is not (k − 1)-absorbed by z, we know that d(x, z) > k − 1. It follows from
this observations that d(y, z) = k− 1, implying that z and x are in the same
element of the cyclic k-partition of D, which means z ∈ Vj ∩

⋃
i≤m−1 Xi, a

contradiction due to the choice of m.
The way we constructed the set X shows that the set X must be included

in every k-kernel of the digraph D (if one exists). Let D′ =
⋂
i∈NDi. If

V (D′) = ∅, then X is a k-kernel of the digraph D.
Let us suppose that V (D′) 6= ∅ and let V ′i = Vi ∩ V (D′). Clearly, if

Y ⊆ V (D′) is a k-independent set in D, then X ∪Y is also k-independent in
D. Notice also that d+

D′(v) 6= 0 for every v ∈ V ′i , with 2 ≤ i ≤ k and i 6= s
(otherwise, there would be a vertex of X not included in V1 ∪ Vs).

We must consider two separate cases: when s = 2 and s 6= 2. First, we
assume that s = 2. A direct consequence of this is that N

+(k−1)
D′ (v)∩V ′1 6= ∅,

henceN
+(k−1)
D (v)∩V1 6= ∅. If we take x ∈ V ′2 , we know that N

+(k−1)
D ∩V (D′) 6=

∅. Let y be a vertex of V (D′) that is also in N
+(k−1)
D (x). If y ∈ ⋃k

i=3 V
′
i , then

there is a vertex z such that d(x, z) ≤ k − 1. On the other hand, if y ∈ V ′1 ,
then d(x, y) = k − 1. This shows that every vertex of V (D′) is either in V ′1
or is (k − 1)-absorbed (in D) by V ′1 .

The set K = X ∪ V ′1 is clearly k-independent. Any vertex in V (D) \K is
either (k − 1)-abosorbed by a vertex of X or is in V (D′). In the latter case,
it is either a vertex of V ′1 or is (k− 1)-absorbed by V ′1 . This proves that K is
a k-kernel of D.

Suppose now that s 6= 2. Now, we will denote the sets V ′1 ,
⋃s−1
i=2 V

′
i , V

′
s

and
⋃k
i=s+1 V

′
i by A, B, C and D, respectively. Now, for every S ⊆ V (D′),

consider the function ΦS : A ∪ C → {0, α, β, γ} such that:

1. If v ∈ A
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ΦS(v) = α if S ∩N+(k−1)
D (v) ∩ B 6= ∅.

ΦS(v) = β if S ∩N+(k−1)
D (v)∩B = ∅ and S ∩N+(k−1)

D (v)∩C 6= ∅.

ΦS(v) = γ if S ∩N+(k−1)
D (v)∩B = ∅, S ∩N+(k−1)

D (v)∩C = ∅ and

S ∩N+(k−1)
D (v) ∩ D 6= ∅.

2. If v ∈ C

ΦS(v) = α if S ∩N+(k−1)
D (v) ∩ D 6= ∅.

ΦS(v) = β if S∩N+(k−1)
D (v)∩D = ∅ and S∩N+(k−1)

D (v)∩A 6= ∅.

ΦS(v) = γ if S ∩ N+(k−1)
D (v) ∩ D = ∅, S ∩ N+(k−1)

D (v) ∩ A = ∅
and S ∩N+(k−1)

D (v) ∩ B 6= ∅.

3. ΦS(v) = 0 otherwise.

Notice that every vertex x ∈ V (D′) satis�es N
+(k−1)
D (x) ∩ V (D′) 6= ∅,

which means that ΦV (D′)(v) 6= 0 for every v ∈ V (D′). If Φ−1[{γ}] ∩ A = ∅,

then every vertex v ∈ V (D′) is either a vertex of C or N
+(k−1)
D (v) ∩ C 6= ∅.

This implies that every vertex of D′ is k-absorbed by C in D, which means
X ∪ C is a k-kernel of D. The case Φ−1[{γ}] ∩ C = ∅ is analogous.

Let us assume that Φ−1[{γ}] ∩ A 6= ∅ and Φ−1[{γ}] ∩ C 6= ∅. We de�ne
a family of sets recursively as follows:

S0 = V (D′)

Γ0 = ΦS0 [{γ}]

Si+1 = Si \N−(k−1)
D [Γi]

Γi+1 = Φ−1
Si+1

[{0, γ}] if

Φ−1
Si+1

[{0, γ}] ∩ A ∩ Si+1 6= ∅ 6= Φ−1
Si+1

[{0, γ}] ∩ C ∩ Si+1.

Otherwise, Γi+1 = ∅.

Let Γ =
⋃
i∈N Γi. In order to prove that X ∪ Γ is k-independent in D, it

su�ces to show that the set Γ is k-independent in D. If x, y ∈ Γ, then we
have n,m ∈ N such that x ∈ Γn and y ∈ Γm and are minimum with that
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property. Without loss of generality, we can suppose n ≤ m and we can also
assume that x ∈ A and y ∈ C.

We know that ΦSn(x) ∈ {0, γ}, because x ∈ Γn. Whether ΦSn(x) = 0 or

ΦSn(x) = γ, we know Sn ∩N+(k−1)
D (x) ∩ C = ∅, hence d(x, y) ≥ k. If n < m,

then Sm ⊆ Sn+1, which means d(y, x) ≥ k. If n = m, then ΦSn(y) ∈ {0, γ},
so Sn ∩N+(k−1)

D (y) ∩ A = ∅ and hence d(y, x) ≥ k. This shows that the set
Γ is k-independent.

Since the vertex set of the digraph D is �nite, there exists n ∈ N such that
Γm = ∅ for every m ≥ n. If Sn = ∅, then the set K = X∪Γ is a k-kernel. To
prove this last assertion, take v ∈ V (D)\K. If v ∈ V (D)\V (D′), it is (k−1)-
absorbed by vertex in X. If v ∈ V (D′), there exists i ∈ N such that v ∈ Si
but v /∈ Si+1. Since v /∈ K, then v ∈ N−(k−1)

D [Γi], so it is (k− 1)-absorbed by
K, which shows that K is a k-kernel of D.

It only remains to check what happens when Sn 6= ∅. By considering the
smallest such n, we have that Γn = ∅ implies

Φ−1
Si+1

[{0, γ}] ∩ A ∩ Si+1 = ∅ or Φ−1
Si+1

[{0, γ}] ∩ C ∩ Si+1 = ∅.

In the �rst case, the set K = X∪Γ∪(Sn∩C) is a k-kernel of D. It su�ces
to see that every vertex v ∈ Sn is (k− 1)-absorbed by K. If v /∈ Γ∪ (Sn ∩C),
then v ∈ A ∪ B ∪ D.

If v ∈ Sn ∩ B. It is easy to see that every vertex v in B ∩ Sn satis�es
d+
D′[Sn](v) 6= 0. It follows straightforwardly that there exists a vertex

x ∈ Sn ∩ C such that dD(v, x) ≤ k − 1.

If v ∈ Sn ∩ A. Given the fact that Φ−1
Sn

[{0, γ}] ∩ A ∩ Sn = ∅, we have
ΦSn(v) ∈ {α, β}. If ΦSn(v) = β, there exists a vertex x ∈ Sn ∩ C such
that dD(v, x) ≤ k − 1. If ΦSn(v) = α, then there is a vertex y ∈ Sn ∩ B
such that dD(v, y) ≤ k − 1. The vertex y is in Sn ∩ B, hence there is a
vertex x ∈ Sn ∩ C such that dD(y, x) ≤ k − 1. Since the digraph D is
cyclically k-partite, we know that dD(v, x) ≤ k − 1.

If v ∈ Sn ∩ D. It is also clear that every vertex v in B ∩ Sn satis�es
d+
D′[Sn](v) 6= 0. For this reason, there is a vertex y ∈ Sn ∩ A with

dD(v, y) ≤ k − 1. The fact that y ∈ Sn ∩ A and that D is cyclically
k-partite guarantee the existence of a vertex x ∈ C such that dD(y, x) ≤
k − 1 and dD(v, x) ≤ k − 1.
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w
v3

y1

z

x

u2

Figure 2.7: The digraph B4. The vertices represented with squares are the
sinks of the digraph, while the vertices 3-absorbed by them are �lled with
black.

This shows that K = X ∪ Γ ∪ (Sn ∩ C) is a k-kernel of D. The case
Φ−1
Si+1

[{0, γ}] ∩ C ∩ Si+1 = ∅ is analogous. This proves that every digraph in
Z has a k-kernel.

�

In order to see that the number of elements of the cyclic k-partition of
D without sinks can not be improved, consider the digraph B4 depicted in
Figure 2.7.

Notice that there is only one element in the cyclic 4-partition of B4 wit-
hout sinks.

Lemma 2.2.2. The digraph B4 does not have a 4-kernel.

Proof. First, let us see that adding the unabsorbed vertices in one class of
the partition to the sinks of the digraph does not give us a 4-kernel. Let S
be the set of sinks of B4.
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The set S ∪ {x, u2} is not a 4-kernel, because the vertex y1 is not 3-
absorbed. Since the only vertex of B4 not 3-absorbed by S ∪ {x, u2} is
y1 and the set S ∪ {x, u2, y1} is not 4-independent, the set S ∪ {x, u2}
cannot be extended to a 4-kernel of B4.

The set S ∪ {w, v3} is not a 4-kernel, because the vertex u2 is not 3-
absorbed. Since the only vertex of B4 not 3-absorbed by S ∪ {w, v3} is
u2and the set S ∪ {w, v3, u2} is not 4-independent, the set S ∪ {w, v3}
cannot be extended to a 4-kernel of B4.

The set S ∪ {z, y1} is not a 4-kernel, because the vertex v3 is not 3-
absorbed. Since the only vertex of B4 not 3-absorbed by S ∪ {z, y1} is
v3 and the set S ∪ {z, y1, v3} is not 4-independent, the set S ∪ {z, v1}
cannot be extended to a 4-kernel of B4.

Clearly S is contained in any 4-kernel of B4, so it su�ces to show that S
cannot be extended to a 4-kernel of B4. Suppose that K is a 4-kernel of B4.
The 4-independence ensures that R = K \ S ⊆ {x, u2, y1, z, v3, w}.

The only vertices in R that can 3-absorb the vertex x are y1, z and
v3. This means that any 4-kernel of B4 must contain at least one of these
vertices. Thanks to the previous observations and that d(z, x) = d(y1, x) = 2,
d(x, v3) = 1 and d(z, v3) = d(y1, v3) = 3, we have that only one vertex in
{x, y1, z, v3} can be included in a 4-kernel of B4.

If x ∈ K, then the 4-independence of K implies {z, w, y1, v3} ∩K = ∅.
Since S∪{x, u2} cannot be extended to a 4-kernel of B4, we have that u2 /∈ K.
This means that K ⊆ S ∪ {x}, which clearly contains no 4-kernel of B4.

If y1 ∈ K or z ∈ K, then the vertex v3 is neither in K (due to the
4-independence of K) nor is it 3-absorbed by K. If v3 ∈ K, then u2 /∈ K
because d(v3, u2) = 3. Since the only remaining vertex that can absorb u2

is w, we have that w ∈ K, contradicting the fact that the set S ∪ {w, v3}
cannot be extended to a 4-kernel of B4.

In any case, we have a contradiction, which means the digraph B4 does
not have a 4-kernel.

�

Let N be the element of the cyclic 4-partition of B4 without sinks and
k an integer greater or equal than 5. The key observation about the di-
graph B4 that will allow us to build counterexamples for every k ≥ 5 is
this: Every vertex in N is 3-absorbed by one of the sinks of B4. Label
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the vertices in N with {a, b, c, d}. For every vertex s ∈ N consider a di-
rected path Ts with vertex set V (Tx) = {s1, s2, . . . , sk−4, sk−3} and arc set
A(Ts) = {(si, si+1 : 1 ≤ i ≤ k − 4}. Also, consider the sets

A1 = {(z, y) ∈ A(B4) : z, y /∈ N}.

A2 = {(z, s1) : z ∈ V (B4) \N, s ∈ N and (z, s) ∈ A(B4)}.

A3 = {(sk−3, y) : y ∈ V (B4) \N, s ∈ N and (s, y) ∈ A(B4)}.

The digraph Bk has vertex set V (Bk) = [V (B4) \N ] ∪ [
⋃
s∈N V (Ts)] and

arc set A(Bk) = A1 ∪ A2 ∪ A3 ∪ [
⋃
s∈N A(Ts)].

Since the vertices in N are 3-absorbed by the sinks of B4, the vertices of
the paths Ts with s ∈ N are (k − 1)-absorbed by the sinks of Bk. If Sk is
the set of sinks of Bk, any k-kernel of the digraph Bk would be contained
in Sk ∪ {x, u2, y1, z, v3, w}. Hence, it is easy to see that there is a bijection
between the 4-kernels of B4 and the k-kernels of Bk, which means Bk has
no k-kernel. This examples show that the number of elements of the cyclic
k-partition of D without sinks can not be improved. In Figure 2.8 we can
see the digraph B6, where only the vertices in one of the trajectories Ts have
been labeled.
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w
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s2

s3 x

u2

Figure 2.8: The digraph B6. The vertices �lled with black are the vertices
5-absorbed by the sinks of the digraph.
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Chapter 3

A Generalization of Duchet.

3.1. 3-kernels

It is convenient now to remember Theorem 1.2.1, Duchet's result, which
states that a su�cient condition for the existence of a kernel in a digraph D
is that every cycle in D has a symmetric arc.

Here we present a generalization of Duchet for 3-kernels. The idea is to
prove that the 2-closure of a digraph whose cycles have a at least certain
proportion of symmetric arcs satis�es the hypothesis of Theorem 1.2.1. The
important part is to notice that a cycle of the 2-closure may not be a cycle of
D, but the fact that there is a cycle in the C2(D) gives us some information
about the structure of D. First, we prove in general a result for a particular
type of con�guration of arcs in D.

Lemma 3.1.1. Let D be a digraph and k a positive integer such that every
cycle C of D has at least k−2

k−1
`(C) + 1 symmetric arcs and B be a cycle of

H = Ck−1(D). If the paths of D that give rise to the arcs of A(C) \A(D) are
mutually internally disjoint, then B has a symmetric arc.

Proof. Let B = (v1, v2, . . . , vn, v1) be a cycle of Ck−1(D) that satis�es the
hypothesis. For 1 ≤ i ≤ n− 1, let Ti be the vivi+1-path in D that originates
the arc (vi, vi+1) in H. Similarly, we will use Tn to denote vnv1-path in D
that gives rise to the arc (vn, v1). Let T = {Ti : 1 ≤ 1i]le1n}. Also, for every
j ∈ {2, 3, . . . , k − 1}, we will denote with mj to the number elements in T of
length j.
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It is clear that by joining the paths in T with the arcs in A(C) ∩ A(D)
in the natural way we get a cycle of length

n−
(
k−1∑
j=2

mj

)
+

k−1∑
j=2

jmj = n+
k−1∑
j=2

(j − 1)mj.

Also, since the length of C is n, we have that

mk−1 ≤ n,mk−1 +mk−2 ≤ n, . . . ,

k−1∑
j=2

mj ≤ n,

so the addition of these inequalities yields

k−1∑
j=2

(j − 1)mj ≤ (k − 2)n.

By adding
∑k−1

j=2(k− 2)(j− 1)mj on both sides of the inequality, we have

k−1∑
j=2

(j − 1)mj +
k−1∑
j=2

(k − 2)(j − 1)mj ≤ (k − 2)n+
k−1∑
j=2

(k − 2)(j − 1)mj

Performing algebraic manipulations on both sides we get the following

k−1∑
j=2

(k − 1)(j − 1)mj ≤ (k − 2)

[
n+

k−1∑
j=2

(j − 1)mj

]

(k − 1)
k−1∑
j=2

(j − 1)mj ≤ (k − 2)

[
n+

k−1∑
j=2

(j − 1)mj

]
k−1∑
j=2

(j − 1)mj ≤
(k − 2)

(k − 1)

[
n+

k−1∑
j=2

(j − 1)mj

]

The last inequality and the hypothesis about the number of symmetric
arcs in the cycles of D imply that at least one arc of B is symmetric.

�
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We will now prove a generalization of Theorem 1.2.1 for 3-kernels.

Lemma 3.1.2. Let D be a digraph. If every directed cycle B in D has at
least 1

2
`(B) + 1 symmetric arcs then, every C3 in H = C2(D) has at least one

symmetric arc.

Proof. Let C = (v0, v1, v2, v0) be a 3-cycle of H. If every arc of C is also
an arc of D, then C is symmetric. If only two of the arc in C are arc of D,
we can assume without loss of generality that (v0, v1), (v1, v2) ∈ A(D). Since
(v2, v0) ∈ A(H), there exists w ∈ V (D) such that (v2, w) and (w, v0) are arcs
of D. If w = v1, we have that (v1, v2) is a symmetric arc in D and, therefore,
in H. On the other hand, if w 6= v1, then (w, v0, v1, v2, w) is a 4-cycle in
D, and from the main hypothesis we derive that (v0v1), (v1, v2) or both are
symmetric in H.

Suppose now that only (v0, v1) is an arc of D. Then there are vertices
v, w ∈ V (D) such that (v1, v), (v, v2), (v2, w) and (w, v0) are arcs of D. If
v = w, then (v0, v1, v, v0) is a triangle of D and the arc (v0, v1) is symmetric
in H. If v 6= w, then (v0, v1, v, v2, w, v0) is a 5-cycle in D, which at least has
four symmetric arcs. If one of those is (v0, v1), we are done. Otherwise, the
pairs (v1, v), (v, v2) and (v2, w), (w, v0) are symmetric. The �rst case implies
that (v1, v2) is symmetric and the latter that (v2, v0) is symmetric.

Finally, let us consider the case where none of the arcs in C is an arc of
D. Let u, v, w be vertices of D such that (v0, u), (u, v1), (v1, v), (v, v2), (v2, w)
and (w, v0) are arcs of D. If u = v2, it is easy to see that the both (v1, v2) and
(v2, v0) are symmetric arcs in H. The cases v = v0 and w = v1 are analogous.

Assume that the vertices u, v and w are di�erent from v0, v1 and v2. If
u = v = w, then every arc in C is symmetric. If u = v but u 6= w, then
(v0, v, v2, w, v0) is a 4-cycle and as such it has at least three symmetric arcs,
implying that (v0, v), (v, v2) or both are symmetric arcs in H. The cases
v 6= u = w and v = w 6= u are analogous. If u, v and w are all di�erent, then
Lemma 3.1.1 guarantees the existence of a symmetric arc in C.

�

Theorem 3.1.3. Let D be a digraph. If every directed cycle B in D has
at least 1

2
`(B) + 1 symmetric arcs, then every cycle in H = C2(D) has a

symmetric arc.

Proof. Let C be a cycle in H. We proceed by induction on the length of C.
The case when C has length three is covered by Lemma 3.1.2.
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Suppose then that C = (v1, v2, . . . , vn, v0) is an n-cycle in H. For every arc
(vi, vi+1) ∈ A(C)\A(D) there is a vertex vi(i+1) ∈ V (D) such that (vi, vij, vj)
is a directed path in D. If vi(i+1) 6= vj(j+1) for every i 6= j, and vi(i+1) 6= vj for
every 1 ≤ i, j ≤ n, then Lemma 3.1.1 gives us the existence of a symmetric
arc of C.

Thus, we can assume that vi(i+1) = vj for some 1 ≤ i, j ≤ n or that
vi(i+1) = vj(j+1) for some i 6= j. If vi(i+1) = v(i+1)(i+2) for some 1 ≤ i ≤ n, then
(vi, vi(i+1), vi+2) is a path of length two in D, implying that (vi, vi+2) ∈ A(H).
We can assume without loss of generality that i = 1, hence C ′ = (v1, v3) ∪
v3Cv1 is a cycle of length n − 1 in H, just as depicted in Figure 3.1. The
induction hypothesis implies that C ′ has at least one symmetric arc. If C ′ has
a symmetric arc other than (v1, v3), then C has a symmetric arc. Thus, we
can assume that (v1, v3) is a symmetric arc in H. We have two possibilities. If
(v3, v1) ∈ A(D), then (v1, v12, v3, v1) is a triangle in D. The main hypothesis
guarantees that (v1, v12) or (v12, v3) is symmetric, implying that (v1, v2) or
(v2, v3) is symmetric. If (v3, v1) /∈ A(D), there is a vertex w ∈ V (D) such
that (v3, w, v1) is a path in D. If w = v2 or w = v12, then (v1, v2) and (v2, v3)
are symmetric. Otherwise, (v1, v12, v3, w, v1) is a 4-cycle in D and has at least
three symmetric arcs. Hence, (v1, v12) or (v12, v3) is symmetric and, therefore,
(v1, v2) or (v2, v3) is a symmetric arc of C.

v1
v2

v3

v12

vjCv1

Figure 3.1: The case v12 = v23.

If vi(i+1) = vj for some 1 ≤ i, j ≤ n, then we can suppose that j /∈
{i − 1, i + 2}, otherwise (vi−1, vi) or (vi+1, vi+2) would be a symmetric arc
of C. Now, let 1 ≤ i 6= j ≤ n be such that vi(i+1) = vj(j+1) or vi(i+1) = vj
and |j − i| is minimum with this property. We can assume without loss of
generality that i = 1.

If v12 = vj(j+1) (see Figure 3.2), then we have already observed that
j = 2 implies the existence of a symmetric arc in H, so j ≥ 3. Let P be the
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walk obtained from v2Cvj by replacing every arc (vi, vi(i+1)) ∈ A(C) \ A(D)
with the path (vi, vi(i+1), vi+1) of D. Since we chose |j − i| minimum, P is a
path in D and C ′ = P ∪ (vj, v12, v2) is a cycle in D of length k + j, where
k = |A(v2Cvj) \ A(D)|. From the main hypothesis we derive that C ′ has at
least k+j

2
+ 1 symmetric arcs in D. If there is an arc (vi, vi+1) ∈ A(P )∩A(C)

that is symmetric in D, then we have found a symmetric arc of C. Otherwise,
we have k+j

2
+ 1 symmetric arcs in the remaining k + 1 pairs of arcs of C ′.

But, k ≤ j − 2 and hence k ≤ k+j−2
2

. We obtain that k + 1 ≤ k+j
2
. Hence,

the Pidgeonhole Principle implies that either a pair of arcs (vi, vi(i+1)) and
(vi(i+1), v(i+1)) of C

′ are symmetric in D or the arcs (vj, v12) and (v12, v2) are
symmetric in D. In the former case, the arc (vi, vi+1) is a symmetric arc of
C.

v1
v2

vj vj+1

v12

vjCv1

P

Figure 3.2: The case v12 = vj(j+1).

In the latter case, let us observe that (v1, v12, vj+1) is a path in D, and
hence C ′′ = (v1, vj+1) ∪ vj+1Cv1 is a directed cycle in H of length less than
n. Thus, we can derive from the induction hypothesis that C ′′ has at least
one symmetric arc. If such symmetric arc is not (v1, vj+1), then we have
already found a symmetric arc of C. So, (vj+1, v1) ∈ A(H), and we have
two cases. If (vj+1, v1) ∈ A(D), then (v1, v12, vj+1, v1) is a cycle of D. Hence,
the arcs (v1, v12) and (v12, vj+1) are symmetric in D. We can conclude that
(v2, v1) ∈ A(H) and (vj+1, vj) ∈ A(H). Thus, we may assume that there
is a vertex x ∈ V (D) such that (vj+1, x, v1) is a path in D. If x = v12,
then (v2, v12, v1) is a path in D, and (v2, v1) is a symmetric arc of H. If
x 6= v12, then (v1, v12, vj+1, x, v1) is a cycle in D. Again, at least one of the arcs
(v1, v12) or (v12, vj+1) is symmetric in D. This implies that (v2, v1) ∈ A(H)
or (vj+1, vj) ∈ A(H), as desired.

If v12 = vj (see Figure 3.3), then we have already observed that j ∈ {n, 3}
implies the existence of a symmetric arc of C. Thus, since D is loopless, we
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can consider j /∈ {1, 2, 3, n}. By an argument similar to the previous case, we
obtain the path P replacing every arc (vi, vi(i+1)) ∈ V (C)\V (D) for the path
(vi, vi(i+1), vi+1) in v2Cvj. And again, we construct the cycle C ′ = P ∪ (vj, v2)
in D of length k + j − 1, where k = |A(v2Cvj) \ A(D)|. Let us observe that
k ≤ j−2, thus k ≤ k+j−2

2
and k+1 ≤ k+j

2
. It follows from the main hypothesis

that there are at least k+j−1
2

+ 1 symmetric arcs in C ′. Let us observe that,

if the arc (vj, v2) is symmetric in D, then there are at least k+j−1
2

symmetric
arcs in P . But this implies that either there is an arc of A(v2Cvj) ∩ A(D)
that is symmetric in D, or that there exists i, with 2 ≤ i ≤ j − 1, such that
the arcs (vi, vi(i+1)) and (vi(i+1), v(i+1)) are symmetric in D. In any case, C
has at least one symmetric arc.

v1
v2

vj

P

Figure 3.3: The case v12 = vj.

Since in any case the cycle C has a symmetric arc, the result follows from
the Principle of Mathematical Induction.

�

Since every cycle of C2(D) has a symmetric arc, it is kernel perfect due
to Theorem 1.2.1. By applying Theorem 2.1.14 to the digraph D we get that
D has a 3-kernel. This is stated in the following corollary .

Corollary 3.1.4. Let D be a digraph. If every directed cycle B in D has at
least 1

2
`(B) + 1 symmetric arcs, then D has a 3-kernel.

3.2. 4-kernels

Now, we will now prove a similar result for 4-kernels. We need a few
previous technical lemmas to do so.

Observation 3.2.1. Let D be a digraph. If every directed cycle C in D has
at least 2

3
`(C) + 1 symmetric arcs, then every cycle with length at most �ve
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is symmetric. Also, every cycle of length greater than �ve than has at least
�ve symmetric arcs.

Lemma 3.2.2. Let D be a digraph such that every directed cycle C in D has
at least 2

3
`(C)+1 symmetric arcs and u, v ∈ V (D). If P is a directed uv-path,

Q is a directed vu-path and ‖P‖+ ‖Q‖ ≤ 5, then every arc in A(P ) ∪A(Q)
is symmetric.

Proof. Clearly, if ‖P‖ = 1 or ‖Q‖ = 1, the result follows from Observation
3.2.1. Let SP = V (P ) \ {u, v} and SQ = V (Q) \ {u, v}. Suppose that ‖P‖ =
2 = ‖Q‖. If SP ∩ SQ = ∅, we have the desired result by Observation 3.2.1.
If SP ∩ SQ 6= ∅, then Q is the path obtained by reversing the arrows of P ,
which means every arc in A(P ) ∪ A(Q) is symmetric.

Finally, assume without loss of generality that ‖P‖ = 3 and ‖Q‖ = 2.
Take P = (u, x, y, v) and Q = (v, z, u). If z = x, then (u, x) is symmetric and
(x, y, v, x) is a C3, which by 3.2.1 is symmetric. A similar argument works
when If z = y. In any case, every arc in A(P ) ∪ A(Q) is symmetric.

�

Lemma 3.2.3. Let D be a digraph such that every directed cycle C in D has
at least 2

3
`(C)+1 symmetric arcs and u, v ∈ V (D). If P is a directed uv-path,

Q is a directed vu-path and ‖P‖+ ‖Q‖ ≤ 6, then every arc in A(P ) ∪A(Q)
is symmetric but at most one.

Proof. The cases where ‖P‖+‖Q‖ ≤ 5 are covered by Lemma 3.2.3. Suppose
that ‖P‖ + ‖Q‖ = 6. If ‖P‖ = 1 or ‖Q‖ = 1, then PQ is a C6 and has at
least �ve symmetric arcs. Take SP = V (P )\{u, v} and SQ = V (Q)\{u, v}. If
SP ∩SQ = ∅, we have that uPvQu is a C6 the result follows directly. We can
thus assume that SP ∩ SQ 6= ∅. If ‖P‖ = 2 and ‖Q‖ = 4, take P = (u,w, v)
and Q = (v, x, y, z, u). If w = x, we have that the arc (v, x) is symmetric
and that (u, x, y, z, u) is a C5, so every arc in A(P ) ∪ A(Q) is symmetric. If
w = z, a similar argument yields the same result. If w = y, then (u, y, z, u)
and (v, x, y, v) are directed triangles, so they are symmetric and the results
follows.

Finally, suppose that ‖P‖ = 3 = ‖Q‖, P = (u, z, w, v) andQ = (v, x, y, u).
If z = y and w = x, then Q is the path obtained by reversing the arrows of
P , which means every arc in A(P )∪A(Q) is symmetric. If z = x and w = y,
then (u, x, y, u) and v, x, y, v are directed triangles, which are symmetric in
D. If z = y and w 6= x, then (u, y) is symmetric and (v, x, y, w, v) is a C4,
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hence every arc in A(P ) ∪ A(Q) is symmetric. Very similar arguments solve
the remaining cases.

�

Lemma 3.2.4. Let D be a digraph. If every directed cycle C in D has at
least 2

3
`(C) + 1 symmetric arcs then, every C3 in H = C3(D) has at least one

symmetric arc.

Proof. Let C = (v1, v2, v3, v1) be a 3-cycle of H. If A(C) ⊆ A(D), then
every arc of C is symmetric. If |A(C) ∩ A(D)| = 2, we can suppose that
(v2, v3), (v3, v1) ∈ A(D). Since (v1, v2) ∈ A(H) \ A(D), there is a path T of
length at most three from v1 to v2. Either v3 ∈ V (T ) or v3 /∈ V (T ). In any
case, the arc (v3, v1) is in a cycle in D of length at most �ve and therefore is
symmetric.

If |A(C) ∩ A(D)| = 1, we can assume that (v3, v1) ∈ A(D). Let T1 be the
v1v2-path of length at most three in D and T2 the v2v3-path of length at most
three in D. If v3 ∈ V (T1), then the arc (v3, v1) is in a cycle in D of length
at most three, implying it is symmetric. If v1 ∈ V (T2), then the arc (v2, v1)
is an arc of H, implying it is symmetric. Suppose that neither v3 ∈ V (T1)
nor v1 ∈ V (T2). If V (T1) ∩ V (T2) = ∅, then T1T2v1 is a C7 in D and has at
least 6 symmetric arcs, so either the arc (v3, v1) is symmetric or both (v1, v2)
and (v2, v3) are symmetric. If V (T1) ∩ V (T2) 6= ∅, then the arc (v3, v1) is in
a cycle in D of length at most �ve and it is therefore symmetric.

We can now assume that A(C)∩A(D) = ∅. Let Ti be the shortest vivi+1-
path of length at most three for 1 ≤ i ≤ n−1 and take Si = V (Ti)\{vi, vi+1}.
Also, let Tn be the shortest vnv1-path of length at most three and take Sn =
V (Tn) \ {v1, vn}. If Si ∩ V (C) 6= ∅ for some i ∈ {1, 2, 3}, then clearly C has
a symmetric arc.

Suppose now that Si ∩ Sj = ∅ for every i 6= j. In this case, Lemma
3.1.1 gives us the existence of a symmetric arc of C. Finally, we must check
what happens when there exist i 6= j such that Si ∩ Sj 6= ∅. We can assume
without loss of generality that i = 1 and j = 2. We must check all the di�erent
ways in which T1 and T2 can intersect. Notice that, since S1 ∩ S2 6= ∅, the
distance from v1 to v3 is at most four. If d(v1, v3) ≤ 3, then the arc (v1, v3)
is symmetric. It only remains to check when d(v1, v3) = 4. In this case, we
can assume that T1 = (v1, x1, y1, v2) and T2 = (v2, x2, y2, v3), where y1 = x2

and the remaining vertices are all di�erent. If S3 ∩ (S1 ∪ S2) = ∅, then
A = v1T1y1T2v3T3v1 is a cycle of length six or seven. If its length is six,
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the main hypothesis implies that A has at least �ve symmetric arcs. If its
length is seven, the main hypothesis implies that A has at least six symmetric
arcs. In either case, either (v1, v2) or (v2, v3) is symmetric by the Pidgeonhole
Principle.

Suppose that S3 ∩ (S1 ∪ S2) 6= ∅. First, take T3 = (v3, x3, v1). If x3 = x2,
then v1T1x2T3v1 is a C3 in D, it is symmetric in H and this means (v2, v1) ∈
A(H), so it is symmetric. If x3 = y2, then v1T1x2T2y2T3v1 is a C4 in D, which
is symmetric in H, (v2, v1) ∈ A(H), so it is a symmetric arc. If x3 = x1, an
argument analogous to the one used in the previous case shows that (v3, v2)
is a symmetric arc of H.

Finally, take T3 = (v3, x3, y3, v1). If y3 ∈ S1 ∪ S2, arguments analogous to
the ones used in the case where T3 has length two work. Thus, we can assume
that y2 /∈ S1 ∪ S2 and x3 ∈ S1 ∪ S2. If x3 = x2, then v1T1x2T3v1 is a C4 in D,
it is symmetric in H so (v2, v1) ∈ A(H), and (v1, v2) is symmetric. If x3 = y2,
then v1T1x2T2y2T3v1 is a C5 in D, it is symmetric in H, (v2, v1) ∈ A(H),
hence (v1, v2) is symmetric. Again, if x3 = x1, an argument analogous to the
previous one shows that (v3, v2) is symmetric.

�

Now, we can prove an analogue of Theorem 3.1.3 for 4-kernels. It is not
surprising, specially if one compares Lemma 3.1.2 and Lemma 3.2.4, that the
basic structure of the proof of Theorem 3.2.5 is very similar to the one of
Theorem 3.1.3. Nevertheless, working with 4-kernels means we have to work
with longer paths in the digraph, which involves a few di�culties that are
not present in the case of 3-kernels.

We will work with a cycle in the 4-closure of a digraph D and the paths in
D that originate the arcs in that cycle. The proof consists of four main parts.
First, we check what happens when all the paths are internally disjoint. This
is easy thanks to Lemma 3.1.1.

After that, we start working assuming that two of those paths are not
internally disjoint. We check what happens when those paths correspond to
consecutive arcs in the cycle in the second part. A special case, which we will
call an ω-con�guration, arises here.

Finally, we study the ω-con�gurations along with the case where the paths
correspond to arcs that are not consecutive in the cycle.

Theorem 3.2.5. Let D be a digraph. If every directed cycle B in D has
at least 2

3
`(B) + 1 symmetric arcs, then every cycle in H = C3(D) has a

symmetric arc.
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Proof. Let C be a cycle in H. We proceed by induction on the length of C.
The case when C has length three is covered by Lemma 3.2.4.

Suppose then that C = (v1, v2, . . . , vn, v0) is an n-cycle in H. For every
arc (u, v) ∈ A(C) there is a directed uv-path in D of length at most three
(possibly the same arc). For every 1 ≤ i ≤ n−1, let Ti be such directed path
and Tn be the directed path from vn to v1, and take Si = V (Ti)\{vi, vi+1} for
1 ≤ i ≤ n− 1 and Sn = V (Tn) \ {v1, vn}. If Si ∩ Sj = ∅ and Si ∩ V (C) = ∅
for every 1 ≤ i < j ≤ n, then Lemma 3.1.1 gives us the desired result.

If Si ∩ V (C) 6= ∅, then, for some 0 ≤ j ≤ n, there is a vj ∈ Si. Without
loss of generality, we can assume that |j − i| is minimum with such property
and that i = 1. This means (v1, vj) ∈ A(H). If j = n, then (v1, vn) ∈ A(H)
and it is symmetric. If j = 3, then (v3, v2) ∈ A(H) and it is symmetric.
Hence, we can assume that j /∈ {1, 2, 3, n}.

It is easy to see that (v1, vj) and (vj, v2) are arcs of H (Figure 3.4).
The cycle C ′ = v1vjCv1 is a cycle in H of length less than n, so it has a
symmetric arc by induction hypothesis. If such symmetric arc is and arc of
C, we are done. Otherwise, there is a directed path P of length at most
three from vj to v1. Since the length of the path v1T1vj is at most two, an
application of Lemma 3.2.2 with P and v1T1vj gives us that the arcs of v1T1vj
are symmetric. On the other hand, the cycle C ′′ = v2Cvjv2 is a cycle in H of
length less than n, hence it has a symmetric arc. We can assume that (vj, v2)
is the symmetric arc, otherwise we are done. Since (vj, v2) is symmetric, there
is a directed path Q from v2 to vj of length at most three. Again, applying
Lemma 3.2.2 to Q and vjT1v2 proves that the arcs of vjT1v2 are symmetric.
Since T1 = v1T1vjT1v2 and all its arcs are symmetric, we have that (v1, v2) is
a symmetric arc of C.

v1 v2 vj v1 v2 vj v1 v2 vj

vjCv1 vjCv1 vjCv1

v2Cvj v2Cvj v2Cvj

Figure 3.4: The case vj ∈ S1.

Suppose now that Si∩V (C) = ∅ for every i ∈ {1, 2, . . . , n} but Si∩Sj 6= ∅
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for some 1 ≤ i < j ≤ n. First, take the case where vi and vj are consecutive
vertices in the cycle. Without loss of generality, take i = 1 and j = 2. We
will check all the possible ways in which T1 and T2 can intersect.

Notice that every time d(v1, v3) ≤ 3 we will have that (v1, v3) ∈ A(H).
Hence, v1v3Cv1 is a cycle of length less than n and the induction hypothesis
gives us the existence of a symmetric arc which we can assume to be (v1, v3).
This is because we would have a symmetric arc of C otherwise. The fact that
(v1, v3) is symmetric implies there is a path P of length at most 3 from v3 to
v1. We will use this fact whenever we can in all the following cases.

If ‖T1‖ = 2 = ‖T2‖ (Figure 3.5). The only possible way in which they
can intersect is when T1 = (v1, x, v2) and T2 = (v2, x, v3). In this case,
Lemma 3.2.2 implies that (v1, x) is symmetric, so the arc v1, v2 is a
symmetric arc of C.

v1
v2

v3

x

Figure 3.5: ‖T1‖ = 2 = ‖T2‖.
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If ‖T1‖ = 2 and ‖T2‖ = 3 (Figure 3.6). Let T1 = (v1, x, v2) and T2 =
(v2, y, z, v3).

If y = x, then take Q = (v1, x, z, v3). By applying Lemma 3.2.3 we deri-
ve that either (v1, x) is symmetric, in which case (v1, v2) is a symmetric
arc of C, or both (x, z) and (z, v3) are symmetric, implying that (v2, v3)
is a symmetric arc of C.

If z = x, then take Q = (v1, z, v3). Here, Lemma 3.2.2 gives us that
(v1, x) is symmetric, (v2, y, x, v1) is a path of length 3 and therefore the
arc (v1, v2) is symmetric.

v1
v2

v3

z
x

v1
v2

v3

x

y

Figure 3.6: ‖T1‖ = 2 and ‖T2‖ = 3.

If ‖T1‖ = 3 and ‖T2‖ = 2. This is very similar to the previous case. Let
T1 = (v1, x, y, v2) and T2 = (v2, z, v3).

If z = y, take Q = (v1, x, y, v3). If we use Lemma 3.2.2 we can see that
either both arcs in (v1, x, y) are symmetric, and hence the arc (v1, v2)
is a symmetric arc of C, or (z, v3) is symmetric, implying (v2, v3) is a
symmetric arc in C.

If z = x, then Q = (v1, x, v3). Lemma 3.2.2 guarantees that every arc
in Q is symmetric, so (v2, x, v1) is a directed path in D and, therefore,
the arc (v1, v2) is symmetric.

If ‖T1‖ = 3 = ‖T2‖. Let T1 = (v1, x, y, v2) and T2 = (v2, z, w, v3).

If z = x and w = y(Figure 3.7 (a)), take Q = (v1, x, y, v3). Now, Lemma
3.2.3 guarantees that either (v1, x) or (y, v3) is symmetric. In the �rst
case we have that (v2, x, v1) is a path in D and (v1, v2) is symmetric.
In the second case, (v3, y, v2) is a path in D and (v1, v2) is symmetric.

If z = y and w = x (Figure 3.7 (b)), take Q = (v1, x, v3) and apply
Lemma 3.2.2. We get that (v1, x) is symmetric and this means (v1, v2)
is a symmetric arc of C.
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v1
v2

v3

x
y

(a) (b)

v1
v2

v3

x
y

Figure 3.7: ‖T1‖ = 2 and ‖T2‖ = 3.

If z = x and w 6= y (Figure 3.8 (a)), take Q = (v1, x, w, v3) . Notice
that (x, y, v2, x) is a C3 of D, so it is symmetric. Applying now Lemma
3.2.3 gives us that either (v1, x) is symmetric, implying that (v1, v2) is
a symmetric arc of C, or both (z, w) and (w, v3) are symmetric, hence
(v2, v3) is a symmetric arc of C.

If z 6= x and w = y (Figure 3.8 (b)), take Q = (v1, x, y, v3). In a way
similar to the previous case, (v2, z, y, v2) is a C3 of D, so it is symmetric.
An application of Lemma 3.2.3 gives us that either (v1, v2) or (v2, v3)
is a symmetric arc of C.

If z 6= y and w = x (Figure 3.8 (c)), we have Q = (v1, x, v3). He-
re, an application of Lemma 3.2.2 gives us that (v1, x) is symmetric.
This means that (v2, z, x, v1) is a path in D and therefore (v1, v2) is
symmetric.
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v1
v2

v3

x

y

w

(a) (b)

(c)

v1
v2

v3

x y

z

v1
v2

v3

x

yz

Figure 3.8: ‖T1‖ = 3 = ‖T2‖

The only remaining case is when T1 = (v1, x, y, v2), T2 = (v2, z, w, v3) and
we have z = y and w 6= x. Let use call this case an ω con�guration and say
that T1 and T2 intersect in an ω con�guration. The arcs (x, y) and (y, w) will
be called the inner arcs of the ω con�guration formed by T1 and T2, and we
will use ι(T1, T2) to denote the set {(x, y), (y, w)}. The symmetric arc (v2, y)
will be called the spike of the ω con�guration (see Figure 3.9)formed by T1

and T2 and we will use σ(T1, T2) to denote the set {(v2, y), (y, v2)}. The arcs
(v1, x) and (w, v3) will be called the outer arcs and the set {(v1, x), (w, v3)}
will be denoted by ε(T1, T2).

v1 v2 v3

x y w

Figure 3.9: The ω con�guration.

Since in this case we do not have a directed path from v1 to v3 of length less
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than 3, we must proceed in a di�erent manner. We can assume that whenever
there are Ti and Tj such that Si ∩ Sj 6= ∅ either there are i ≤ l1 < l2 ≤ j
such that Sl1 ∩ Sl2 6= ∅ with i 6= l1 or j 6= l2, or vi and vj are consecutive in
C and the intersection between Ti and Tj is a ω con�guration.

Let I = {vk, vk+1, . . . , vk+t} a set of consecutive vertices of the cycle C,
where the subscripts are taken in the natural way induced by the cycle. We
say that I is a ω-block if the following conditions are satis�ed:

1. (vr, vr+1) /∈ A(D).

2. The intersection between Tr and Tr+1 is a ω con�guration for every
k ≤ r ≤ k + t.

3. Either (vk−1, vk) ∈ A(D) or Sk−1 ∩ Sk = ∅.

4. Either (vk+t, vk+t+1) ∈ A(D) or Sk+t ∩ Sk+t+1 = ∅.

An ω-block I = {vk, vk+1, . . . , vk+t} will be called proper if Si ∩ Sj = ∅
when i and j are not consecutive, like in Figure 3.10. Otherwise, I will be
called improper. An example of an improper ω-block can be seen in Figure
3.11). Clearly, improper ω-blocks have at least four vertices.

v1 v2 v3 v4 v5vn v6

Figure 3.10: The set {v1, v2, v3, v4, v5} is a proper ω-block.

v1 v2 v3

a b

v4 v5

c

vn v6

Figure 3.11: The set {v1, v2, v3, v4, v5} is an improper ω-block.
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Let I = {vk, vk+1, . . . , vk+t} be an improper ω-block. This means that
there are integers k1, k2 such that k ≤ k1 < k1 + 1 < k2 ≤ k + t and
Sk1 ∩ Sk2 6= ∅. We can assume that k2 − k1 is minimum with such property
and that k1 = 1 and k2 = j. Let T1 = (v1, x, y, v2) and Tj = (vj, z, w, vj+1).
Since z ∈ Tj−1, the minimality of j − 1 guarantees that z /∈ {x, y}. This
means that either w = x or w = y.

If w = x, take the cycle B in D that is induced by the arc set {(z, x)}∪E,
where

E =

j−1⋃
r=1

ι(Tr, Tr+1).

Since 2 < j, we have that E 6= ∅. In Figure 3.11, the cycle (a, b, c, a)
is the cycle B. If `(B) ≤ 5, then B is symmetric and and every arc in E is
symmetric, so the arc (v2, v3) is a symmetric arc in C. If `(B) ≥ 6, then it has
at least �ve symmetric arcs. Clearly |A(B) \ E| = 1, so there is a symmetric
arc in E and, therefore, a symmetric arc in C. The case where x = y is
analogous.

From now on, we can assume that if two consecutive vertices vi, vi+1

satisfy Si ∩ Si+1 6= ∅, then Ti and Ti+1 intersect in a ω con�guration and
there exists an ω-block I such that vi, vi+1 ∈ I. Also, we can suppose that
every ω-block is proper.

First, suppose that whenever there are Ti and Tj such that Si ∩ Sj 6= ∅,
we have i + 1 = j (with indices taken in the natural way along the cycle).
Clearly, this means that for every arc (vi, vi+1) ∈ A(C), exactly one of the
following conditions is ful�lled:

(vi, vi+1) ∈ A(D).

Si ∩ Sj for every j 6= i.

There is 6 an ω-block I such that vi, vi+1 ∈ I.

Let L,K,Ω,O and α be de�ned as follows:

L = |{Ti : 2 ≤ i ≤ j, ‖Ti‖ = 3}|.

K = |{Ti : 2 ≤ i ≤ j, ‖Ti‖ = 2}|.

Ω is the set of all the ω-blocks contained in V (C).
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O = |Ω|.

α = {(x, y) ∈ A(C) \ A(D) : {x, y} 6⊂ I, I ∈ Ω}.

It is easy to see that B, the cycle induced by

[A(C) ∩ A(D)] ∪

 ⋃
(vi,vi+1)∈α

A(Ti)

 ∪ [⋃
I∈Ω

ιI

]
∪
[⋃
I∈Ω

εI

]
,

has length n+ 2O + 2L + K.
Since O + L ≤ n and O + L + K ≤ n, we have the following inequalities:

2O + 2L + K ≤ 2n

6O + 6L + 3K ≤ 2n+ 4O + 4L + 2K

2O + 2L + K ≤ 2

3
(n+ 2O + 2L + K)

The main hypothesis implies that B has at least 2
3

(n+ 2O + 2L + K)+1
symmetric arcs, so C has at least one symmetric arc.

Suppose now that there are positive integers i, j such that Si ∩ Sj 6= ∅
and 1 ≤ i < j < n. Again, we must check every way in which Si and Sj may
intersect. Suppose that j − i is minimum with these properties and, without
loss of generality, that i = 1. First, let us check the most direct cases.

1. If ‖T1‖ = 2 = ‖Tj‖ (Figure 3.12). The only possible way in which
they can intersect is when T1 = (v1, x, v2) and Tj = (vj, x, vj+1). Let
P1 = (v1, x, vj+1) and P2 = (vj, x, v2). Clearly, the arcs (vj, v2) and
(v1, vj+1) are arcs of H. Take B1 = v1vj+1Cv1 and B2 = v2Cvj+1v2.
Clearly, B1 and B2 have length less than n and, by induction hypothesis,
they have a symmetric arc. We can assume that the symmetric arc in
B1 is (v1, vj+1) and the one in B2 is (vj, v2), since otherwise we would
have a symmetric arc in C. This means that there is a directed vj+1v1-
path and a directed v2vj- path in D. Let us call them Q1 and Q2

respectively. Now, applying Lemma 3.2.2 gives us that the arcs in T1

and Tj are symmetric, so (v1, v2) and (vj, vj+1) are symmetric arcs in
C.
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v1
v2

vj vj+1

v12

vj+1Cv1

v2Cvj

Figure 3.12: The case ‖T1‖ = 2 = ‖Tj‖.

2. If ‖T1‖ = 2 and ‖Tj‖ = 3. Let T1 = (v1, x, v2) and Tj = (vj, y, z, vj+1).

If x = y (see Figure 3.13 (a)), then we can see that the arcs (vj, x)
and (x, v2) are symmetric arcs of D just like in the previous case. Now,
since the arc (v1, vj+1) ∈ A(H), we have that B1 = v1vj+1Cv1 is a cycle
of length less than n, so it has a symmetric arc and we can assume
it is (v1, vj+1). Hence, there is a path Q1 from vj+1 to v1 of length at
most three. By applying Lemma 3.2.3, we get that either (v1, x) is a
symmetric arc of D and so (v1, v2) is a symmetric arc in C, or both
(x, y) and (y, vj+1) are symmetric arcs of D and thus (vj, vj + 1) is a
symmetric arc in C. The case x = z (Figure 3.13 (b))is very similar.

v1 v2 vj

x

z

vj+1

(a) (b)

v1 v2 vj

x

y

vj+1

vj+1Cv1 vj+1Cv1

Figure 3.13: ‖T1‖ = 2 and ‖T2‖ = 3.

3. If ‖T1‖ = 3 and ‖Tj‖ = 2. Let T1 = (v1, x, y, v2) and Tj = (vj, z, vj+1).
This case is similar to the previous one.

4. If ‖T1‖ = 3 = ‖Tj‖. Let T1 = (v1, x, y, v2) and Tj = (vj, z, w, vj+1).

----------
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If z = y and w = x (Figure 3.14). Here, we have that (v1, vj+1), (vj, v2) ∈
A(H). By taking B1 = v1vj+1Cv1 and B2 = v2Cvjv2 we can show that
the arcs (v1, x), (x, vj+1), (vj, y) and (y, v2) are symmetric arcs of D just
like we did before, so both arcs (v1, v2) and (vj, vj+1) are symmetric arcs
in C.

v1 v2 vj

x

y

vj+1

vj+1Cv1

v2Cvj

Figure 3.14: The case z = y and w = x.

If z 6= y and w = x (Figure 3.15). Here we have (v1, vj+1), (vj, x), (x, v2) ∈
A(H). By taking B1 = v1vj+1Cv1 we can conclude that (v1, x) is a sym-
metric arc in D. Now, take B2 = vjxv2Cvj. It is easy to see that B2

has length less than n, so it has a symmetric arc. Again, we can assume
that the symmetric arc is either (vj, x) or (x, v2). If (vj, x) is symmetric,
there is a directed path from x to vj of length at most three in D. Let Q
be such directed path. Here, Lemma 3.2.2 guarantees that both (vj, z)
and (z, x) are symmetric arcs in D, and so (vj, vj+1) is a symmetric arc
in C. The case where If (x, v2) is symmetric is analogous.

If z = y and w 6= x (see Figure 3.16). This case is solved similarly to
the case z 6= y and w = x.
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v1 v2 vj

x

y

vj+1

z

vj+1Cv1

v2Cvj

Figure 3.15: The case z 6= y and w = x.

v1 v2 vj

x

y

vj+1

w

vj+1Cv1

v2Cvj

Figure 3.16: The case z = y and w 6= x.

The three remaining cases are z = x and w = y, z 6= x and w = y and
�nally z = x and w 6= y . This con�gurations are depicted in Figure 3.17 (a),
(b) and (c), respectively. It is straightforward to check that the result is true
when j = 3 or j = n− 1, so we can assume that 3 < j < n− 1.

Notice that if S1∩S2 6= ∅ and Sj−1∩Sj 6= ∅, the T1 and T2 intersect in an
ω-con�guration, just like Tj−1 and Tj. Here, the minimality of j − 1 implies
that the only possible case is w = x and z 6= y, which is already covered.
This means that S1∩S2 6= ∅ and Sj−1∩Sj 6= ∅ cannot occur simultaneously.

Also, if either S1 ∩ S2 6= ∅ or Sj−1 ∩ Sj 6= ∅, then the case z = x and
w = y is excluded due to the minimality of j − 1.

First, suppose that S1 ∩ S2 6= ∅ and therefore T1 and T2 intersect in an
ω-con�guration. Let T2 = (v2, y, u, v3).

If z = x and w 6= y, we have that (v1, vj+1), (vj, y), (y, v3) ∈ A(H). Let
B1 = v1vj+1Cv1 and B2 = vjyv3V vj. Since B1 and B2 are cycles with length
less than n, each has a symmetric arc.
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Figure 3.17: The three remaining cases.

If an arc of B2 other than (vj, y) or (y, v3) is symmetric, we are done, thus
we can consider that one of them is the symmetric arc. If (y, v3) is symmetric,
then there is a directed path of length at most three from v3 to y. Call that
directed path P . If we take Q = (y, u, v3), we have that the arcs (y, u) and
(u, v3) are symmetric arcs in D thanks to Lemma 3.2.2, so the arc (v2, v3) is a
symmetric arc in C. Hence, assume that (vj, y) is symmetric. In an analogous
way, we get that (vj, x) and (x, y) are symmetric arcs in D.

We can assume that the symmetric arc in B1 is (v1, vj+1), since otherwise
we would be done. This means there is a directed path from vj+1 to v1 in D,
so by Lemma 3.2.3 we have that either (v1, x) is symmetric or both (x,w)
and (w, vj+1) are. In the former case, we have (v1, v2) is a symmetric arc in
C. In the later, we get that (vj, vj+1) is the symmetric in C.

If z 6= y and w = x, we also have that (v1, vj+1), (vj, y), (y, v3) ∈ A(H).
Again, take B1 = v1vj+1Cv1 and B2 = vjyv3Cvj and, by the same reasons,
assume that the symmetric arc in B1 is (v1, vj+1), and either (vj, y) or (y, v3)
is the symmetric arc in B2.

In this case, Lemma 3.2.2 guarantees that both (v1, x) and (x, vj+1) are
symmetric arcs in D. In the same way as in the previous case, if (y, v3) is
symmetric, then (v2, v3) is a symmetric arc in C. On the other hand, if (vj, y)

o~o 

/X\ 
o 0-- ----}oO O 
t ' 

/i/~o~ 
O O------}oO O 
t ' , 
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is symmetric, Lemma 3.2.3 gives us that either (x, y) is a symmetric arc in
D and thus (v1, v2) is a symmetric arc in C, or both (vj, z) and (z, x) are
symmetric in D, implying that (vj, vj+1) is a symmetric arc in C.

Now, suppose that Sj−1 ∩ Sj 6= ∅ and Tj−1 and Tj intersect in an ω-
con�guration. Let Tj−1 = (v2, u, z, v3). It cannot be that z = x, because it
would contradict the minimality of j − 1. So it remains to see what happens
when z 6= x and w = y. In this case, we have that (vj−1, z), (z, v2), (v1, vj+1) ∈
A(H). Take B1 = v1vj+1Cv1 and B2 = vj−1zv2Cvj−1. Both B1 and B2 have
a symmetric arc, and we can assume that (v1, vj+1) is the symmetric arc in
B1 and the one in B2 is either (vj−1, z) or (z, v2).

If (vj−1, z) is the symmetric arc in B2, then an application of Lemma 3.2.2
yields that (vj−1, vj) is a symmetric arc in C. If (z, v2) is the symmetric arc
in B2, again Lemma 3.2.2 gives us that (z, y) and (y, v2) are a symmetric arcs
in D.

On the other hand, since (v1, vj+1) is the symmetric arc in B1, applying
Lemma 3.2.3 shows that either (y, vj+1) is a symmetric arc in D and thus
(vj, vj+1), or both (v1, x) and (x, y) are symmetric arcs in D, hence (v1, v2).

For the last part of the proof, we can assume that S1 ∩ S2 = ∅ and
Sj−1 ∩ Sj = ∅. The observation about proper ω-blocks that will be the key
for the following arguments is this: if one arc in ιI is symmetric, then there
is a symmetric arc in C.

Notice that in the three remaining cases there is a directed path from vj
to v2 of length three contained in A(T1) ∪ A(Tj). Call it P . There is as well
a path of length three from v1 to vj+1 contained in A(T1) ∪A(Tj), which we
will call Q. Also there are i, k such that 1 < i < k < j and Si ∩Sk 6= ∅, then
i + 1 = k and there is a proper ω-block I such that i, k ∈ I and I ⊆ V (C ′),
where C ′ = C[{v2, v3, . . . , vj−1}]. Just like before, this means that for every
(vi, vi+1) ∈ A(C ′) exactly one of the following conditions is ful�lled:

(vi, vi+1) ∈ A(D).

Si ∩ Sj = ∅ for every j 6= i.

There is an ω-block I such that vi, vi+1 ∈ I.

Let L,K,Ω,O and α be de�ned as follows:

L = |{Ti : 2 ≤ i ≤ j, ‖Ti‖ = 3}|.

K = |{Ti : 2 ≤ i ≤ j, ‖Ti‖ = 2}|.
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Ω be the set of all the ω-blocks contained in V (C ′).

O = |Ω|.

α = {(x, y) ∈ A(C ′) : {x, y} 6⊂ I, I ∈ Ω}.

Simple calculations show that the cycle induced by

[A(C ′) ∩ A(D)] ∪

 ⋃
(vi,vi+1)∈α

A(Ti)

 ∪ [⋃
I∈Ω

ιI

]
∪
[⋃
I∈Ω

εI

]
∪ A(P ),

which we will call B2, has length `(B2) = j + K + 2L + 2O + 1.
Since O + L ≤ j − 2 and O + L + K ≤ j − 2, we have the following

inequalities:

K + 2L + 2O ≤ 2j − 4

3K + 6L + 6O ≤ 2j + 2K + 4L + 4O− 4

K + 2L + 2O ≤ 2

3
(j + K + 2L + 2O− 2)

K + 2L + 2O ≤ 2

3
(j + K + 2L + 2O)− 4

3

K + 2L + 2O ≤ 2

3
(j + K + 2L + 2O + 1− 1)− 4

3

K + 2L + 2O ≤ 2

3
(j + K + 2L + 2O + 1)− 2

3
− 4

3

K + 2L + 2O ≤ 2

3
(j + K + 2L + 2O + 1)− 2

By adding 3 to the right side of the inequality, we get

K + 2L + 2O ≤ 2

3
(j + K + 2L + 2O + 1)− 2 + 3

≤ 2

3
(j + K + 2L + 1) + 1
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which is the lower bound for the number of symmetric arcs in D of the
cycle B. If an arc other than the ones in A(P ) is symmetric, then C has a
symmetric arc. Hence, assume that the three symmetric arcs of B2 are the
ones in A(P ).

On the other hand, consider the cycle B1 = v1vj+1Cv1. It has length lesser
than n, so it has a symmetric arc and we can assume it is v1, vj+1. Here, an
application of Lemma 3.2.3 yields that at least two arc in Q are symmetric.
It is very simple now to verify that the symmetric arc in P plus the two
symmetric arcs in Q guarantee the existence of a symmetric arc in C.

�

Again, the fact that every cycle of C3(D) has a symmetric arc implies it
is kernel perfect due to Duchet's result. By applying Theorem 2.1.14 to the
digraph D we get that D has a 4-kernel, so we have the following result:

Corollary 3.2.6. Let D be a digraph. If every directed cycle B in D has at
least 2

3
`(B) + 1 symmetric arcs, then D has a 4-kernel.

3.3. Is it true for k-kernels?

Now, we propose the following conjecture for the general case:

Conjecture 3.3.1. If every directed cycle B in a digraph D has at least
k−2
k−1

`(B) + 1 symmetric arcs, then D has a k-kernel.

It is convenient now to give examples to see the importance of the +1
in the bound for the number of symmetric arcs since it is necessary for the
result to be true. Let k be an integer, with k ≥ 3 and Vk, Uk and Wk be
disjoint sets with k − 1 elements. We will use vi, ui and wi to denote its
elements, respectively, for 1 ≤ i ≤ k − 1. Let E = ev, fv, eu, fu, ew, fw be a
set disjoint of Vk, Uk and Wk.

Let Hk be the digraph such that its vertex set is V (Hk) = Vk∪Uk∪Wk∪E
and its arc set is formed by:

The arcs (vi, vi+1), (ui, ui+1) and (wi, wi+1), for every 1 ≤ i ≤ k − 2.

The arcs (vi, vi−1), (ui, ui−1) and (wi, wi−1), for every 2 ≤ i ≤ k − 1.

The arcs (vk−1, u1), (uk−1, w1) and (wk−1, v1).
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Figure 3.18: The digraph H3
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Figure 3.19: The digraph H4

The arcs (sk−1, es) and (es, fs), for every s ∈ {v, u, w}.

Notice that the only cycle in Hk of length greater than two is C =
(v1, v2, . . . , vk−1, u1, u2, . . . , uk−1, w1, w2, . . . , wk−1, v1) and has length 3(k−1)
and has exactly 3(k− 2) = k−2

k−1
(3(k− 1)) = k−2

k−1
`(C) symmetric arcs. Nevert-

heless, Hk has no k-kernel.

• 
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Proposition 3.3.2. The digraph Hk has no k-kernel.

Proof. Suppose that K is a k-kernel of Hk. Clearly, {fv, fu, fw} ⊆ K, since
they are the sinks of Hk. The sinks of Hk clearly (k− 1)-absorb every vertex
in V (Hk) except v1, u1 and w1, so at least one of them must be included in K.
Thanks to the symmetry of Hk, we can assume that v1 ∈ K. Since d(w1, v1) =
k− 1, we have that w1 is (k− 1)-absorbed by v1. Since d(v1, u1) = k− 1, the
vertex u1 cannot be included in K, but neither is it (k − 1)-absorbed by a
vertex in K, contradicting the fact that K was a k-kernel of Hk.

�

This shows that a digraph D such that every cycle of D has at least
k−2
k−1

`(C) symmetric are does not necessarily have a k-kernel, which shows
that we cannot drop the +1 in the hypothesis.



Conclusions

The results obtained in the second chapter show that bounding the length
of the cycles in a digraph not only does not guarantee the existence of a k-
kernel, but that determining if a given digraph has one is still very complica-
ted, algorithmically speaking. Nonetheless, in [6] it is proven that a digraph
that contains only cycles of length 3 has a 3-kernel. This points towards a
line of research that seems to be very interesting.

By analyzing the proof of Theorem 3.2.5, it becomes clear that we need to
�nd a new strategy if we want to prove the proposed conjecture. It is not hard
to see that several ω-like con�gurations will emerge if the same technique is
used to study other particular cases of the conjecture, as well as the general
case.

However, provided the conjecture is true, it may become a very useful
tool in the study of k-kernels. A possible line of work, side by side with the
conjecture, is to �nd (whenever possible) generalizations to k-kernels of the
results that make use of Duchet's.
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