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Abstract Recent reports have shown that the molecular
mechanisms involved in root stem-cell niche development

in Arabidopsis thaliana are complex and contain several

feedback loops and non-additive interactions that need to
be analyzed using computational and formal approaches.

Complex systems cannot be understood in terms of the

behavior of their isolated components, but they emerge as a
consequence of largely non-linear interactions among their

components. The study of complex systems has provided a

useful approach for the exploration of system-level char-
acteristics and behaviors of the molecular networks

involved in cell differentiation and morphogenesis during

development. We analyzed the complex molecular net-
works underlying stem-cell niche patterning in the A. tha-
liana root in terms of some of the key dynamic traits of

complex systems: self-organization, modularity and struc-
tural properties. We use these analyses to integrate the

available root stem-cell niche molecular mechanisms data

and postulate novel hypotheses, missing components and
interactions and explain apparent contradictions in the

literature.

Keywords Root stem-cell niche ! Arabidopsis thaliana !
Gene regulatory networks ! Complex systems !
Self-organization ! Modularity

Introduction

Located at the tip of the root, the root stem-cell niche

(RSCN) sustains the development and growth of all below-
ground tissues. Given its anatomical simplicity and acces-

sibility, the Arabidopsis thaliana RSCN has become an

excellent model system. The RSCN has been amenable to
cellular and molecular genetic analyses unraveling a pleth-

ora of molecular regulatory mechanisms (MRMs) involved

in maintaining its pattern and functionality. Partially due to
the lack of data, until recently, most of the RSCN MRMs

were understood as fragmented and isolated processes that

were many times assumed to exhibit a linear relationship
between genotype and phenotype. For example, currently,

the identity and location of the RSCN is explained by the

intersection of the expression patterns of a small set of
transcription factors (Aida et al. 2004). However, recent

findings reveal that a complex network composed of many

interacting elements underlie RSCN patterning.
In her great introductory book to complexity, Mitchell

(2009) described a complex system as ‘‘…a system that
exhibits nontrivial emergent and self-organizing behaviors’’.

Indeed, complex systems comprise feedback loops and other

non-linear interactions that produce the emergence of often
non-intuitive behaviors that without the use of theoretical

approaches seem impenetrable and many times preclude

clear interpretations of the experimental data. The RSCN
regulatory network involves several components interacting

in non-linear ways. This does not mean that actual approa-

ches are not useful; instead, systematic and integrative
approaches can complement detailed analyses of particular

molecular components, improving our understanding of the

system. Such integrative approaches become more relevant
if we consider that complex networks have systemic key

structural and dynamic properties, such as self-organization
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and modularity, which cannot be understood by character-

izations of isolated components.
Theoretical and computational approaches are necessary

to study complex systems, like biological systems, affording

the verification, prediction, and deeper understanding of
experimental data with a more integral and systemic view

(Strogatz 2001; Kitano 2002). While we will not review the

many different tools available (But see: Alvarez-Buylla et al.
2007; Ay and Arnosti 2011), we will focus on the conceptual

integration of experimental and theoretical approacheswhile
analyzing the MRMs of RSCN patterning. To do this, we

will describe some key properties, namely self-organization,

modularity, and some structural and dynamic network
properties, to guide the integrative description of the RSCN

MRMs, detect missing components and interactions and

provide novel hypotheses and plausible explanations for
apparently contradictory data. Importantly, apart from the

functional modularity and auxin-transport self-organization

properties (Azpeitia et al. 2010;Mironova et al. 2010; Leyser
2011), the properties that we will describe have not been

explicitly tested in the RSCN. However, the available data

suggest that a robust complex molecular network with cer-
tain structural and dynamic characteristics, which are typical

of complex networks, underlies RSCN patterning. More-

over, some of these properties appear to be generic to pre-
viously characterized MRMs (Barabási and Oltvai 2004;

Kitano 2007).

In this review, first, we briefly describe the RSCN and the
current explanation of how theRSCN ismaintained.We then

analyze the structural and dynamic characteristics of the

RSCN MRMs with regard to complex systems approaches
with a particular focus on network theory. Our analysis

enabled us to propose novel explanations and propose

experimentally verifiable predictions. For example, this
approach is useful for uncovering and understanding the

specific mechanisms of cell patterning, regenerative capac-

ity and the maintenance of stem cells (SC) in the system
under study. Finally, we discuss the implications and future

directions of the ideas presented here.

The RSCN

All primary tissues of the root develop from the RSCN.

The RSCN consists of a small group of cells with low

division rates called the quiescent center (QC), which are
surrounded by a cell layer composed of four different cell

types of initial or SCs (Fig. 1; Dolan et al. 1993). The QC

is necessary for SC maintenance because its ablation or
malfunction produces premature SC differentiation, RSCN

consumption, and, finally, if not reestablished, root deter-

minacy (van den Berg et al. 1995; van den Berg et al. 1997;
Xu et al. 2006; Sarkar et al. 2007).

Multiple MRMs are involved in RSCN maintenance, and

the most important MRMs identified thus far include the
following: (1) The regulatory interactions sustained among

the GRAS family transcription factors SHORTROOT (SHR)
and SCARECROW (SCR) and a few additional genes, (2) the
interplay between the redundant transcription factors

PLETHORA1 (PLT1), 2, 3, BBM, and the auxin signaling

pathway, (3) the CLAVATA LIKE40 (CLE40) and
WUSCHEL RELATED HOMEOBOX5 (WOX5) MRM, (4)

many hormonal signaling pathways in addition to the auxin
signaling pathway and (5) epigenetic mechanisms (reviewed

in Scheres 2007; Benková and Hejátko 2009; Shen and Xu

2009; Sablowski 2011).
Molecular genetic approaches have suggested that the

identity and location of the RSCN depends on the inter-

section of the SHR, SCR and PLT protein domains (Aida
et al. 2004) and the negative regulation of the WOX5 QC

identity marker by CLE40 (Stahl et al. 2009). Because the

PLT transcriptional and protein domains depend on the
auxin concentration (Aida et al. 2004; Zhou et al. 2010), the

maximum auxin concentration coincides with the QC

location (Brunoud et al. 2012), and auxin signaling, trans-
port and metabolism modifications alter the RSCN (Ding

and Friml 2010), auxin is assumed to have a fundamental

role in RSCN specification. Finally, epigenetic mechanisms
modulate the expression location and level of, at least, the

SCR and PLT genes (Shen and Xu 2009). We recently

published a model that demonstrated that the concerted
action of at least the first three MRMs mentioned above, and

not the isolated activity of any such MRMs, is necessary to

understand how the RSCN is specified and maintained
(Azpeitia et al. 2010). Importantly, our results suggested

that the characterized RSCN regulatory network is incom-

plete because the model was not capable of reproducing
important processes observed in the RSCN such as its

robustness. We believe that a complex systems perspective

such as the one used here may be used to propose the
missing components and interactions necessary for the

production of the RSCN observed systemic behaviors and

aid in the achievement of a better understanding of the
properties of the MRMs underlying the RSCN.

Complex system approaches to RSCN patterning

We now use a complex systems-based approach to analyze
the integrated action of the above mentioned MRMs during

RSCN patterning and study some systems-level traits and

behaviors of the integrated network. We also discuss
whether such a systematic and integrative approach reveals

novel predictions to be tested experimentally or innovative

approaches towards understanding how the cellular pat-
terns and organization of the RSCN emerge.
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Structural network-based study of the RSCN MRM

A network is composed of components called nodes that
are connected through edges. In molecular regulatory net-

works, the nodes usually represent genes, proteins or

molecules (e.g., hormones), while the edges represent
regulatory interactions (reviewed in Barabási and Oltvai

2004; Albert 2007).

The most basic structural features of networks are their
degree (also called connectivity) and degree distribution.

The connectivity or degree k refers to the number of direct

links that one node has with the other nodes of the network,
while the degree distribution P(k) refers to the probability

that a randomly selected node has a specific degree k. Many

biological networks follow a power law degree distribution
(Babu et al. 2004) or a similar long-tail distribution. A

power law degree distribution means that P(k) & Ak-k,

where A is a normalization constant and k is the degree
exponent. Networks with a power law degree distribution

are also known as scale-free networks. As observed with the

degree distribution, in scale-free networks, there are many
low degree nodes, while a few of the nodes, known as hubs,

have high degrees (Barabási and Oltvai 2004; Albert 2007).

Because of their high connectivity, hubs have been proposed
as important nodes for network functionality, connecting

nodes that can participate in different processes and bringing

together the network as a whole (Barabási and Oltvai 2004).
Although we lack a large enough network structure or

architecture for RSCN patterning to allow for statistical

analyses of the degree distribution, more than one of the
genes involved in RSCN maintenance are probably hubs.

For example, SHR and SCR regulate hundreds of genes

(Sozzani et al. 2010), a fact that is reflected by the many

processes in which they are involved apart from RSCN

maintenance such as root regeneration (Xu et al. 2006;
Sena et al. 2009), lateral root development (Lucas et al.

2011), cell cycle (Sozzani et al. 2010), root radial pat-

terning (Helariutta et al. 2000), middle cortex formation
(Cui and Benfey 2009), vascular development (Carlsbecker

et al. 2010; Cui et al. 2011) and stress response (Cui et al.

2012).
Scale-free networks present the small-world propertiy.

The small-world property refers to the shortest possible

path to travel from a node to any other node using only
directly linked network nodes (Watts and Strogatz 1998).

In small-world networks, nodes are connected to each other
through a short path. Importantly, the small-world property

has been reported in biological networks (Wagner and Fell

2001). Most of the MRMs involved in RSCN maintenance
were initially characterized as independent of each other;

however, recent work has discovered some links among

them, creating short communication paths. For example,
the SHR/SCR and PLT/auxin MRM were first described as

independent MRMs (Aida et al. 2004). However, Lucas

et al. (2011) recently reported that shr single mutants have
an excessive accumulation and synthesis of auxin during

the first 6 days after germination and have a progressive

reduction in the auxin transport facilitators PINFORMED
(PIN) expression in the root tip, likely regulating PIN
abundance at the posttranscriptional level or indirectly

regulating their expression, as suggested by Levesque et al.
(2006). Moreover, SHR and SCR up-regulate the expres-

sion of miR165a, miRNA166a and miR166b (collectively

referred as miR165/6). miR165/6 can diffuse from its site
of expression and negatively regulate the post transcrip-

tional expression of the HD-ZIP III gene PHABULOSA

Fig. 1 Arabidopsis thaliana
root meristen and zoom to the
root stem-cell niche (RSCN).
The RSCN is located at the tip
of the root meristem, here
colored. The different colors
stand for the different initial or
stem cell types that compose the
RSCN and two quiescent cells
revealed in a longitudinal
section
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(PHB) (Carlsbecker et al. 2010; Miyashima et al. 2011).

HD-ZIP III genes apparently act by antagonizing the PLT
genes in the RSCN (Smith and Long 2010). Moreover,

during embryogenesis, HD-ZIP III genes regulate auxin

flow (Izhaki and Bowman 2007), a fact that needs to be
tested in the case of the root. Importantly, the PLT/auxin

MRM feeds back to the SHR/SCR MRM. An analysis of

whole seedlings revealed that HD-ZIP III genes expression
is induced by auxin (Zhou et al. 2007), and the inhibition of

PHB and its redundant gene PHAVOLUTA in the basal
pole during embryogenesis is necessary for SCR andWOX5
expression and thus proper RSCN development (Grigg

et al. 2009; Fig. 2).
The last example is not the only example of the com-

munication of MRMs through short paths. Many hormones

are important for the RSCN including auxin, cytokinins
(CK), ethylene, brassinosteroids (BR), jasmonate and

abscisic acid, all of which alter the RSCN pattern, func-

tionality or development (Ortega-Martı́nez et al. 2007;
Müller and Sheen 2008; Ding and Friml 2010; Zhang et al.

2010; Chen et al. 2011a; González-Garcı́a et al. 2011).

However, hormones do not act trough isolated pathways or
MRMs; they instead regulate each other at the biosynthesis,

signal transduction and transport levels. For example,

ethylene, CK and auxin regulate the synthesis of each other
(Nordström et al. 2004; Tsuchisaka and Theologis 2004;

Stepanova et al. 2005; Swarup et al. 2007; Stepanova et al.

2008; Jones et al. 2010; Zhou et al. 2011), PIN auxin
transporter expression is affected by CK, BR, ethylene and

auxin itself (Blilou et al. 2005; Vieten et al. 2005; Ruzicka

et al. 2007; Dello Ioio et al. 2008; Ruzicka et al. 2009;
Zhang et al. 2011), and the effects of ethylene on cell

elongation are dependent on the auxin signaling pathway

(Swarup et al. 2007; Stepanova et al. 2007; Fig. 3). Indeed,
hormonal cross-talk is important for root patterning

(reviewed in Benková and Hejátko 2009). The evidence
reviewed here suggests that the small-world property is

present in the whole RSCN network and demonstrates that

the SHR/SCR, the PLT/auxin MRMs, and the hormone
signaling pathways, which were originally reported as

independent MRMs, are interconnected through short and

most likely multiple pathways.
Importantly, due to the presence of short communication

paths, the small-world property proposes that modifications

in one MRM can have unexpected effects in other MRMs
(Watts and Strogatz 1998), while, at the same time,

allowing for simpler and direct explanations of such

effects. For example, the PIN genes and WOX5 expression
are affected in scr and shr single mutant backgrounds, even

though neither PIN nor WOX5 appear to be direct target

genes of SHR or SCR (Levesque et al. 2006; Sarkar et al.
2007; Sozzani et al. 2010). Based on the fact that SHR

directly up-regulates the expression of cytokinin oxidase 3

(CKX3; Cui et al. 2011), a CK catabolism enzyme, and that
CK represses PIN expression (Ruzicka et al. 2009; Zhang

et al. 2011), one possible explanation is that SHR indirectly

regulates PIN expression through its down-regulation of
CK synthesis. Other possible explanations are (1) that SHR

and SCR regulate PIN expression through its effect on

auxin, as shr mutants accumulate auxin and high concen-
trations of auxin reduce the PIN protein levels (Vieten et al.

2005; Lucas et al. 2011), or (2) through an effect of SHR

and SCR on PHB (Carlsbecker et al. 2010) given that the

Fig. 2 Shortest paths connecting the SHR/SCR (purple) and the PLT/
Auxin (orange) modules as described in the main text. Simplified
versions of these modules are depicted. Blue edges highlight the short
paths that connect both modules. As observed, even when these were
characterized as independent pathways or modules, they have
multiple short communication paths. Arrowheads represent positive
interactions, T arrowheads represent negative interactions, doted
arrowhead auxin transport facilitation and diamond arrowhead
antagonistic probably non-regulatory interactions. ARFa ARF acti-
vator, ARFr ARF repressor, CK cytokinin

Fig. 3 Cross-talk among auxin, cytokinin and ethylene pathways
involved in RSCN patterning as described in the main text. As
observed, these hormones pathways have multiple interactions or
crosstalk connections at the signaling, synthesis and transport levels
demonstrating that they are part of an integrated complex network
with short communicating paths
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HD-ZIP III genes regulate auxin flow (Izhaki and Bowman

2007; Fig. 2). SHR and SCR could modulate WOX5
through its regulation of the HD-ZIP III genes or through

another indirect mechanism. For example, CLE10 was

recently reported as a putative SHR target gene (Cui et al.
2011). However, CLE10 has been described as a peptide

involved in protoxylem vessel formation and not in RSCN

maintenance (Kondo et al. 2011).
Interestingly, neither hub importance nor small-world

properties are rules in biological networks. The deletion of
the more connected genes does not necessarily lead to the

most drastic phenotypes (e.g., Espinosa-Soto et al. 2004),

and the perturbation of a MRM does not alter all other
MRMs. Why does this happen in biological networks?

High connectivity is not necessarily directly related to

functionality in a network. Other measurements, such as
betweenness (i.e., the number of shortest paths that pass

through a node), may also determine the functionality of a

node (Goh et al. 2002). In addition, positive feedback loops
appear to make biological networks more robust against

mutations in highly connected nodes (Espinosa-Soto et al.

2004). However, understanding how structure and function
are related is a difficult task and entails different approa-

ches. Theoretical biology has proposed other properties of

biomolecular networks, such as modularity, which may
help explain why neither hub importance nor small-world

properties are rules in biological networks.

The RSCN as a modular system

Recent research suggests that biological networks usually
have modular organization. At a structural level, network

modules are usually defined as a subset of network com-

ponents that are more connected with each other than with
other components of the network (Fig. 4; Wagner et al.

2007; Espinosa-Soto and Wagner 2010). Modular organi-

zation may reduce the pleiotropic effects of perturbations
(such as mutants) in the network (von Dassow and Munro

1999; Wagner et al. 2007) because modules have a rela-

tively autonomous behavior with respect to the rest of the
network. Hence, such modularity may help explain why, in

biological networks, mutations of highly interconnected

nodes may not alter the phenotype, or they do not neces-
sarily behave as expected for small-world networks.

As previously mentioned, some interactions occur

between the SHR/SCR MRM and the PLT/auxin MRM.
However, there are multiple interactions within PLT/auxin

and SHR/SCR MRMs (Figs. 2, 5, 6). PLT genes expression

patterns are altered by auxin addition, transport inhibition
and signaling pathway mutants (Aida et al. 2004; Blilou

et al. 2005; Galinha et al. 2007). The PLTs response to

auxin is partially dependent on tyrosylprotein sulfotrans-
ferase (TPST). TPST controls the activity of the secreted

peptide portion of the root meristem growth factors 1

(RGF1), 2 and 3 (herein RGFs) by Tyr sulfation (Matsu-
zaki et al. 2010). RGFs expression is auxin-independent,

while TPST expression is auxin-dependent. Matsuzaki

et al. (2010) proposed that RGFs probably stabilize PLT
proteins based on the fact that wild-type seedlings treated

with RGF1 expand PLT1 and 2 protein domains but not

PLT1 or PLT2 transcriptional domains. However, other
results demonstrated that tpst mutants reduce PLT at the

transcriptional and protein levels, demonstrating that TPST

can control PLT expression at both levels (Zhou et al.
2010). Interestingly, PLT genes control auxin transport,

which is indispensable for the observed auxin graded

concentration in the root, creating a loop in which PLT
genes simultaneously control and are controlled by auxin

distribution (Aida et al. 2004; Blilou et al. 2005; Galinha

et al. 2007). The RopGEF7 gene is positively regulated by
auxin and acts as a positive regulator of PLT expression.

Interestingly, RopGEF7 also affects the auxin transport and

response in the RSCN (Chen et al. 2011b). Moreover, as
described below, there are multiple feedback loops within

the auxin signaling pathway, greatly increasing the con-

nectivity of the MRM (Fig. 5).
On the other hand, SCR and SHR form a dimer, and they

together directly up-regulate MAGPIE (MGP) expression
and JACKDAW (JKD) postembryonic expression
(Levesque et al. 2006; Welch et al. 2007; Cui et al. 2011).

Mutations in JKD diminish SCR expression in the QC and

cortex-endodermis initials (CEI), causing a misspecifica-
tion of the QC and ectopic periclinal divisions of the CEI.

The double mutant jkd mgp restores SCR expression in the

QC and CEI, suggesting that MGP is a negative regulator
of SCR. Yeast two-hybrid and transient assays have shown

that SHR, SCR, JKD, and MGP can physically interact and
modulate the expression of and transcriptional activity of

each other (Welch et al. 2007; Ogasawara et al. 2011). SCR

also acts as a negative regulator of MGP when it forms a
dimer with like heterochromatin protein1 (LHP1) (Cui and

Fig. 4 Structural modularity of gene regulatory networks where there
are many more within-module interactions than between module
interconnections. This property can reduce pleiotropic effects of
mutants, due to the relative independence of different modules
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Benfey 2009). LHP1 is a candidate protein for the histone
trimethylation that is necessary for PcG repression activity

(Exner et al. 2009). As mentioned above, SHR and SCR

negatively regulate PHB through miR165/6. Recently,
Miyashima et al. (2011) demonstrated that the restriction

of PHB to the stele is necessary for maintaining JKD
expression. Consistent with this result, the gain-of-function

allele phd-1d has a similar ground tissue phenotype as the

jkd single mutant with low SCR expression levels, which

may explain why PHB repressed SCR expression in a

previous study (Grigg et al. 2009; Fig. 5).

Until now, we have considered a structural definition of
modularity. However, dynamic regulatory network models

may be used to test whether a set of interacting genes or

other molecular components constitute a functional module
that is sufficient and necessary to recover an observed

gene-state configuration and its spatial pattern. Impor-

tantly, structural and functional modules may not coincide
(Ten Tusscher and Hogeweg 2011). For example, in Az-

peitia et al. (2010), we aimed to analyze whether PLT/

auxin, SHR/SCR, and CLE/WOX5 MRMs were sufficient
to reproduce the stable gene configurations that character-

ize each cell type within the RSCN and their observed
spatial distribution. We found that some important inter-

actions are missing, but by adding a few predictions, our

RSCN regulatory network model constitutes a functional
module that incorporates the necessary and sufficient

MRMs required to recover the genetic configurations that

have been described for the main cell types of the RSCN
and their observed qualitative spatial patterning. However,

as mentioned above, each of the MRMs considered in the

proposed RSCN network may constitute a different struc-
tural module (Fig. 6). Thus, dynamic analyses are funda-

mental to the understanding of how the MRM structure and

function are related.

Fig. 5 The PLT/Auxin
(orange) and the SHR/SCR
(purple) structural modules. The
whole RSCN network is
probably divided into several
structural modules, based on
their relative intra-module
versus inter-module
interactions: in these two
modules there are many more
within-module interactions than
between-module connections
(see also Fig. 2). Arrowheads as
in Fig. 2

Fig. 6 The root stem-cell niche functional module. As observed, the
RSCN functional module is composed of several structural modules,
indicating that structural and functional modules do not always
coincide
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Once a dynamic model is developed, the model can be

validated with experimental evidence. For example, our
model is capable of reproducing most of the mutant pheno-

types observed, but it is not as robust as expected from

experimental observations and from comparison with other
biomolecular networks (Azpeitia et al. 2010). This indicates

that the uncovered regulatory module is incomplete. Addi-

tional components, interactions or completemodulesmay be
necessary to recover the observed robustness and overall

RSCN behavior. For example, epigenetic MRMs were not
considered in our model and are fundamental to RSCN

maintenance because SCR orPLT have an altered expression
in mutants of the TONSOKU (TSK), TEBICHI (TEB), FAS-
CIATA1 (FAS1) and FAS2, NAP1-related protein1 (NRP1)

and NRP2, Polycomb group (PcG), general control nonde-

repressible protein5 (GCN5) and Pickle (PKL) genes, which
are all involved in epigenetic regulation (reviewed in Shen

and Xu 2009). Moreover, all mutants of these genes have

alterations in RSCN patterning, the expression of QC
markers, and/or columella SC differentiation (Shen and Xu

2009). These epigenetic MRMs, which are part of structural

modules that are different than the ones incorporated thus far,
may be required to recover observed dynamic behaviors in

the RSCN patterning and the regulatory networks involved

within it. Thus, such epigenetic mechanisms should be an
important part of the RSCN functional module even when

they are likely a part of different structural modules. How-

ever, we believe that one of the most interesting and
important properties of the dynamic analysis of complex

networks is self-organization. This may also provide

important biological insights into such networks, e.g., in
terms of uncovering missing components or interactions.

The RSCN as a self-organized system

Self-organization refers to the emergence of patterns or

behaviors at the global system level as a consequence of
non-linear interactions among system components without

depending upon the action of a central controller (Seeley

2002). For example, the stable gene-state configurations
(attractors) that characterize each cell type within a RSCN

constitute a self-organized property of the complex regu-

latory module. These attractors emerge as a consequence of
the concerted action of all of the molecular interactions

considered in the particular network under consideration.

At a different level of organization, the spatial cellular
arrangement that characterizes the RSCN may also be

considered as a self-organized pattern resulting from the

coupled dynamics of intracellular networks in a multicel-
lular spatial domain. In the case under consideration, the

coupling of the dynamics of the intracellular networks

occurs via the intercellular movement of some of the net-
work components (Azpeitia et al. 2010).

The lack of a central controller means that self-organi-

zation arises from the local interactions of the system
components and not from an individual component at any

level of organization that works as a ‘‘guiding’’ unit. In this

sense, it is relevant to uncover the structure and dynamics of
intracellular biological networks and their coupling mech-

anisms among cells, rather than only concentrating on the

role of so-called ‘‘key’’ genes. In contrast, we should
understand, in terms of integrated regulatory networks,

what makes a ‘‘key’’ gene key and why the mutation of such
genes are sometimes sufficient to take the system from one

multigenic and multicellular configuration to another one in

contrast to mutations in other genes that are not ‘‘key’’.
In the root, there aremany traits and behaviors that suggest

the existence of self-organizing processes at the macro and

micro levels. The regeneration process is perhaps one of the
most obvious and best examples of self-organization in the

RSCN. Normally, the RSCN develops from early embryonic

stages (Dolan et al. 1993); however, when the root tip is
excised or the QC ablated, a new RSCN is formed (Xu et al.

2006; Sena et al. 2009). The process of root and RSCN

regeneration follows an ordered sequence of events. It begins
with the formation of a new auxin maximum, which induces

PLT expression and, later, SHR nuclear localization and SCR
expression where the new RSCN will be relocated. SHR,
SCR,PLT genes and the auxinmaximumare all necessary for

the RSCN regeneration process (Xu et al. 2006). After the

root tip is excised, the RSCN is completely eliminated, and
the root tip pattern is severely affected. However, even in the

absence of the original pattern, RSCN regeneration proceeds

(Sena et al. 2009). Moreover, callus regeneration from root,
cotyledon, and petals, all of which have completely different

morphologies, resemble the root regeneration process (Su-

gimoto et al. 2010). The fact that the RSCN can regenerate
without a specific pre-established pattern and employ multi-

ple molecular components strongly suggests that no single

molecular component, module, external agent or pre-pattern
directs the RSCN regeneration and patterning process. The

process is instead due to the self-organizing capability of the

molecular regulatory network involved, and it is likely that
additional coupling constraints such as physical and chemical

(e.g., hormone) fields are also involved.

The root auxin gradient is another excellent example of
a self-organizing process involved in RSCN maintenance

(Leyser 2011). Theoretical and experimental studies have

suggested that the graded distribution of auxin along the
root longitudinal axis depends on the polar localization of

the PIN proteins (Blilou et al. 2005; Vieten et al. 2005;

Grieneisen et al. 2007; Mironova et al. 2010) and on auxin
metabolism (synthesis and degradation; Stepanova et al.

2008; Petersson et al. 2009). However, the polar localiza-

tion of the PIN transporters is, in turn, regulated by the
auxin-signaling pathway (Vieten et al. 2005; Sauer et al.
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2006), which partly depends on the auxin cell concentra-

tion that at the same time, depends on the auxin gradient
(Tiwari et al. 2001; Kepinski and Leyser 2005; Fig. 5).

Hence, the auxin gradient is at the same time a cause and

effect through its interdependences with the auxin signal-
ing and transport mechanisms and not a process directed by

any specific fixed force.

Self-organizing systems have a dissipative structure
behavior, meaning that they are far from thermodynamic

equilibrium. Interestingly, dissipative structures are main-
tained in steady states or attractors (Prigogine 1978), which

can adapt and adjust to internal and external changes,

allowing them to maintain coherent patterns or functions
under a wide range of conditions and several types of

perturbations (Heylighen 2001) that could include genetic

loss or gain of function mutations. The latter behaviors are
observed in the above examples of RSCN regeneration

because it occurs in different types of RSCN lesions and

different organs (Xu et al. 2006; Sena et al. 2009; Sugimoto
et al. 2010). The auxin gradient is maintained even under

some PIN and auxin signaling mutant backgrounds and

during auxin addition or overproduction (Blilou et al. 2005;
Vieten et al. 2005; Grieneisen et al. 2007). Finally, the

overall multigenic RSCN configurations and cellular pat-

terns are maintained in the presence of several mutations.
However, without understanding how such apparently

dispensable nodes are connected to the ‘‘key’’ nodes, we

cannot understand the molecular regulatory basis of the
overall behavior of the system.

Hormone signaling pathways are probably better

examples of self-organizing, dissipative, and adaptable
systems, i.e., they return to a basal state or attractor after

perturbation. Such attractors are usually the inactive state

of the pathway when the hormone is absent or present at
low concentrations. Such systems also modulate and sta-

bilize (adapt) their response when their inputs, usually

hormone concentrations, change. There are multiple ways
in which hormone pathways can reach this adaptable

behavior (e.g., Dreher and Callis 2007).

As previously mentioned, one of the best-studied path-
ways during RSCN patterning is the auxin pathway. Auxin

signaling can be modulated by adjusting the auxin concen-

tration. As stated above, the auxin concentration depends on
its transport, which is a self-organizing process, but it is also

dependent on auxin metabolism. Auxin metabolism is reg-

ulated bymultiple signals. Interestingly, auxin signaling also
regulates some of these signals. For example, auxin inhibits

CK synthesis (Nordström et al. 2004) and promotes ethylene

synthesis (Rahman et al. 2001), while both CK and ethylene
promote auxin synthesis (Stepanova et al. 2008; Jones et al.

2010; Zhou et al. 2011; Fig. 3). The internal components of

the auxin pathway are also regulated to maintain a coherent
adaptive response. Receptors of the transport inhibitor

response1/auxin signaling f-box protein1–5 (TIR1/AFB)

detect auxin. TIR/AFB are components of the SKP1/Cullin/
F-box protein (SCF)TIR1/AFB ubiquitin ligase complex

(Mockaitis and Estelle 2008) and are negatively regulated

post-transcriptionally bymiR393. TheSCFTIR1/AFB complex
promotes Aux/IAA degradation in the presence of auxin

(Tiwari et al. 2001; Kepinski and Leyser 2005). Interest-

ingly, Aux/IAAs act as an auxin co-receptor because TIR/
AFB cannot readily bind auxin in the absence of Aux/IAA

proteins (Calderón Villalobos et al. 2012). The Aux/IAA
proteins form heterodimers with the Auxin Response Factor

(ARF) proteins that mediate auxin transcriptional regulation

(Tiwari et al. 2001). Some ARFs act as transcriptional acti-
vators (ARFa), while others act as transcriptional repressors

(ARFr; Guilfoyle and Hagen 2007), and all compete for the

regulation of the same target genes (Ulmasov et al. 1999);
thus, the ARFa/ARFr ratio also modulates the auxin signal-

ing response (Vernoux et al. 2011). Through its transcrip-

tional activity, ARFa generates many feedback loops
inducing the induction of Aux/IAA expression, and probably

miR393 and some ARF family members (Wang et al. 2005;

Paponov et al. 2008; Parry et al. 2009; Chen et al. 2011c;
Fig. 3).

Importantly, the auxin signaling pathway can differen-

tially modulate its response, depending on the Aux/IAA,
ARF and TIR/AFB members involved in each specific

process, because the members of these gene families have

partially redundant functions, but also have specific char-
acteristics that are involved in different responses (Hardtke

et al. 2004; Parry et al. 2009; Calderón Villalobos et al.

2012; Rademacher et al. 2012). For example, the members
of the TIR/AFB family have different strengths of inter-

action with Aux/IAAs, and different Aux/IAA-TIR/AFB

complexes have different sensitivities to the auxin con-
centration (Parry et al. 2009; Calderón Villalobos et al.

2012). Thus, auxin signaling can adapt to several condi-

tions, modulating the auxin concentration, adjusting the
expression level and activity of the different receptors and

proteins involved in the pathway through many feedback

loops, adjusting the ARFa/ARFr ratio and selecting specific
members of the Aux/IAA, ARF and TIR/AFB gene fami-

lies that are involved in each response and condition.

Explicitly considering the self-organizing properties of a
complex dynamic system could help resolve some appar-

ently conflicting points regarding the MRMs involved in

RSCN patterning. For example, some reports have shown
that auxin promotes the expression ofWOX5 (Gonzali et al.
2005; Sarkar et al. 2007; Sena et al. 2009; Sugimoto et al.

2010). In contrast, a recent manuscript by Ding and Friml
(2010) demonstrated that elevated auxin concentrations in

the root tip lead to the consumption of the RSCN andWOX5

expression inhibition. It is likely that some of these apparent
contradictions can be explained by invoking the different
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responses and roles of the members of the ARF, Aux/IAA

and TIR1/AFB gene families. However, another comple-
mentary hypothesis that may help reconcile such apparently

contradictory results is that different responses to auxin

signaling are explained by the self-organizing and self-reg-
ulating properties of the pathway. For example, self-orga-

nizingmechanisms generally involve, as has been uncovered

for biological networks, many regulatory motifs such as
feedback loops, which provide several properties to self-

organizing processes. Positive feedback loops amplify a
received signal or stimulus, allowing switch-like behavior,

bistability, and hysteresis (Kitano 2004; Mitrophanov and

Groisman 2008). On the other hand, negative feedback loops
play an important role by dampening fluctuations, providing

stability and limiting the fluctuating range of the components

(Kitano 2004; Becskei and Serrano 2000). As mentioned
above, positive and negative feedback loops are present in

the auxin signaling pathway self-organizing process. The

expression of ARF16, which is a putative ARFr, and ARF19,
which is an ARFa, is promoted by auxin, thus creating a

negative and a positive feedback loop, respectively (Wang

et al. 2005; Paponov et al. 2008). The presence of these
feedback loops could generate different auxin responses

under different conditions, which could help explain why,

under some circumstances, auxin inhibitsWOX5 expression,
while in other conditions auxin promotesWOX5 expression.
For example, ARFa and ARFr compete for the same target

genes (Ulmasov et al. 1999), and the expression patterns of
ARF16 and ARF19 in the root tip are similar (Rademacher

et al. 2011). Thus, if ARF16 expression is promoted to a

greater extent by auxin than ARF19 expression, we expect
that auxin addition would repress WOX5 expression as

observed by Ding and Friml (2010). However, if ARF19 is

induced by auxin to a greater extent than ARF16, we could
expect an induction of WOX5 under auxin addition condi-

tions as observed by the research of Gonzali et al. (2005) and

Sugimoto et al. (2010). Hence, we may observe auxin
inductive and repressive responses over WOX5 under dif-

ferent conditions, and this would not imply contradictory

experimental observations.

Missing links in the RSCN network

The analyses of structural and dynamicMRMproperties also

allow for the detection of missing links and non–intuitive

behaviors in the MRM that may guide future experimental
studies that may otherwise be obviated. For example,

Miyashima et al. (2011) suggested that miR165/6 acts as a

morphogen. Theoretical research has demonstrated that the
morphogen graded distribution alone is not capable of gen-

erating such highly precise patterns as the ones observed

in the root vasculature. Theoretical analyses of complex

systems have demonstrated that feedback loops have a

critical role in the generation of robust and precise patterns
(e.g., Jaeger et al. 2008). HD-ZIP III genes form a negative

feedback loop with ZPR proteins in the shoot (Kim et al.

2008). It will be interesting to investigate if HD-ZIP III genes
also create this or similar feedback loops in the root as

suggested by theoretical studies and the observed patterns

(Jaeger et al. 2008).
CLE40/WOX5 MRM is fundamental for RSCN mainte-

nance (Sarkar et al. 2007; Stahl et al. 2009). However, until
now, little information has been gathered regarding this

MRM in the RSCN. Stahl et al. (2009) reported that CLE40

reducesWOX5 expression. A similar MRM acts in the shoot
stem cell niche, where the expression of WUS, a WOX5

homolog, is repressed by CLV3 (Sablowski 2011). The

WOX5/CLE40 andWUS/CLV3MRMs are likely similar in
structure and dynamic behavior. This is supported by the fact

that WOX5 can be substituted by WUS, that CLV3 can be

partially substituted by CLE40 in the shoot, and that CLV3
and CLE40 over expression and peptide addition produce

similar root phenotypes (Hobe et al. 2003; Fiers et al. 2005;

Sarkar et al. 2007). Moreover, the protein phosphatases
POLTERGEITS (POL) and PLL1 act downstream of the

WOX5/CLE40 and WUS/CLV3 MRMs. In both cases, the

CLV pathway inhibits POL and PLL1 activity, which is
necessary for WOX5 and WUS expression in the root and

shoot, respectively (Song et al. 2008; Gagne et al. 2010).

However, unlike theWOX5/CLE40MRM, the WUS/CLV3
MRMhas been thoroughly studied, revealing the presence of

many feedback loops (Gordon et al. 2009;Chickarmane et al.

2012). The similarity between the WOX5/CLE40 and the
WUS/CLV3 MRMs and the key importance of feedback

loops in network behavior and emerging pattern robustness

may guide researchers to search for feedback motifs that are
similar to the ones that have been uncovered in the shoot in

theWOX5/CLE40MRM.Our own studies suggest a few yet

uncovered feedback loops in the root MRMs that should be
experimentally documented: a negative feedback loop

between CLE40 andWOX5 and a positive self-regulation of

WOX5, which likely occurs via the auxin signaling pathway
(Azpeitia et al. 2010, and unpublished data).

Conclusions

Complex systems approaches are becoming fundamental to
the understanding of regulatory systems that result from

non-linear interactions among multiple components that act

in concert during a particular cell differentiation or mor-
phogenetic process, rather than by being directed by single

and isolated genes or any type of central controller. In this

review, we have used structural and dynamic properties of
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complex networks, like modularity and self-organization, to

integrate and provide novel explanations for the plethora of
molecular genetic involved in the RSCN of A. thaliana. Due
to space limitations, we only focused on a few structural and

dynamic properties of complex networks. However, there
are other properties, such as robustness, which are pervasive

among complex systems. Robustness refers to the ability of

systems to retain their functionality despite perturbations.
For the interested reader, excellent reviews have focused on

this aspect (Kitano 2007; Whitacre 2012) and other impor-
tant properties of complex systems (Mitchell 2009).

These properties constitute useful conceptual frameworks

for analysis at the systemic level, and importantly, they yield
complementary information to achieve a better and more

profoundmechanistic understandingof complex systems such

as the regulatory networks involved in the patterning of SC
niches and other biological structures. For example, structural

analyses allowed for a global picture of the involved network

topology, which may be useful for uncovering missing com-
ponents or interactions and identifying novel behaviors or

roles for particular nodes. Modularity at the structural level

also helps us understand why relying on only the simplest
structural traits, such as degree and degree distribution, may

be misleading with regards to the role of particular nodes in

overall network dynamics. However, importantly, structural
modularity does not necessarily coincide with functional

modularity; hence, when trying to uncover the structure–

function relationship, additional dynamic approaches are
required to verify the necessity and sufficiency of the com-

ponents that are being considered in the overall system

behavior or dynamics. Hence, structural and dynamic analy-
ses complement each other, which also allows for the pre-

diction of novel components and interactions and the

evaluation of the functional role of characterized components
or the proposal of innovative systemic explanations. As we

observed, all of these properties are interconnected and

together provide a powerful vision for the study of complex
systems.

In this review, we have shown that enough molecular

genetic information has been uncovered for the MRMs
involved in RSCN patterning to allow for an integrative

approach that explores the structural and dynamic proper-

ties characteristic of complex systems. This approach has
allowed us to postulate a novel, non-intuitive hypothesis,

which may guide future experimental studies, and provide

explanations for apparently contradictory experimental
evidence. Therefore, this type of analysis may guide

research and then feedback to further the understanding of

RSCN patterning. A dynamic interplay among theoretical,
experimental and comparative analyses will greatly con-

tribute to the further understanding of the complex nature

of the regulatory systems involved in cell differentiation
and morphogenesis during plant and animal development.
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Beeckman T, Luschnig C, Friml J (2005) Functional redundancy
of PIN proteins is accompanied by auxin-dependent cross-
regulation of PIN expression. Development 132:4521–4531

von Dassow G, Munro E (1999) Modularity in animal development
and evolution: elements of a conceptual framework for Evo-
Devo. J Exp Zool 285:307–325

Wagner A, Fell DA (2001) The small world inside large metabolic
networks. Proc Biol Sci 268:1803–1810

Wagner GP, Pavlicev M, Cheverud JM (2007) The road to
modularity. Nat Rev Genet 8:921–931

Wang JW, Wang LJ, Mao YB, Cai WJ, Xue HW, Chen XY (2005)
Control of root cap formation by MicroRNA-targeted auxin
response factors in Arabidopsis. Plant Cell 17:2204–2216

Watts DJ, Strogatz SH (1998) Collective dynamics of ‘small-world’
networks. Nature 393:440–442

Welch D, Hassan H, Blilou I, Immink R, Heidstra R, Scheres B
(2007) Arabidopsis JACKDAW and MAGPIE zinc finger
proteins delimit asymmetric cell division and stabilize tissue
boundaries by restricting SHORT-ROOT action. Genes Dev
21:2196–2204

Whitacre JM (2012) Biological robustness: paradigms, mechanisms,
and systems principles. Front Genet 3:67

Xu J, Hofhuis H, Heidstra R, Sauer M, Friml J, Scheres B (2006) A
molecular framework for plant regeneration. Science 311:385–388

Zhang H, Han W, De Smet I, Talboys P, Loya R, Hassan A, Rong H,
Jürgens G, Paul Knox J, Wang MH (2010) ABA promotes
quiescence of the quiescent centre and suppresses stem cell
differentiation in the Arabidopsis primary root meristem. Plant J
64:764–774

Zhang W, To JP, Cheng CY, Eric Schaller G, Kieber JJ (2011) Type-
A response regulators are required for proper root apical
meristem function through post-transcriptional regulation of
PIN auxin efflux carriers. Plant J 68:1–10

Zhou GK, Kubo M, Zhong R, Demura T, Ye ZH (2007) Overex-
pression of miR165 affects apical meristem formation, organ
polarity establishment and vascular development in Arabidopsis.
Plant Cell Physiol 48:391–404

Zhou W, Wei L, Xu J, Zhai Q, Jiang H, Chen R, Chen Q, Sun J, Chu
J, Zhu L, Liu CM, Li C (2010) Arabidopsis Tyrosylprotein
sulfotransferase acts in the auxin/PLETHORA pathway in
regulating postembryonic maintenance of the root stem cell
niche. Plant Cell 22:3692–3709

Zhou ZY, Zhang CG, Wu L, Zhang CG, Chai J, Wang M, Jha A, Jia
PF, Cui SJ, Yang M, Chen R, Guo GQ (2011) Functional
characterization of the CKRC1/TAA1 gene and dissection of
hormonal actions in the Arabidopsis root. Plant J 66:516–527

Plant Mol Biol

123



! "#!

!"#"$%Modelos matemático-computacionales y redes de regulación genética%

$%!&'()*+,-.%.!.+!*'/!/-/0+(%/!1-'*23-&'/!4!+5!+/0+!&%/'!+/)+&67-&'8!*%!&'()*+,-.%.!

.+! *'/! )9'&+/'/! ('*+&:*%9+/! -5;'*:&9%.'/! +5! +*! .+/%99'**'! 4! (%50+5-(-+50'! .+*!

5-&<'!.+!&=*:*%/!09'5&%*+/!.+!*%!9%6>8!<%!('0-;%.'!+*!&'(-+5>'!.+!5:+;'/!)9'4+&0'/!

-50+9.-/&-)*-5%9-'/!?;+9!@>)+-0-%!4!@*;%9+>AB:4**%!"#C"D!)%9%!&'()9+5.+9!(+,'9!+*!

.+/%99'**'!4! *%!+;'*:&-25!?+E3E8!F%*%>%9AG-:.%.!"##HI!$%5.+9!+0!%*E8!"#CCI!J%+3+9!+0!

%*E8! "#C"DE! @.+(K/8! .+1-.'! %! L:+! =/0%! &'()*+,-.%.! (:&<%/! ;+&+/! +M&+.+! *%!

&%)%&-.%.! <:(%5%! )%9%! +50+5.+9*'/! +5! /:! 3*'1%*-.%.8! *%/! <+99%(-+50%/!

(%0+(K0-&'A&'():0%&-'5%*+/! /+! <%5! -.'! &'5;-90-+5.'! +5! :5! <+99%(-+50%!

-()9+/&-5.-1*+!)%9%!+*!%5K*-/-/!.+!+/0'/!)9'&+/'/!?N+-//!+0!%*E8!"##OI!0+5!P://&<+9!

4!F&<+9+/!"#CCI!$-1+9(%5!+0!%*E8!"#C"DE!!

Q5%! .+! *%/! <+99%(-+50%/! (%0+(K0-&'A&'():0%&-'5%*+/! ! (K/! :0-*->%.%/! )%9%!

+/0:.-%9! +/0'/! )9'&+/'/! /'5! *%/! 9+.+/! .+! 9+3:*%&-25! 3+5=0-&%E! $%/! 9+.+/! ?+5!

3+5+9%*D!/+!):+.+5!+/0:.-%9!0%50'!.+/.+!:5!):50'!.+!;-/0%!+/09:&0:9%*8!&'('!.+/.+!

:5'! .-5K(-&'! ?B%9%1%/-! 4! R*0;%-! "##SDE! @:5L:+! *'/! %5K*-/-/! +/09:&0:9%*+/! 4!

.-5K(-&'/!/'5!&'()*+(+50%9-'/8!/+!/:+*+5! **+;%9!%!&%1'!.+! 7'9(%!-5.+)+5.-+50+E!

$'/!%5K*-/-/!+/09:&0:9%*+/!5'9(%*(+50+!/+! **+;%5!%!&%1'!+5!9+.+/!(:4!39%5.+/!4!

/-9;+5!/'19+!0'.'!)%9%!&'5'&+9!*%/!)9')-+.%.+/!3+5+9%*+/!.+!*%!0')'*'36%!.+!*%!9+.E!

T/0%! -5&*:4+! +/0:.-%9! /-! /'5! .+!(:5.'! )+L:+U'8! &%9%&0+9->%9! /:!('.:*%9-.%.8! '!

9+&%1%9!.%0'/!.+!&+509%*-.%.8!+509+!'09'/!?B%9%1%/-!4!R*0;%-!"##SI!@*;%9+>AB:4**%!

+0!%*E8!"##VDE!W'9!'09%!)%90+8!*'/!%5K*-/-/!.-5K(-&'/!3+5+9%*(+50+!/+!<%&+5!+5!9+.+/!

(K/!)+L:+U%/!4!/-9;+5!)%9%!%5%*->%9!+*!&'()'90%(-+50'!.+*!/-/0+(%!%!*'!*%93'!.+*!

0-+()'E!W'9!+,+()*'8!/+!):+.+5!+/0:.-%9! *'/!+/0%.'/!+/0%1*+/!.+!*%!9+.8! *'/!&:%*+/!

.+1+5! &'-5&-.-9! &'5! +/0%.'/! 1-'*23-&%(+50+! /-35-7-&%0-;'/8! &'('! *'/! /'5! *%/!

&'57-3:9%&-'5+/! 3+5=0-&%/! '1/+9;%.%/! +5! *'/! .-/0-50'/! 0-)'/! &+*:*%9+/! ?@*;%9+>A

B:4**%!"##VDE!

$%/!9+.+/!.-5K(-&%/!<%5!/-.'!:0-*->%.%/!&'5!=M-0'!)%9%!+/0:.-%9!:5%!39%5!3%(%!.+!

)9'&+/'/!+5!.-7+9+50+/!'93%5-/('/8!%/6!&'('!)%9%!%5%*->%9!)9')-+.%.+/!3+5=9-&%/!

.+! *%/! 9+.+/! '! &:+/0-'5+/! 0+29-&%/E! W'9! +,+()*'8! /+! <%5! :/%.'! )%9%! +/0:.-%9! +*!

.+/%99'**'!.+!*'/!293%5'/!7*'9%*+/!?T/)-5'/%AF'0'!+0!%*E8!"##SI!@*;%9+>AB:4**%!+0!%*E8!

"#C#D8! +*! )%0925! .+! *%! +)-.+9(-/! .+!!"# $%&'(&)&# ?B+560+>! 4! @*;%9+>AB:4**%! "#C#I!

B+560+>!+0!%*E8!"#COD8!+*!)%0925!.+!*'/!3+5+/!.+!/+3(+50%&-25!.+!*+,-,.%('&#?@*1+90!



! "#!

$! %&'()*! "++,-.! )/! 010/2! 0)/3/4*! )5! 451(4/)6! 7843*)! )&! 4/9.! "++:-.! /);4<3*4!

7=4;1<10'!$!>2*5'2/<&!"++?@!843*)!)&!4/9.!"++A-!$!B/45&46!7%*&1C!$!02/4D2*4<2*)6.!

02(3510401E5! B)*6254/-.! )5F)*()<4<)6! 02(2! /4! 45)(14! <)! F4/0251! 7G2<*HI3)C! )&!

4/9.! "+#"-.! /4! 4B2B&2616! 7J0'4/&&)*! )&! 4/9.! "++A-.! /4! );2/301E5! <)! /26! B4&*25)6!

02*B2*4/)6!7&)5!K3660')*!$!L2I)M)I!"+##-.!B2*!()501254*!4/I35269!

N6! 1(B2*&45&)! 52&4*! O3)! 6)! '45! 02()5C4<2! 4! 3&1/1C4*! 4B*2P1(40125)6!

02(B3&401254/)6! $! *)<)6! <)! *)I3/401E5! I)5Q&104.! &45&2! 4! 51;)/! )6&*30&3*4/! 02(2!

<15R(102!B4*4!)/!)6&3<12!<)!/46!B/45&469!S2*!)T)(B/2.!6)!'45!3&1/1C4<2!B4*4!)6&3<14*!

)/!&*456B2*&)!<)!43P1546!)5!<1F)*)5&)6!E*I4526!7U*1)5)166)5!)&!4/9.!"++V@!J&2(4!)&!

4/9.! "++?@! W1*252;4! )&! 4/9.! "+#"@! >4**12! )&! 4/9.! "+#,-.! )/! B4&*E5! <)! F1/2&4P16!

7G)15'4*<&!)&!4/9.!"++,@!XY56625!)&!4/9.!"++:@!J(1&'!)&!4/9.!"++:@!W1*4D)&!)&!4/9.!"+#"-.!

/4! <2(1545014! 4B104/! 7S*3615Z1)M10C! )&! 4/9.! "++V@! J'152'4*4! )&! 4/9.! "+#,-.! )/!

(45&)51(1)5&2!<)/!510'2!<)!&4//2!7U2*<25!)&!4/9.!"++A@!['10Z4*(45)!)&!4/9.!"+#"-.!

/46!;H46!<)!6)\4/1C401E5!7=H4C!$!]/;4*)C^>3$//4!"++:@!>3I6!)&!4/9.!"+##@!J45Z4*!)&!4/9.!

"+##-.! )5&*)! (30'26! (R69! =3*45&)! (1! <20&2*4<2.! ()! )5F2O3Q! )5! 4D2*<4*! )/!

)6&3<12!<)!/4!F2*(401E5!<)!B4&*25)6!0)/3/4*)6!)5!)/!510'2!<)!0Q/3/46!&*2504/)6!025!

)6&)! )5F2O3).! $! &4(D1Q5! 02/4D2*Q! )5! 2&*26! )6&3<126! *)/401254<26.! /2I*45<2!

0250*)&4*! ;4*146! B3D/1040125)6! 7]/;4*)C^>3$//4! )&! 4/9.! "+#+@! >)5H&)C! )&! 4/9.! "+#,@!

>4**12!)&!4/9.!"+#,-9![2B14!<)!<10'46!B3D/1040125)6!6)!)503)5&*4!)5!)/!4BQ5<10)9!

S2*! _/&1(2.! )6! 1(B2*&45&)! *)64/&4*! O3)! <)D1<2! 4/! F3)*&)! 150*)()5&2! )5! )/! 362! <)!

*)<)6!B4*4!)/!)6&3<12!<)! /26!B*20)626!(2/)03/4*)6.!)5! /26!_/&1(26!4\26!)6&26!'45!

4;45C4<2! (30'2.! B)*(1&1)5<2! 4'2*4! '40)*! 354! I*45! 045&1<4<! <)! 45R/1616! 7)9I9.!

`45I! )&! 4/9.! "+#"-9! W30'26! <)! )6&26! 45R/1616! $4! 6)! )503)5&*45! 43&2(4&1C4<26!

I*40146! 4! /4! I)5)*401E5! <)! 62F&M4*)! )6B)014/1C4<2! B4*4! )/! 45R/1616! <)! *)<)6! 2! <)!

61(3/40125)6!<)!616&)(46!D12/EI1026!7)9I9.!Wa66)/!)&!4/9.!"+#+@!]*)//452!)&!4/9.!"+##@!

>23<25! )&! 4/9.! "+#"@! JM4&! )&! 4/9.! "+#"-9! N/! 62F&M4*)! <)! ]*)//452! $! 02/4D2*4<2*)6!

7"+##-.!6)!<)64**2//E!)5!02/4D2*401E5!025!)/!/4D2*4&2*12.!4/!1I34/!O3)!2&*26!&*4D4T26!

<25<)!B3<)!02/4D2*4*.!!)6&4!B3D/10401E5!6)!)503)5&*45!)5!)/!4BQ5<10)!<)!/4!&)6169!

N5!(1!B*2$)0&2!36)!')**4(1)5&46!(4&)(R&102^02(B3&401254/)6!B4*4! )6&3<14*! /26!

B*20)626!(2/)03/4*)6.!)6B)014/()5&)!/4!*)<!<)!*)I3/401E5!I)5Q&104.!15;2/30*4<4!)5!

)/! (45&)51(1)5&2! $! <)64**2//2! <)/! 510'2! <)! 0Q/3/46! &*2504/)69! b26! 2DT)&1;26!

B*1501B4/)6! F3)*25! 02(B*)5<)*! 02(2! 6)! )6&4D/)0)5! /26! <1F)*)5&)6! &1B26! 0)/3/4*)6!



! ""!

#$%!&'()'*+,(!%-!(.&/'0!1,(1'!2%!)'*+,!1%+3'*,-!&'+'!2%!)'*+,!%43,&.'51%+3'*,-6!
7(!%41%!3*'8%&1'!$4,+'4!3*.(&.3,-+%(1%!%-! )'*+,-.4+'!2%!*%2%4!2.(9+.&,40!3,*,!
,(,-.:,*!-'4!3*'&%4'4!+'-%&$-,*%4!.(;'-$&*,2'4!%(!%-!+,(1%(.+.%(1'0!2%4,**'--'!8!
-'&,-.:,&.<(! 2%-! (.&/'! 2%! *,=:6! >.(! %+?,*@'! 1,+?.A(! ,(,-.:,+'4! ,-@$(,4!
3*'3.%2,2%4! @%(A*.&,4! 2%! -,4! *%2%4! 2.(9+.&,4! 8! 3*'3'(%+'4! $(! &'(B$(1'! 2%!
3*'&%2.+.%(1'4!3,*,!2%1%&1,*! .()'*+,&.<(! ),-1,(1%!'!%**<(%,!%(!*%2%4!?.'-<@.&,40!
,4=!&'+'!3,*,!;%*.).&,*!4.!%4!3'4.?-%!%C3-.&,*!*%4$-1,2'4!%C3%*.+%(1,-%4!,!3,*1.*!2%!
-,! 1'3'-'@=,! 2%! $(,! *%2! 2,2,6! ! D.(,-+%(1%0! %(! &'-,?'*,&.<(! &'(! -,! %41$2.,(1%! 2%!
+,%41*=,!E<(.&,!F,*&=,0!+'2%-,+'4!-,!*%2!%(!$(!%43,&.'!?.2.+%(4.'(,-0!-'!#$%!('4!
3%*+.1.<! &'+%(:,*! ,! %41$2.,*! &<+'! .(1%*,&1G,! -,! *%2! &'(! 3*'&%4'4! &'+'! %-!
1*,(43'*1%!/'*+'(,-6!!!



! "#!

!"#$%&'()*+&+$,$-./*)&0-$1*2*345$

$!%&!%'()&!*+!,-!.(&/+01&!*&01&('%!2+!1('3'45!3'4&!67'!8-.51+2-2!)+7+('%!96+!+:.%-0&!

+7!+21+!0'.;16%&<!=7!0'*'!67&!*+!%&2!0'.;16%&2!/!'(1;06%&2!*+!,-!.(&/+01&>!'*+,?2!2+!

.%'71+'(&7!/!.(&3'(&7!@'(-'2!8-.51+2-2!/!&34+1-@&2!.'(1-06%'(+2!96+!2+!.%'71+'7!/!

+:.%-0'7!+7!%'2!2+00-&7+2!0&((+2.&7*-+71+2<!!

=%! &34+1-@&! )+7+('%! A6+! +216*-'(! %&2! ,+0'7-2,&2! ,&%+06%'(+2! 96+! 2621+71'7! +%!

+21'3%+0-,-+71&! /! ,'71+7-,-+71&! *+! %&2! .'1(&7+2! 0+%6%'(+2! *+%! 7-08&! *+! 0B%6%'2!

,'*(+!*+!(';C>!'!1('@B2!*+!,&*+%&2!1+,.&('%+2!/!+2.'0-&D1+,.&('%+2!*+!%'!(+*!*+!

(+)6%'0-57! )+7B1-0'! *+%! 7-08&! *+! 0B%6%'2! 1(&70'%+2! *+! (';C>! '70%'*&2! +7! *'1&2!

+:.+(-,+71'%+2<!E&2!,&*+%&2!2+!@'%-*'(&7!0&,.'('7*&!%&2!(+26%1'*&2!*+!2-,6%'(!%'!

(+*!2-7!'%1+('0-&7+2!/!,61'*'>! 0&7! %&2!.+(A-%+2!*+!'01-@'0-57!)+7B1-0'!&32+(@'*&2!

*+! A&(,'! +:.+(-,+71'%! +7! +%! 7-08&! *+! %'! (';C>! +7! %'2! .%'71'2! 2-%@+21(+2! /! +7! %'2!

'%1+('*'2>!(+2.+01-@',+71+<!F-08&2!,&*+%&2!A6+(&7!!61-%-C'*&2!.'('!0&,.(+7*+(!%'!

*-7?,-0'! '0&.%'*'! *+! %&2! ,+0'7-2,&2! -7@&%60('*&2! +7! +%! +21'3%+0-,-+71&! /!

,'71+7-,-+71&! *+! %'! +21(6016('! 0+%6%'(! *+%! 7-08&>! '2;! 0&,&! .'('! 2'3+(! 2-! %'!

-7A&(,'0-57! +:.+(-,+71'%! +2! 26A-0-+71+! .'('! +:.%-0'(! %&2! 0&,.&(1',-+71&2!

&32+(@'*&2!+:.+(-,+71'%,+71+!.'('! %&2!)+7+2!8'21'!'8&('!+216*-'*&2<!G6'7*&!%'!

-7A&(,'0-57!7&! A6+! 26A-0-+71+>! %&2!,&*+%&2! 2+!61-%-C'*&2!.'('!*+1+01'(! /!.(+*+0-(!

-7A&(,'0-57!A'%1'71+>!'2;!0&,&!-7A&(,'0-57!+((57+'<!

H&(! %&! 1'71&>! %'!8-.51+2-2! )+7+('%!96+!)6-5!+%! 1('3'4&!+2!96+! %&2! '1('01&(+2!*+! %&2!

,&*+%&2! *+! (+*! .&216%'*&2! 0&((+2.&7*+(?7>! 1'71&! *+! A&(,'! 1+,.&('%! 0&,&!

+2.'0-'%>! '! %&2! .+(A-%+2! *+! +:.(+2-57! )+7B1-0'! +70&71('*&2! +:.+(-,+71'%,+71+! +7!

%&2!*-21-71&2!1-.&2!0+%6%'(+2!+7!+%!7-08&!*+!0B%6%'2!1(&70'%+2!*+!%'!(';C!*+!%'!.%'71'!

2-%@+21(+>!0&,&!*+!%'!.%'71'!0&7!*-A+(+71+2!)+7+2!,61'*&2<!!

!



! "#!

!"#$%&'()(*$

!"+" Introducción al modelaje de las redes dinámicas de regulación genética$

$%&!'()*++(&!,(-(.*+(&!'(!/01%!&(!/%-&).23(!2-*!.('!3!/01%!&(!4*/(-!+%&!*-5+6&6&!

15&!,(-(.*+(&!72(.%-!.(86&*'%&!(-!9:;(6)6*!3!/%+*<%.*'%.(&!=">?#@A!B+!/*;C)2+%!'(!

D;.6-,(.!&(!;.(&(-)*!15&!*'(+*-)(!(-!+*!&2<&(//60-!#A"A!'(!+%&!EF)%'%&A!G*'%!H2(!

(+!/*;C)2+%!'(!D;.6-,(.!.(86&*!+%&!*-5+6&6&!15&!).*'6/6%-*+(&!'(!2-*!.('I!*+,2-%&!'(!

+%&!*-5+6&6&!4(/4%&!'2.*-)(!-2(&).%!).*<*J%!-%!&(!'(&/.6<(-!*++CA!B+!'()*++(!'(!(&)%&!

*-5+6&6&! &(! (-/2(-).*! '(-).%! '(! /*'*! 2-%! '(! &2&! /*;C)2+%&! (&;(/C76/%&A! 9H2C!

;.(&(-)*1%&! 2-*! 6-).%'2//60-! *+! 7%.1*+6&1%! '(! .('(&I! (+! /2*+! 72(! +*! <*&(! '(+!

'(&*..%++%!'(!(&)(!;.%3(/)%A!

B-! +*&!.('(&!<6%1%+(/2+*.(&! +%&!-%'%&!.(;.(&(-)*-! +*&!'67(.(-)(&!1%+F/2+*&! =(A,AI!

,(-(&I!KL9I!;.%)(C-*&I!16KL9&@A!$%&!-%'%&!&%-!+*&!8*.6*<+(&I!(-).*'*&!3!&*+6'*&!'(!

+*!.('!3!;2('(-!)%1*.!8*+%.(&!'6&/.()%&!%!/%-)6-2%&A!B+!8*+%.!'(!2-!-%'%!)*1<6F-!

;2('(!.(;.(&(-)*.!'67(.(-)(&!/%&*&I! /%1%! +*!;.(&(-/6*!%! +*!/%-/(-).*/60-!'(!2-*!

;.%)(C-*I!'(!KL9!%!'(!/%1;+(J%&!;.%)(C-6/%&!3! +*&! +6,*&!.(;.(&(-)*-!/01%!(&!H2(!

6-)(.*/)M*-!+%&!-%'%&A!$*&!6-)(.*//6%-(&!;2('(&!&(.!*'6.(//6%-*+(&!%!'6.(//6%-*+(&I!

+*&!/2*+(&!&(!2&*-!;*.*!.(;.(&(-)*.!'67(.(-)(&!)6;%&!'(!6-)(.*//6%-(&A!N%.!(J(1;+%I!

+*&! 6-)(.*//6%-(&! 7C&6/*&I! /%1%!/2*-'%!&(! 7%.1*!2-!'C1(.%I! &(! .(;.(&(-)*!/%-! +*&!

+6,*&! *'6.(//6%-*+(&I! 16(-).*&! H2(! +*&! .(,2+*/6%-(&! ).*-&/.6;/6%-*+(&! &(!

.(;.(&(-)*-! /%-! +6,*&! '6.(//6%-*+(&A! B-! +*&! +6,*&! '6.(//6%-*+(&I! +*&! 7+(/4*&!

,(-(.*+1(-)(! .(;.(&(-)*-! */)68*/6%-(&! 3! +*&! 2-6%-(&! O/4*)*&P! 6-46<6/6%-(&! =(A,AI!

9:;(6)6*!()!*+AI!">?>@A!!

Q*3!8*.6%&!7%.1*+6&1%&!;*.*!1%'(+*.!3!*-*+6:*.!.('(&!'(!7%.1*!'6-516/*!='(!R%-,!

">>"@A!B-!+*&!.('(&!'6-516/*&I!(+!(&)*'%!'(!(S;.(&60-!'(!/*'*!2-%!'(!+%&!,(-(&!'(!

+*!.('!/*1<6*!/%-!(+!)6(1;%!'(!*/2(.'%!*T!

  

! 

xi(t +") = Fi(xi1
(t),xi2

(t),…,xik
(t)) A! ! ! ! ! =?@!

B-!(&)*!(/2*/60-I!
!
(&!(+!(&)*'%!'(+!,(-! !(-!(+!)6(1;%! I!'%-'(! !;2('(!

&(.! 2-! -M1(.%! .(*+! ;%&6)68%! %! 2-! (-)(.%! ;%&6)68%A!   

! 

{xi1
(t),xi2

(t),…,xik
(t)} ! &%-! +%&!

.(,2+*'%.(&!'(+!,(-! I!3! !(&!2-*!72-/60-!H2(!&(!'(&/.6<(!+*!*//60-!/%1<6-*)%.6*!

'(!+%&!.(,2+*'%.(&!'(! A!!



! "#!

$%&!'%()*%&!+%%*),-%&!&%-!*,!,./%01',213-!'4&!&1'.*)!()!/)(!(1-4'12,!5!&%-!)*!

6%/',*1&'%!'4&!7&,(%!,!*%!*,/8%!()!)&9,!9)&1&:!$%&!'%()*%&!+%%*),-%&!()!/)()&!()!

/)87*,213-! 8)-;912,! <,-! ()'%&9/,(%! &)/! =91*)&! .,/,! (1*721(,/! *,! *3812,! ()!

/)87*,213-! 8)-;912,! )! 1-9)8/,/! *,! ,2213-! 2%-2)/9,(,! ()! '72<%&! 8)-)&! >?*@,/)AB

+75**,!)9!,*:C!"DDEF!G,-8!)9!,*:C!"DH"I:!J%/!)&9)!'%91@%C!<,-!&1(%!)'.*),(%&!.,/,!

)&97(1,/! 7-,! 8/,-! 2,-91(,(! ()! ./%2)&%&! )019%&,')-9)! >):8:C! K&.1-%&,BL%9%! )9! ,*:C!

"DDMF!+)-N9)A!5!?*@,/)AB+75**,!"DHDF!O%(/N87)A!)9!,*:C!"DH"I:!!

K-! *,&! /)()&! +%%*),-,&C! &3*%! )01&9)-! (%&! )&9,(%&! .%&1P*)&! ()! 7-! -%(%Q! ,291@%! 5!

()&,291@,(%:!R%/',*')-9)C!()21'%&!S7)!2,(,!8)-!&)!/)./)&)-9,!.%/!7-,!@,/1,P*)!

+%%*),-,C! !S7)!9%',!)*!@,*%/!()! C!&1!)&94!,291@%!%!)0./)&,(%C!5!9%',!)*!@,*%/!

C! &1!-%! *%!)&94:!K*!)&9,(%!()! 9%(%&! *%&!8)-)&!()! *,!/)(!S7)(,!()61-1(%!.%/!7-!

@)29%/Q!  

! 

{x1,x2,…,xn}C!(%-() !)&!)*!)&9,(%!()!)0./)&13-!()*! !8)-!()!*,!/)(C!5!!!!

)&!187,*!,*!-=')/%!9%9,*!()!8)-)&!)-!*,!/)(:!!

K-!*,&!/)()&!+%%*),-,&! !91)-)!)*!@,*%/!()!7-!)-9)/%!.%&191@%!5!*,!)27,213-!>HI!)&94!

()61-1(,! .%/! /)8*,&! *3812,&C! 9,'P1;-! 2%-%21(,&! 2%'%! 9,P*,&! ()! @)/(,(! %!

)0./)&1%-)&! +%%*),-,&:! T&9,&! ()61-)-! *,&! /)8*,&! ()! )@%*7213-! (1-4'12,! ()! *,!

9/,-&1213-! ()! ,291@,213-! ()! 2,(,! 7-%! ()! *%&! 8)-)&! ()! *,! /)(! )-! 67-213-! ()! &7&!

)-9/,(,&C!()!7-,!19)/,213-!,!*,!&1871)-9)!5!&)!()/1@,-!()!*%&!(,9%&!)0.)/1')-9,*)&C!

.%/! *%! 9,-9%C! 2,(,! 8)-! 9)-(/4! &7! ./%.1,! 67-213-! +%%*),-,:! K*! -=')/%! 9%9,*! ()!

)&9,(%&!()*! &1&9)',!)&! 61-19%! > IC! 5! )-9%-2)&C! P,U%! *,!(1-4'12,! /)81(,!.%/! *,!

)27,213-!>HIC!*,!/)(!)@)-97,*')-9)!/)8/)&,/4!,!7-!)&9,(%!./)@1,')-9)!@1&19,(%:!$,!

/)(!.7)()!)-9%-2)&!)-9/,/!)-!7-!.,9/3-!2N2*12%C!%!S7)(,/!61U%!)-!7-!)&9,(%!.7-97,*F!

)&9%&! )&9,(%&! 2%//)&.%-()-! ,! *%&! ,9/,29%/)&! 2N2*12%&! %! ()! .7-9%! 61U%C!

/)&.)291@,')-9):! V%(,&! *,&! 2%-(121%-)&! 1-121,*)&! S7)! **)@,-! ,! 7-! ,9/,29%/C!

2%-&91975)-! &7! 27)-2,! ()! ,9/,2213-! 5! 7-,! @)A! S7)! &)! **)8,! ,! 7-! ,9/,29%/! )-! 7-,!

(1-4'12,!()61-1(,!.%/!*,!)27,213-!>HIC!)*!&1&9)',!S7)(,!,<N!1-()61-1(,')-9):!!

W)! ,27)/(%! ,! L:! X,766',-C! *%&! ,9/,29%/)&! 2%//)&.%-()/4-! ,! *%&! .,9/%-)&! ()!

)0./)&13-! 8)-;912,! %P&)/@,(%&! )0.)/1')-9,*')-9)! >X,766',-! HYZYI:! K&9,!

<1.39)&1&! <,! &1(%! @,*1(,(,! )-! 1--7')/,P*)&! %2,&1%-)&:! [-,! @)A! %P9)-1(%&! *%&!

,9/,29%/)&C! 7-,! 6%/',!()! 2%-91-7,/! @,*1(,-(%! *%&!'%()*%&!()! /)()&! 8)-;912,&C! )&!

2%-!7-!,-4*1&1&!()!/%P7&9)A!%P&)/@,-(%!)*!)6)29%!()!.)S7)\%&!2,'P1%&!&%P/)! *%&!



! "#!

$%&$'%(&)*!+),!*-*%).$!/0*1-2(*$34(%(!)%!$,56!"7789!:,;$&)<3=>?,,$!)%!$,56!"77@A5!4-!$!
1)*$&!+)!,$*!.(+-B-'$'-(2)*!*)!&)'>1)&$2!,(*!.-*.(*!$%&$'%(&)*6!*)!'(2*-+)&$!C>)!
),! .(+),(! )*! &(D>*%(5! E$.D-F2! *)! 1>)+)2! *-.>,$&! .>%$'-(2)*! )2! ),! .(+),(! ?!
(D*)&;$&!*-!*)!&)'>1)&$2!,(*!$%&$'%(&)*!C>)!'(&&)*1(2+)2!$! ,(*!1)&B-,)*!G)2F%-'(*!
(D*)&;$+(*!)2!,$*!1,$2%$*!'(2!,$!.>%$'-H2!*-.>,$+$!/:,;$&)<3=>?,,$!)%!$,56!"77@A5!

:>2C>)!,$*!&)+)*!=((,)$2$*!*(2!)I'),)2%)*!J)&&$.-)2%$*!1$&$!$2$,-<$&!,$!+-2K.-'$!
+)! ,(*! 1&(')*(*! .(,)'>,$&)*6! 1)&(! *>! >*(! )*%K! &)*%&-2G-+(! $! $2K,-*-*! +-*'&)%(*! ?!
'>$,-%$%-;(*5! L2$! $1&(I-.$'-H2! .>?! '(.M2! C>)! *(,>'-(2$! +-'J$*! ,-.-%$'-(2)*6!
$>2C>)! '(.1,-'$! ,$! .(+),$'-H26! *(2! ,$*! &)+)*! '(2%-2>$*6! C>)! G)2)&$,.)2%)! *)!
.(+),$2!>%-,-<$2+(!*-*%).$*!+)!)'>$'-(2)*!+-B)&)2'-$,)*5!02!)*%(*!*-*%).$*!),!;$,(&!
+)!>2!2(+(!)*%$!+$+(!1(&N!

  

! 

dxi(t +")
dt

= Fi(xi1
(t),xi2

(t),…,xik
(t)) 5! ! ! ! ! /"A!

+(2+)! !&)1&)*)2%$!),!'$.D-(!)2!,$!)I1&)*-H2O'(2')2%&$'-H2!+)!>2!2(+(6!),!'>$,!

)*%$! +$+(! 1(&! 5! 02! )*%(*! *-*%).$*! %$2%(! ),! %-).1(! '(.(! ),! ;$,(&! +)! ,(*! 2(+(*!
%(.$2!;$,(&)*!&)$,)*!1(*-%-;(*6! ,(!C>)!1)&.-%)!),$D(&$&!.(+),(*!C>)!+)2!;$,(&)*!
&)$,-*%$*! +)! ,$! )I1&)*-H2O'(2')2%&$'-H2! +)! ,(*! 2(+(*! $! ,(! ,$&G(! +),! %-).1(9!!
&)*(,;-)2+(!$*P6!$,G>2$*!+)!,$*!,-.-%$'-(2)*!+)!,$*!&)+)*!=((,)$2$*5!

:J(&$!1&)*)2%$.(*!),! '$1P%>,(!+)!41&-2G)&6!+(2+)!*)!+)*'&-D)!'(2!.$?(&!+)%$,,)!
'(.(! *)! '(2*%&>?)2! ?! '(.(! *)! $2$,-<$! ,$! +-2K.-'$! +)! >2$! &)+! /:<1)-%-$! )%! $,56!
"7Q8A5!

!



441

José Luis Riechmann and Frank Wellmer (eds.), Flower Development: Methods and Protocols, Methods in Molecular Biology,  
vol. 1110, DOI 10.1007/978-1-4614-9408-9_26, © Springer Science+Business Media New York 2014

Chapter 26

Gene Regulatory Network Models for Floral Organ 
Determination

Eugenio Azpeitia, José Davila-Velderrain, Carlos Villarreal,  
and Elena R. Alvarez-Buylla

Abstract

Understanding how genotypes map unto phenotypes implies an integrative understanding of the processes 
regulating cell differentiation and morphogenesis, which comprise development. Such a task requires the 
use of theoretical and computational approaches to integrate and follow the concerted action of multiple 
genetic and nongenetic components that hold highly nonlinear interactions. Gene regulatory network 
(GRN) models have been proposed to approach such task. GRN models have become very useful to 
understand how such types of interactions restrict the multi-gene expression patterns that characterize dif-
ferent cell-fates. More recently, such temporal single-cell models have been extended to recover the tem-
poral and spatial components of morphogenesis. Since the complete genomic GRN is still unknown and 
intractable for any organism, and some clear developmental modules have been identified, we focus here 
on the analysis of well-curated and experimentally grounded small GRN modules. One of the first experi-
mentally grounded GRN that was proposed and validated corresponds to the regulatory module involved 
in floral organ determination. In this chapter we use this GRN as an example of the methodologies involved 
in: (1) formalizing and integrating molecular genetic data into the logical functions (Boolean functions) 
that rule gene interactions and dynamics in a Boolean GRN; (2) the algorithms and computational 
approaches used to recover the steady-states that correspond to each cell type, as well as the set of initial 
GRN configurations that lead to each one of such states (i.e., basins of attraction); (3) the approaches used 
to validate a GRN model using wild type and mutant or overexpression data, or to test the robustness of 
the GRN being proposed; (4) some of the methods that have been used to incorporate random fluctua-
tions in the GRN Boolean functions and enable stochastic GRN models to address the temporal sequence 
with which gene configurations and cell fates are attained; (5) the methodologies used to approximate 
discrete Boolean GRN to continuous systems and their use in further dynamic analyses. The methodolo-
gies explained for the GRN of floral organ determination developed here in detail can be applied to any 
other functional developmental module.

Key words Gene regulatory networks, Functional module, Flower development, Cell differentiation, 
Attractors, Morphogenesis, Dynamics, Floral organ determination, Attractors, Basins of attraction, 
Stochastic networks, Mathematical models, Computational simulations, Robustness
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1  Introduction

The mapping of the genotype unto the phenotypes implies the 
concerted action of multiple components during cell differentiation 
and morphogenesis that comprise development [1]. These compo-
nents are part of regulatory motifs, which hold nonlinear interac-
tions that produce complex behaviors [2, 3]. Such complexity 
cannot be understood in terms of individual components, and 
rather emerges as a result of the interactions among the compo-
nents of the whole system. In order to integrate the action of 
multiple molecular components and follow their dynamics, it is 
indispensable to postulate mathematical and computational models. 
Gene regulatory network (GRN) models have appeared as one of 
the most powerful tools for the study of complex molecular sys-
tems. Small GRNs can sometimes be studied with analytical mathe-
matical formulations, while medium or large size GRNs are amenable 
for dynamical analyses only with computer simulations [4]. As fol-
lowing the dynamics of the genomic interactomes is still intractable 
even with the most powerful computers, and given the fact that 
genomic networks are composed of multiple structural and func-
tional modules, others and we have proposed to search for such 
modules for the study of biomolecular systems dynamics using 
GRN models (e.g., [5–7]).

Boolean models are probably the simplest type of formalism 
employed for the study of GRNs. Nonetheless, Boolean models 
provide meaningful information about the system. Importantly, 
Boolean GRNs can be approximated to continuous models that 
enable the use of additional mathematical tools [4, 8]. Given that: 
(a) the logic of GRNs is adequately formalized with Boolean mod-
els; (b) obtaining real biological parameters from biological molec-
ular systems is still a complicated task; and (c) the use of realistic 
models can be computationally expensive, we believe that Boolean 
models and their continuous approximations are becoming a fun-
damental and practical tool to study GRN dynamics and to under-
stand the complex behaviors observed in developmental processes 
(see refs. 9–11).

Based on the above rationale, the first step in building a GRN 
model is the identification of a developmental module and the 
integration of all the experimental data on the molecular compo-
nents participating in it. The ABC genetic model of floral organ 
determination (see refs. 3, 12) (see Chapter 1) is part of a clearly 
circumscribed developmental module that underlies the sub- 
differentiation of the floral meristem in four concentric rings early 
on during flower development. From the outermost part of the 
floral meristem to its center, each ring comprises the primordial 
cells of sepals, petals, stamens, and carpels. Based on experimental 
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evidence [13], it became obvious that although necessary, the ABC 
genes are not sufficient to specify floral organs. The ABC model 
has been instrumental to understanding flower development and 
evolution. However, it does not constitute a dynamic model able 
to recover the ABC combinatory code, as well as explain how the 
expression profiles of the set of molecular components included in 
the flower organ determination GRN, which includes the ABC 
genes, is established to promote the sepal, petal, stamen and carpel 
cell fates. Importantly, such a dynamic GRN model is the basis to 
understand how such cell types are determined in time and space, 
and thus, how the morphogenetic pattern that characterizes young 
floral meristems will form adult flowers [12, 14].

In order to uncover the necessary and sufficient set of interact-
ing components involved in floral organ specification, the first step 
implies recovering the experimental evidence of ABC gene interact-
ing components that include both regulated and regulator genes. 
In the case of Boolean models, the experimental data is formalized 
in the form of Boolean functions, which determine the dynamics of 
the GRN. In Boolean or any other type of discrete network, it is 
possible to fully explore the whole set of configurations or states of 
the system, and find the steady state configurations (attractors; see 
below). Kauffman postulated that the attractors to which GRNs 
converge, could correspond to the states characterizing differenti-
ated cells [15]. More recently, Boolean GRNs have been grounded 
on experimental data ([5]; see review in ref. 3) showing that the 
attractors of developmental networks indeed correspond to the 
stable gene configuration observed in different types of cells, 
as long as a sufficient set of components involved in a given devel-
opmental module are incorporated.

In this Chapter we focus on the regulatory module underlying 
floral organ determination in Arabidopsis thaliana during early 
stages of flower development. Some of the methodologies explained 
here have been used in previous publications on such GRN [5, 7, 
16–19]. In this chapter we will use examples extracted mainly from 
our own studies to explain how to develop and extend experimen-
tally supported Boolean GRN models. Then, we explain how to 
incorporate stochastic properties in the model, which can allow us 
to explore the temporal sequence with which attractors or cell gene 
configurations and cell-fates are attained (e.g., [4]). Finally, we 
explain how we can approximate the Boolean model to a continu-
ous one that can then be used in other types of models, for example, 
to explore spatial aspects of morphogenesis [14]. It is important to 
keep in mind that the tools presented in this Chapter can be applied 
to any GRN. Consequently, we begin with general explanations and 
afterwards we use examples from the literature to illustrate each 
methodological step.

Floral Gene Regulatory Network Models
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2  Methods

GRN nodes and edges: In GRNs, nodes represent genes, proteins 
or other types of molecular components such as miRNAs and 
hormones, while edges represent regulatory interactions among 
the components. Usually the interactions are positive (activations) 
or negative (inhibitions), but other type of interactions can be 
included (e.g., protein-protein interactions).

Variables: Variables are the elements that describe the system under 
study (usually the nodes) and which can take different values at 
each time.

Variable/Gene state: The value that a node takes at a certain time 
represents its state. The state can be a discrete or continuous value. 
In the case of Boolean networks the states can only be “0” when 
“OFF” and “1” when “ON.”

Network State/Configuration: The vector composed by a set of 
values, where each value corresponds to the state of a specific gene 
of the network. In a Boolean network such vectors or network 
configurations are arrays of “0’s” and “1’s.”

Attractors: Stationary network configurations are known as attrac-
tors. Single-state, stationary configurations are known as fixed-
point attractors (Fig. 1a) and these are generally the ones that 
correspond to the arrays of gene activation states that  characterize 

2.1  Definitions

Fig. 1 Fixed-point attractors, cyclic attractors, and transitory states. (a) An example of a fixed-point attractor. 
As observed, fixed-point attractors have one unique state where they stay indefinitely unless something per-
turbs them. (b) An example of a cyclic attractor. Cyclic attractors are composed of two or more network states 
that orderly repeat. In this case we observe a two state cyclic attractor. (c) Transitory states. Transitory states 
are states that lead to an attractor, but are not attractors themselves
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different cell types. Whereas a set of network states that orderly 
repeat cyclically correspond to cyclic attractors (Fig. 1b).

Transitory states: All states that are not or do not form part of an 
attractor are transient or transitory states (Fig. 1c).

Basin of attraction: The set of all the initial configurations that 
eventually lead to a particular attractor constitute its basin of 
attraction.

Expected or observed attractors: Gene expression profiles or config-
urations that have been obtained from experimental assays and 
reported in the scientific literature for particular cell types are 
referred to here as the expected or observed attractors. Such attrac-
tors are expected to be recovered by the postulated GRN (Fig. 2).

Model Validation: The task of evaluating a model by means of con-
trasting its predictions with experimental results. For Boolean 
GRNs, model validation would imply, among others: recovering 
the observed gene configurations for the cells under study under 
wt and mutant or overexpression conditions, robustness analyses, 
etc. (see below).

Robustness: The ability of a system to maintain an output in the face 
of perturbations. For the case of a Boolean GRN model, it is evalu-
ated, for example, by assessing if the system’s attractors are still 
recovered under different transient and permanent mutations 
(alterations in the Boolean functions, nodes, or GRN topology).

Fig. 2 The set of expected attractors. As explained in the main text, the set of 
expected attractors is obtained from the experimental information. In the case  
of cell types, the attractors correspond to the observed stable gene configuration of 
each cell type. Thus, if our system consists in three different cell types, one cell type 
with GEN1 expression, other with GEN2 expression, and a third one with both GEN1 
and GEN2 expression, our set of expected attractors will be exactly this

Floral Gene Regulatory Network Models
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A generic protocol to postulate a GRN model for a particular 
developmental module would be as follows:

 (i) Identify a structural or functional developmental module  
(see Note 1).

 (ii) Based on available experimental data, select the set of poten-
tial nodes or molecular components that will be incorporated 
in the GRN model with the aim of integrating the key neces-
sary and sufficient components of the functional module 
under analysis. Then, explore the experimental data concern-
ing the spatio-temporal expression patterns of the genes to 
be incorporated in the model and assemble a table with a 
Boolean format of the expected configurations that should 
be recovered with the GRN model (such configurations are 
the “expected attractors”) (see Note 2).

 (iii) Integrate and formalize the experimental data concerning 
the interactions among the selected nodes using Boolean 
logical functions that will rule the Boolean GRN dynamics.

 (iv) The GRN is modeled as a dynamic system by exploring the 
states attained, given all possible initial configurations and 
the Boolean functions defined in (iii). The GRN is initialized 
in all possible configurations and followed until it reaches a 
fixed-point or cyclic attractor (see Note 3).

 (v) Compare the simulated attractors to the ones observed 
experimentally (expected attractors; see item (ii) above).  
A perfect coincidence would suggest that a sufficient set of 
molecular components (nodes) and a fairly correct set of 
interactions have been considered in the postulated GRN 
model. If this is not the case, additional components and 
interactions can be incorporated or postulated, or the 
Boolean functions can be modified. This allows to refine 
interpretations of experimental data, or to postulate novel 
interactions to be tested experimentally in the future. In any 
case, the process can be repeated several times based on the 
dynamical behavior of the modified versions of the GRN 
under study until a regulatory module is postulated. Such 
module can include some novel hypothetical interactions or 
components, integrate available experimental data, and iden-
tify possible experimental contradictions or holes.

 (vi) To validate the model, it is addressed if it recovers the wt and 
mutant (loss of function and gain of function) gene activa-
tion configurations that characterize the cells being consid-
ered. Perturbation analyses of the nodes and interactions, or 
the Boolean functions, can also be used for validating the 
model in order to test the robustness of the GRN under 
study. Eventually, novel predictions can be made and tested 
experimentally.

2.2  General Protocol
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 (vii) To recover the dynamics of the GRN and the temporal pat-
tern of attractor attainment, the logical functions can be 
modeled as stochastic ones. Observed temporal patterns of 
cell-fate or gene configurations attainment can be used to 
validate the GRN model under consideration.

 (viii) For further applications and also in cases that continuous 
functions are appropriate to describe the behavior of some of 
the components, the Boolean model can be approximated to 
a continuous one (see Subheading 2.5). Besides being useful 
for further modeling procedures, the continuous approxima-
tion is also a means of performing a robustness analysis of the 
GRN under study. Such a task hence implies as well a further 
validation of the model being postulated.

  (ix) Equivalent approaches to the ones summarized in (vi) and 
(vii) for discrete systems can be used in continuous ones.

There are two types of materials needed when modeling 
dynamic GRNs. First, the expected results to be recovered by the 
model that are extracted from the literature and depend on the 
aims of the model and the nature of the developmental module 
being considered, but generally include stable gene configurations 
(attractors), mutant phenotypes, and developmental transitions, to 
name a few. The second set is the software required for the analyses 
of the GRN. Currently there are several available programs for 
GRN analyses (see Note 8). In the following sections, we explain 
with more detail and specific examples how this general protocol 
can be applied. We start by explaining the simplest Boolean 
approach for dynamical GRN modeling.

In Boolean GRN models, nodes can only attain one of two possi-
ble values: “1” if the node is “ON,” and “0” if the node is “OFF.” 
A “0” node value usually represents that a gene is not being 
expressed, but can also represent the absence of a protein or hor-
mone, while a “1” node value represents that a gene is expressed 
or another type of molecular component is present. As mentioned 
above, the first step in building a network is to extract the neces-
sary experimental information to define the set of components to 
be considered in the GRN model, the set of expected attractors, 
and the Boolean functions that formally integrate the experimental 
data and define the dynamics of the GRN.

In Boolean GRNs, the network states (see Subheading 2.1) are 
defined by vectors of 0s and 1s. While a formal mathematical defi-
nition of attractors can be found on the chapter “Implicit Methods 
for Qualitative Modeling of Gene Regulatory Networks” of 
another Springer Protocols book [20], in Subheading 2.1 we give 
a more pragmatic definition of attractors, and we prefer to stick to 
it. In 1969, Kauffman proposed that the attractors of a GRN model 

2.3 Deterministic 
Boolean GRN Model

2.3.1  Expected Attractors
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could correspond to stable gene configurations characteristic of 
particular cell types or physiological states (see Subheading 2.1; 
Fig. 2). Consequently, the expected attractors are defined from 
gene expression patterns obtained from the literature, as well as 
from other data sources that clearly define the spatio-temporal 
gene configuration of the system. For example, Espinosa-Soto and 
collaborators [7] defined the expected attractors from the gene 
expression patterns reported in scientific publications. In another 
study, La Rota and collaborators [19] integrated experimental data 
into a gene expression map for the sepal primordium. Based on its 
expression map they defined zones with different combinations of 
gene expression, and each zone corresponded to an expected 
attractor. Defining the expected set of attractors is an indispensable 
step when building the GRN model, because they are used to vali-
date the GRN (see below). Although it should be clear that the 
postulation of the Boolean functions is an independent task, and 
hence, it does not imply circularity.

In a Boolean GRN model the state of expression of each gene 
changes along time according to the dynamic equation

 x t + f x t x t x ti i kτ …( ) = ( ) ( ) ( )( )1 2, , , ,  (1)

in which the future state of gene i evolves temporally as a function 
of the current state of its k regulators. Boolean functions fi can be 
formalized as logical statements or as truth tables. Logical state-
ments use the logical operators “AND,” “OR” and “NOT” to 
describe gene interactions, while in truth tables the state of the 
gene of interest is given for all possible state combinations of its k 
regulators (see Note 4). Logical operators can be combined in 
order to describe complex gene regulatory interactions, and can 
always be translated into an equivalent truth table. In Fig. 3, we 
provide examples of common gene regulatory interactions formal-
ized as logical statements with their equivalent truth table. 
Consequently, in general, Boolean functions are generated from 
experimental evidence (but see Note 5). For example, if TGEN 
(a target gene) is ectopically expressed in a GEN1 loss-of-function 
background, it is inferred that GEN1 is a negative regulator of 
TGEN, and we use the “NOT” logical operator to describe GEN1 
regulation over TGEN or its equivalent truth table (Fig. 4). In this 
Boolean function, the state of TGEN at time t + τ is 1 if GEN1 
value is 0 at time t, and TGEN value at time t + τ is 0 if GEN1 value 
is 1 at time t (see Note 6).

The Boolean functions of the GRN developmental module 
being used here as an example, were grounded on available experi-
mental information [5, 7, 17–19]. As with expected attractors, 
Boolean functions can be grounded on different types of 
 experimental data, as long as they clearly state how genes interact 
(see Note 7). We now will provide an example of how the 

2.3.2  Boolean Functions
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experimental information was integrated and formalized as a 
Boolean function. During the transition from inflorescence to 
flower meristem, the expression of TERMINAL FLOWER 1 
(TFL1) needs to be repressed [21, 22], because TFL1 is a pro-
moter of inflorescence development [23]. TFL1 is transcribed in 
the center of the meristem and from there it moves to peripheral 
cells [24]. EMF1 is assumed to be a positive regulator of TFL1 
because the emf1 mutant is epistatic to tfl1 loss-of-function mutant, 
and both, tfl1 and emf1 mutants have similar phenotypes in terms 
of inflorescence meristem identity [25]. The over expression phe-
notype of AP1 is similar to the loss-of-function of TFL1, and in the 
ap1 mutant TFL1 is ectopically expressed, suggesting that AP1 is a 
negative regulator of TFL1 [26]. Similarly, TFL1 expression is not 
observed in LFY over expression and is ectopically expressed in 
LFY loss-of-function mutants [27]. According to these results, 
EMF1 is a positive regulator of TFL1, while AP1 and LFY are 

Fig. 3 Examples of common Boolean functions. Here we present four examples 
of common Boolean functions for a target gene, in this case TGEN, with two regu-
lators, namely, GEN1 and GEN2

Floral Gene Regulatory Network Models
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negative regulators of TFL1. These results were formalized as a 
logical statement [18] as follows:

 TFL EMF AND NOT AP AND NOT LFY1 1 1=  

A complete list of the Boolean functions and the experimental 
evidence for this model can be found in refs. 7, 18; note some typo-
graphical errors corrected in refs. 1, 12.

Once the Boolean functions and the set of expected attractors of 
the GRN are obtained, we can proceed to make a first, necessary 
validation of the GRN. The first step is to use numerical simula-
tions to recover the attractors that our set of Boolean functions 
generates (see Note 8). The attractors recovered in the simulations 
must coincide with the expected attractors, based on experimental 
data. In Espinosa-Soto and collaborators [7] ten attractors were 
recovered. Four out of the ten attractors corresponded to gene 
activation configurations that characterize meristematic cells of 
inflorescence meristems, while the rest corresponded to the gene 
configurations observed in sepal, petal, stamen and carpel primor-
dial cells (Fig. 5). In the GRN for sepal development formulated 
by La Rota and collaborators [19], at least two attractors were 
recovered; one corresponding to the abaxial and the other one to 
the adaxial cells of the floral organ.

2.3.3 Validating the GRN: 
Simulated Attractors vs. 
Expected Attractors

Fig. 4 Truth table and logical statement of the example explained in the main text. 
(a) TGEN expression is not observed in the GEN1 loss-of-function background. 
Hence, we can assume that GEN1 is a negative regulator of TGEN. This Boolean 
function can be represented with a (b) truth tab. or a (c) logical statement
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Fig. 5 Obtained attractors of the flower organ specification GRN. In (a) we present the graph of the flower organ 
specification GRN proposed by Espinosa-Soto and collaborators [7]. The GRN recovered 10 fixed-point attractors. 
Six of the attractors corresponded to the observed gene configuration in the primordial cell of sepals (one attrac-
tor), petals (two attractors), statements (two attractors), and carpels (one attractor). (b) A flower meristem in which 
the primordial sepal cells are colored in green, primordial petal cells in brown grey, primordial stamens in orange, 
and primordial carpel cells in yellow. In (c), the ABC model and the floral organ determination GRN attractors that 
correspond to A, A + B, B + C, and C gene combinations, which specify sepal, petal, stamen, and carpel primordial 
cells, respectively. The activation states correspond to each of the GRN nodes starting on the left with “EMF1” and 
consecutively progressing clockwise the rest of the genes in the GRN shown in (a)
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In cases in which the attractors recovered by the simulated 
GRN under study and those observed experimentally do not coin-
cide, additional nodes or interactions can be considered, or the 
postulated Boolean functions can be modified (Fig. 6). Such novel 
hypotheses can be tested by running the GRN dynamics once 
more, and if the simulated and observed (expected) attractors now 
coincide, the model can be used to postulate novel interactions, 
missing data, or contradictions among those that had been pro-
posed previously. For example, in Espinosa-Soto and collaborators 
[7] four missing interactions were predicted. Importantly, some of 
these predictions have been experimentally validated by indepen-
dent and posterior research, demonstrating the predictive capacity 
and usefulness of this approach.

An additional means to validate a GRN model is to simulate loss-
of- function (fixing the mutated gene expression value to 0) and 
gain-of-function (fixing the overexpressed gene expression value to 
1) mutants. The recovered attractors in the model with such altered 
fixed expression values must correspond to the effects experimen-
tally observed in the corresponding mutants (see Fig. 7; Note 9). 
If a discrepancy is found in such a validation process, additional 
hypotheses concerning new nodes or interactions can be postu-
lated. For the postulated GRN module underlying floral organ 
determination, most of the recovered attractors in the simulated 
mutants corresponded to the genetic configurations that have been 
observed experimentally [7, 17, 18]. In some cases, the simulated 
and observed (expected) attractors did not coincide and new 
 interactions were postulated. For example, in Espinosa-Soto and 
collaborators [7] a positive feedback loop was predicted for the 

2.3.4  Mutant Analysis

Fig. 6 The set of expected attractors vs. the set of obtained attractors. Both the set of expected and obtained 
attractors must coincide, when this do not happens it is usually assumed that there is some wrong or missing 
information

Eugenio Azpeitia et al.



453

gene AGAMOUS (AG), even though this seemed unlikely because 
in the ag-1 loss-of-function mutant plants, the AG expression 
pattern is the same as in wild-type plants [28]. In a posterior study 
in an independent laboratory, the prediction was verified experi-
mentally [29].

Simulations of mutants are also useful when trying to predict 
the effects of multiple mutants, which are complicated to generate 
in the laboratory. Moreover, even when the GRN involved in 
flower determination in Arabidopsis and Petunia seems to be 
 conserved, the mutant phenotypes are not identical. Espinosa-Soto 
and collaborators [7] used mutant analyses to test the effect of a 

Fig. 7 Loss-of-function and gain of function mutant simulations. Loss-of- function 
and gain-of-function mutant simulations are done by fixing the state of the 
desired gene to 0 and 1, respectively. In (a) the Boolean function of a non- 
mutated GEN1. In (b) and (c) the Boolean function of the same gene in a loss-of- 
function and a gain-of-function simulation, respectively. The Boolean functions 
are presented as truth tables and as logical statements. lof = loss-of-function, 
gof = gain-of-function
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duplication in B genes that has been reported in Petunia, and 
recovered the single mutant that had been described, and at the 
same time predicted the expected phenotype for the double mutant 
of the two duplicates.

Experimental and theoretical work has demonstrated that living 
organisms are robust against perturbations. Moreover, at the 
molecular level the processes involved in different biological behav-
iors are also robust against internal and external variations. Such 
robustness implies that the overall functionality of the system 
remains when perturbed [30, 31]. In the case of GRNs, attractors 
should be robust when the Boolean functions are altered. In 
Espinosa-Soto and collaborators [7] the output value of every line 
of the truth tables was changed one by one. Interestingly, we found 
that the original attractors did not change for more than 95 % of 
the logical table alterations, indicating that the functionality of the 
postulated developmental module is robust to this type of pertur-
bation. There are other types of perturbation analyses. For example, 
we could change with a certain probability the value of a line of the 
truth table, or the state of the network. Similarly, if we perturb the 
GRN with these other types of perturbations, the systems’ attractors 
are expected to be maintained.

In deterministic GRN models, as the Boolean model exposed 
above, the system under study always converges to a single attrac-
tor if initialized from the same configuration, and once it attains 
such steady-state, it remains there indefinitely. However, during a 
developmental process, cells change from one stable cell configura-
tion to another one in particular temporal and spatial or morpho-
genetic patterns. In order to explore questions such as how 
differentiating cells decide between one of the available attractors, 
or the order in which the system converges to the different attrac-
tors, given an initial condition, and to make statistical predictions 
of such possible behaviors, a stochastic formalism is needed.

In this section we develop a discrete stochastic model as an 
extension of the deterministic Boolean GRN. We then show how 
this approach can be used to explore the patterns of cell-fate attain-
ment. Specifically, the model formalism explained here allows the 
investigation of the temporal sequence with which attractors are 
visited in the GRN when noise or random perturbations drive the 
system from one attractor to any other one.

In a Boolean GRN model the dynamics given by Eq. 1 is determin-
istic: for a given set of Boolean functions fi (see Subheading 2.3.2), 
the configuration of the network at time t completely determines 
the configuration of the network at the next time step t + 1 (con-
ventionally τ = 1). If Eq. 1 is iterated starting from a given initial 
configuration (defined by an array of n entries with 0s and 1s 

2.3.5 Robustness 
Analyses

2.4 Stochastic 
Boolean GRN Model: 
Temporal Sequence of 
Cell-Fate Attainment

2.4.1 From Deterministic 
to Stochastic Models
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representing the activation states of the n genes), the network will 
eventually converge to an attractor. This deterministic version 
implies that once the system reaches an attractor, it remains there 
for all subsequent iterations. However, if noise is introduced into 
either the Boolean functions, or the gene states, there is a finite 
probability for the system to “jump” from one basin of attraction 
to another one (for definitions, see Subheading 2.1) and conse-
quently, from one attractor to another one. Such a stochastic 
Boolean model of the GRN enables the study of transitions among 
attractors.

Noise can be implemented in a Boolean GRN model in several 
ways (see Note 10). Here we implement noise by introducing a 
constant probability of error ξ for the deterministic Boolean func-
tions. In other words, at each time step, each gene “disobeys” its 
Boolean function with probability ξ, such that in the stochastic 
version, Eq. 1 is extended to

 x t
f t with prob

f t with probi
i

i

+( ) = ( ) −
− ( )






τ
ξ

ξ
, .

.

1

1
 (2)

Note that the stochastic version (e.g., Eq. 2) reduces to a 
deterministic one (Eq. 1)) when ξ = 0. In the model, the stochastic 
perturbations are applied independently and individually to each 
gene at each iteration. This implementation of noise for stochastic 
Boolean modeling of GRNs has been referred to as the stochastic-
ity in nodes (SIN) model with the assumption of a single fault at a 
time [20, 32].

When Eq. 2 is iterated, both the set of Boolean functions fi and the 
error probability ξ determine the configuration of the network at 
the next time step. Under this stochastic dynamics, a given initial 
configuration will no longer converge to the same attractor each 
time. This situation allows us to estimate a probability of transition 
from one network state to another state as the frequency with 
which this transition occurs in a large number of repetitions of the 
same iteration (see below). The estimated transition probabilities 
can then be used to study the behavior of the system and to make 
statistical predictions.

As we want the model to be useful in the exploration of the 
patterns of temporal cell-fate attainment, the network states that 
we are interested in are the fixed-point attractor states that repre-
sent the cell types. Thus, we need to estimate the probability pij of 
transition from the attractor i to the attractor j. From the deter-
ministic Boolean model, we already know to which attractors the 
network converges. In the following we use the term attractor to 
refer to both, the attractor and its basin. Thus, we can define a 
scalar (single-valued) variable Xt to describe the state of the net-
work in terms of the specific attractor in which the network is in at 

2.4.2 The Transition 
Probability Matrix
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time t. Then, Xt will take at time t any value from the ordered set 
(1,2,i, …,K) where each i represents one specific attractor from the 
available k attractors. The configuration of the network at time t is 
then related to the configuration at time t + 1 through what is 
known as the transition probabilities. If the network is in attractor 
i at time t, at the next time step t + 1, it will either stay in attractor 
i or move to another attractor j.

Formally, pij denotes a one-step transition probability that is 
defined as the following conditional probability:

 p Prob X j | X iij t+ t= = ={ }1 ,  (3)

the probability that the network at time t + 1 is in the attractor j 
given that it was in the attractor i at the previous time t, where 
i, j = 1, 2, …, K for K attractors. The set of probabilities pij can be 
expressed in matrix form:
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As the number of attractors K is finite, P is a K × K transition 
matrix. Operationally, under the current model, one can estimate 
the probabilities of the i-th row by first iterating Eq. 2 one time 
step starting from a given initial configuration corresponding to 
the basin of attraction of attractor i. If, after the iteration, the sys-
tem remains in the same attractor, or the same basin of attraction, 
one count is added to the diagonal entry that corresponds to Pii. If 
the configuration ends up in a different basin j, the count is added 
to the column j that corresponds to pij. This process is repeated a 
large number of times (e.g., 10,000) for each of the possible Ω = 2n 
initial conditions. For each state (attractor), the one-step transition 

probabilities should satisfy 
j i

K

ijp
=

=S 1  and pij ≥ 0. This means that in 
the transition matrix P, the rows must sum to 1. This is achieved 
by dividing the number of counts in each matrix entry by the total 
number of configurations that started in the corresponding matrix 
row (e.g., basin i). As the dynamics in Eq. 2 are driven by both the 
Boolean functions fi and the error probability ξ, given a fixed set of 
Boolean functions, different values of ξ will result in different values 
of the transition probabilities pij (see Note 11).

Once the transition matrix P is calculated, it can be used in a dynamic 
model to describe how the probability of being in a particular attrac-
tor changes in time. In other words, we are now in position to derive 
a probabilistic dynamic model to simulate the dynamics of temporal 
cell-fate attainment.

In the previous subsection, the dynamics of transition between 
attractor states were defined in terms of transition probabilities. 

2.4.3 The Probabilistic 
Dynamics of Cell-Fate 
Attainment
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When this is the case, the state of the network at any given time Xt 
can only be represented by its associated discrete probability  
distribution. We denote this distribution by the vector pX(t) = (p1(t), 
p2(t), …, pK(t)), where pi(t) represents the probability of the  
network being in attractor i at time t, and 

i i

K

ip t
=

( ) =S 1 .

Given pX(t), the probability distribution associated with Xt + 1 
can be found by multiplying the transition matrix P by pX(t). We 
obtain the following dynamic equation

 p t 1 p t P
X X

+( ) = ( ) ,  (4)

this latter equation projects the process forward in time, and it 
allows us to follow the dynamics of the probabilities of cell-fate 
attainment by means of straightforward iteration.

In order to do so, it is necessary to specify an initial vector 
p

X
(t = 0) which represents the probability distribution of the net-

work state at time t = 0. In biological terms, this initial vector can 
be interpreted as the representation of how a large population of 
cells is distributed over the available attractors. In other words, 
how many cells of each type are in the population at the initial time 
t = 0. As the probabilities pi sum to one, an underlying assumption 
is that the number of cells in the population remains constant. 
In the next subsection we show how this initial distribution can be 
chosen based on a biological motivation in order to explore a spe-
cific question regarding the dynamics of cell-fate attainment dur-
ing floral organ formation. When the matrix P and the initial vector 
pX(0) are specified, Eq. 4 can be iterated (see Note 12); this process 
will generate a trajectory for the temporal evolution of the proba-
bility of each of the attractors. Every attractor will have a maximum in 
the probability of being reached at particular times. This maximum 
corresponds to the moment at which the corresponding cell-fate is 
most likely. Thus, the order in which the maximal probability of 
the different attractors is reached may serve as an intrinsic explana-
tion for the emerging temporal order during early stages of devel-
opment. Note that, as the transition probabilities of the matrix P 
depend on the value of ξ used in Eq. 2, the trajectories for the 
probability of attractor attainment will vary for different values of 
the error probability ξ.

In this subsection we show how the modeling formalism presented 
above can be applied to propose mechanistic explanations of observed 
patterns of temporal cell-fate attainment. In the modeling framework 
presented here, stochasticity may seem just as a modeling artifact that 
allows the study of transitions among attractors. However, a multi-
tude of studies have demonstrated both theoretically and experimen-
tally that stochasticity and the so-called biological noise are 
ubiquitously present in biological systems given the chemical nature 
of biological processes (for example see refs. 33–36).

2.4.4 Temporal Cell-Fate 
Pattern During Early 
Stages of Flower 
Development
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Under the hypothesis that random fluctuations in a system 
may be important for cell behavior and pattern formation, Alvarez- 
Buylla and collaborators proposed a discrete stochastic model to 
address whether noisy perturbations of the GRN model for the 
floral organ determination of A. thaliana are sufficient to recover 
the stereotypical temporal pattern in gene expression during flower 
development [4]. As mentioned above, previous analysis of the 
deterministic Boolean GRN showed that the system converges 
only to ten fixed-point attractors, which correspond to the main 
cell types observed during early flower development [7]. Six of 
the attractors correspond to the four floral organ primordial cells 
within the flower meristem: sepals, petals, stamens, and carpels 
(S, P1, P2, S1, S2, and C).

Following Subheading 2.4.2, we can study the dynamics of 
cell-fate attainment of the floral organ primordial cells by defining 
a variable Xt which can take as a value any of the attractors (S, P1, 
P2, S1, S2, and C) at each time t. Then, given the six attractors of 
interest, we would like to estimate the transition matrix P, with the 
transition probabilities pij of transition from attractor i to attractor 
j as components. This matrix can be estimated by iterating Eq. 2 
and following the algorithm described in Subheading 2.4.2. 
Alvarez-Buylla and collaborators [4] followed a similar approach, 
and estimated the matrix P shown in Table 1. This matrix was esti-
mated using a value of 0.01 for the probability of error ξ in Eq. 2.

We follow the temporal evolution of the probability of reach-
ing each attractor by iterating Eq. 4 using as P the matrix just 
estimated (see Table 1). However, as mentioned in Subheading 2.4.3, 
it is necessary to specify an initial distribution pX(0), which defines 
what fraction of the whole cell population corresponds to each of 
the cell-types (S, P1, P2, S1, S2, and C) at the initial time of the 

Table 1 
Example of a transition matrix P estimated from the GRN model for the floral 
organ determination of A. thaliana. The matrix elements are the transition 
probabilities among pairs of the six attractors (S, P1, P2, S1, S2, and C). 
Probabilities where calculated in Alvarez-Buylla et al. [4] using (ξ = 0.01)

sep pe1 pe2 st1 st2 car

sep 0.939395 0.001943 0.009571 0.000083 0.000490 0.048517

pe1 0.036925 0.904162 0.009250 0.033900 0.000488 0.015275

pe2 0.009067 0.000464 0.941609 0.000024 0.048374 0.000461

st1 0.000084 0.001893 0.000020 0.936514 0.009960 0.051530

st2 0.000020 0.000001 0.002074 0.000356 0.987953 0.009597

car 0.002045 0.000034 0.000020 0.001951 0.010020 0.985930
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simulation. Since sepal primordial cells are the first to attain their 
fate in flower development, we use as an initial distribution a vector 
in which the value corresponding to the fraction of sepal cells is set 
to 1 and all the other values are set to zero; this is pX(0) = (1,0,0,0,0,0), 
where the order of the values is (S, P1, P2, S1, S2, and C). Thus, 
initially, all of the population of cells within a floral primordium is 
in the sepal attractor. Then, Eq. 4 can be iterated to follow the 
changes in the probability of reaching each one of the other attrac-
tors over time, given that the entire system started in the sepal 
configuration. The resulting normalized trajectories for the case in 
point are shown in Fig. 8 (see Note 13). The graph clearly shows 
how the trajectory for each of the attractor’s probability reaches 
its maximum at a given time. One star for each of the attractors 
was drawn in the graph just above the x-axis at the time when its 
maximal probability occurs. In accordance with biological obser-
vations, the results show that the most probable sequence of cell 
attainment is: sepals, petals, and the stamens and carpels almost 
concomitantly.

The results presented here were calculated using just one value 
for the probability of error (ξ = 0.001). In the work of Alvarez- 
Buylla and collaborators [4], it was shown that the system exhibited 
a sequence of transitions among attractors that mimics the sequence 
of gene activation configurations observed in real flowers for a level 
of noise (value of ξ) of around 0.5–10 % (see Note 11).

Fig. 8 Temporal sequence of cell-fate attainment pattern under the stochastic 
Boolean GRN model. Maximum relative probability p of attaining each attractor, 
as a function of time (in iteration steps). The value of the error probability used 
was ξ = 0.01. Stars mark the time when maximal probability of each attractor 
occurs. The most probable sequence of cell attainment: sepals, petals, carpels, 
and stamens
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The nonintuitive, constructive role of moderated noise 
perturbing the dynamics of nonlinear systems is a well-known phe-
nomenon in physics [37]. Currently, there is a growing interest in 
understanding the interplay between noise and the nonlinearity of 
biological networks [38]. Using the model formalism presented 
here, Alvarez-Buylla and collaborators concluded that the stereo-
typical temporal pattern with which floral organs are determined 
may result from a stochastic dynamic system associated with a 
highly nonlinear GRN [4]. In the light of these findings, the mod-
eling framework exposed in this section constitutes a simple 
approach to understanding morphogenesis, providing predictions 
on the population dynamics of cells with different genetic configu-
rations during development.

Boolean GRNs have been useful to study the complex logic of 
transcriptional regulation involved in cell differentiation because it 
seems that the qualitative topology of such networks, rather than 
the detailed form of the kinetic functions of gene interactions, rule 
the attractors reached. However, for some further mathematical 
developments and also for studies of the detailed behavior of GRN 
dynamics, the differences in genetic expression decay rates, thresh-
old expression values, saturation rates, and other quantitative 
aspects of GRNs can become very relevant. These aspects of GRNs 
cannot be contemplated by a discrete approach. Hence, it becomes 
necessary to investigate also continuous representations of GRN 
dynamics. Several studies reviewed here show that such continuous 
approximations of the discrete GRNs lead to novel predictions, but 
at the same time recover consistent results with those arising in the 
Boolean framework.

Several approaches have been used to describe the Boolean 
GRN as a continuous system. A well-known scheme is the piece- 
wise linear Glass dynamics of the network [39]. This model is 
based on a set of differential equations in which each continuous 
variable xi, representing the level of expression of a given gene, has 
an associated discrete variable that represents the state of expres-
sion of that gene. This is accomplished by introducing the discrete 
variables x̂i  defined as x̂ H xi i i= -( )q , where θi represents a 
threshold, and H(x) is the Heaviside step function: H(x) = 1 if x > 1, 
and H(x) = 0 if x < 1. This definition implies that gene n displays a 
dichotomic expression driven by a more gradual continuous 
dynamics. The piece-wise continuous Glass dynamics of the GRN 
is described by
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where fi are the input functions of the discrete Boolean model,  
and μ = 1/τ is the relaxation rate of the gene expression profile.  
Within this description, the microscopic configuration of the GRN 

2.5 Approximation  
to a Continuous GRN 
Model

2.5.1 Deterministic 
Approach
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at a given time is described by the set of continuous values 
{x1(t), …, xk(t)}; this set induces in turn the set of corresponding dis-
crete values ˘ ˘, ,1x t x tk( ) ( ){ }…  as the Boolean configuration of the 
network. The equilibrium states of the GRN that determine a given 
phenotype may be obtained from the condition dxi/dt = 0, which 
leads to

 x f x t x ti i k
S

1
S S˘ ˘, ,= ( ) ( )( )…  (6)

independently of the value of the relaxation rate. Even when the 
Boolean input functions fi are the same in the discrete and continu-
ous approaches, there are infinitely many microscopic configura-
tions compatible with the same Boolean configuration, and the 
discrete model of the GRN and the corresponding continuous 
piece-wise linear model are not necessarily equivalent, since the 
attractors of the two models can be different. However, numerical 
simulations to study the GRN for floral organ differentiation in A. 
thaliana, show that the Glass dynamics generate exactly the same 
ten fixed-point attractors obtained in the Boolean model, although 
the size of the corresponding attraction basins may display some 
variation [4].

An alternative approach consists in considering that the input 
functions display a saturation behavior characterized by a logistic 
or a Hill function, usually employed in biochemistry to describe 
ligand saturation as a function of its concentration. In the first case, 
the input associated to node i may be included in the form
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where ∈ i is a threshold level (usually ∈ i = 1/2), and bi the input 
saturation rate. It may

be easily seen that for bi > > 1, the input function becomes a 
Heaviside step function:

 Θ ∈ → ∈f H fi i i i−[ ] −[ ],  (8)

and thus displays a dichotomic behavior (in practice this may be 
achieved for, e.g., bi > 10). This approach has been employed, for 
example, in the modeling of the GRN for differentiation of 
Th cells of the immune response by Mendoza and Xenarios [40], 
or in the study of floral organ specification in A. thaliana [1].

On the other hand, Hill-type inputs of GRNs have been 
employed in a number of investigations on biological development 
and differentiation (see the review in ref. 41). They have the following 
structure:
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with the parameter n, an integer number, and Ai the maximum 
asymptotic value attained by the input. The latter approach was 
used by Zhou et al. [42], to model pancreatic cell fates; and by 
Wang and coworkers [43] to study myeloid and erythroid cell 
fates. The approximation to be used depends on the nature of the 
problem under study. In fact, the GRN inputs could be described 
also by any set of polynomial functions that reflect the biological 
interactions of the network.

Another approach that can be used to translate the logical into 
continuous functions involves the use of “fuzzy logics” proposed 
by L. A. Zadeh [44] to study systems that do not follow strictly 1 
or 0 truth-values. This is achieved by using the following rules
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Here, the operators, min and max mean to choose between the 
minimum and maximum values of the functions xi and xj at a given 
time t. It can be shown that these rules lead to a Boolean algebra 
[1]. One possible disadvantage of this proposition is that it involves 
only piece-wise differential functions. Another possibility is to con-
sider the following algorithm:
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The structure of the expressions associated to the logical con-
nectors “and” and “not” is obvious, while the expression for “or” 
is derived by substituting such expressions into De Morgan’s law: 
not(xi or xj) = (not xi) and (not xj). As before, it may be straightfor-
wardly checked that these rules define a Boolean algebra. For 
example, a logic input like

 f x or x and not x1 1 2 3= ( ) ( )  
would read:

 f x x x x x .21 1 2 1 31= + -( ) -( )×  
We now proceed to write the equation for the GRN continu-

ous dynamics. By assuming that the source of gene activation can 
be characterized, for example, by a logistic-type behavior, we may 
introduce the following set of differential equations:

 d
d

,, , ,1

x
t

f x x xi
i k i i= ( )  −Θ … µ  (12)

where μi = 1/τi represents the expression decay rate of node i of the 
GRN. Notice that within this approach we consider that, in gen-
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eral, each gene may have its own characteristic decay rate.  
This assumption introduces further richness into the description, 
as a hierarchy of times of genetic expression may define alternative 
routes to cell fates. In particular, notice that the steady states of the 
GRN, given by the condition dxi/dt = 0, lead to the expression

 x f x x .i
S

i
i k= ( ) 

1
,, , ,1

S S

µ
Θ …  (13)

Taking into account that the node inputs are defined by logical 
sentences with a Boolean architecture, then the attractor set 
obtained in this case is equivalent by construction to the set derived 
in the discrete Boolean approach. Thus, if a given attractor arising 
in the discrete Boolean approach has an expression pattern like 
{1,0,0,1,1, …}, the corresponding pattern in the continuous 
approach would have the structure {1/μi, 0, 0, 1/μ4, 1/μ5, …}, so 
that they become identical when μi = 1 (with the possible exception 
of some isolated attractors). The consideration of the several relax-
ation rates for gene expression dynamics introduces an important 
difference with respect to Glass dynamics. For example, in the case 
that a gene has a large decay rate, corresponding to μi > > 1, then 
xi

S → 0, and the expression pattern would differ with that arising 
when μi = 1. Then, the dynamic behavior of a gene with a large decay 
rate (short expression time) would be equivalent to an effective 
mutation associated to lack of functionality. Similarly, the case μi < < 1 
would correspond to an over-expression of that gene. We conclude 
that the gene expression dynamics is not only regulated by the GRN 
interactions topology, but also by the hierarchy of relative expres-
sion times of its components.

On the other hand, the system also may acquire very different 
behaviors depending on the value of the saturation rate. As men-
tioned before, for bi > > 1, the input function becomes a Heaviside 
step function. In the case, bi = 1, the input function would show a 
softer behavior. It turns out that in this latter case the attractor set 
may change drastically with respect to that obtained in the Boolean- 
like case. This plasticity could be employed to study regulatory 
systems with a hybrid functionality consisting of transcriptional reg-
ulatory logics that are well described with Boolean GRN, and exter-
nal or coupled signaling transduction pathways that have continuous 
behaviors and which can impact the dynamics of some of the GRN 
components.

3  Notes

 1. A developmental module incorporates a set of necessary and 
sufficient molecular components for a particular cell differen-
tiation or morphogenetic process. It is considered a module 
because it is largely robust to initial conditions and it attains 
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certain attractors robustly. The uncovered GRN underlying 
the ABC patterns of gene activation and the early subdifferen-
tiation of the flower meristem into four concentric regions or 
primordial floral organ cells, thus constitutes a developmental 
model. Other developmental modules involved in flower 
development could be those involved in: the cellular subdif-
ferentiation of each one of the floral organ primordia during 
organ maturation, determining floral organ number and spatial 
disposition, in the dorso-ventrality or shape of floral organs, 
ovule maturation, etc.

 2. In the table that formalizes the experimental data, if the gene 
or protein is expressed register a “1,” and if not a “0.” If some 
components have expression patterns with cyclic behavior, 
they could be part of cyclic attractors. In some cases, a discrete 
network with more than two activation states can be postu-
lated if deemed necessary. Quantitative variation in expression 
levels can be also incorporated later in a continuous model 
approximated from the discrete one.

 3. Several other algorithms exist to numerically find the attractors of 
a Boolean Network in an efficient way. For examples, see ref. 20.

 4. It is important to keep in mind that the “AND” and “OR” 
logical operators can be interconverted. For instance, the logi-
cal statement “GEN1 AND GEN2” is equivalent to the logical 
statement “NOT (NOT GEN1 OR NOT GEN2).” Because 
of this, most truth tables (except the simplest ones, like the 
constants) have many equivalent logical statements. 
Consequently, each Boolean function can be formalized as a 
unique truth table, but can be described with one or many 
equivalent logical statements (Fig. 9).

 5. Sometimes, the experimental information is not enough to 
completely define the Boolean functions. For example, in La 

Fig. 9 Equivalence between truth tables and logical statements. As observed each truth table have many 
equivalent logical statements while each logical statement is represented by a unique truth table
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Rota and collaborators [19] Boolean functions were first 
 generated considering only confirmed direct molecular inter-
actions. However, gaps in the experimental information pre-
cluded the generation of a unique set of Boolean function 
determining the GRN. Consequently, they predicted possible 
interactions by looking for consensus binding sites in the pro-
moters of the included nodes and introducing some specula-
tive hypothesis of molecular interactions.

For example, imagine that TGEN expression disappears 
when you generate single loss-of-function alleles of GEN1 and 
GEN2, while TGEN expression is promoted if we over-express 
both GEN1 and GEN2. Consequently, we conclude that 
GEN1 and GEN2 are both positive and necessary regulators 
for TGEN expression. However, this experimental data do not 
say anything about what happens to TGEN expression in the 
simultaneous absence of GEN1 and GEN2. In such a case we 
would have an incompletely characterized Boolean Function 
(Fig. 10). Such incompletely characterized Boolean functions 
can also appear due to asynchrony and interactions with the 
environment [45]. The inclusion of asynchrony in the model 
provides a more realistic description of our system, while envi-
ronmental inputs influence is pervasive in biological systems. 
Hence, the incorporation of incomplete Boolean functions in 
a model is an instrumental tool. There are many ways to approach 
this problem: we could test all possible Boolean functions (as in 
ref. 19), introduce asynchrony in our model, give a probability 
to each possible Boolean function, or even directly work with 
incomplete Boolean functions. Several free software programs 
are capable of considering asynchrony, probabilities for differ-
ent logical functions or can work with incomplete Boolean 
functions, such as ANTELOPE [45] and BoolNet [46].

Fig. 10 Complete and incomplete characterized Boolean functions. While in complete characterized Boolean 
functions the value of TGEN in all row of the truth tables is specified, in incomplete characterized Boolean 
functions in one or more rows of the truth table is not specified. Incomplete characterized Boolean function can 
be the result of missing information data, asynchrony or environmental perturbations and can be resolved with 
different approaches as explained in the main text
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 6. Sometimes we cannot represent the available experimental 
data with a Boolean formalism because we need more values to 
represent our nodes’ activity. For example, imagine that GEN1 
differentially affect TGEN in the loss-of function, when nor-
mally expressed and when over expressed. This can be resolved 
replacing the Boolean formalism with a multivalued or a 
continuous approach. In a multivalued approach, the nodes 
can take as many values as necessary. In the last example, we 
could allow GEN1 to have three values, namely, 0 when is 
OFF, 1 when is normally expressed and 2 when is over 
expressed. It is important to note that a Boolean formalism can be 
approximated to a continuous one as was explained in the last 
section of this paper. For example, Espinosa-Soto and collabo-
rators [7] initially followed a multivalued modeling approach, 
which was later shown to yield the same qualitative results 
when transformed into a Boolean system [17]. Similar situa-
tions have been documented when transforming a continuous 
into a Boolean model (e.g., [6, 47]). Currently some software 
applications allow the analysis of discrete multivalued networks 
(e.g., GINSIM) [48].

 7. As mentioned above, sometimes the experimental information 
is not enough to generate the Boolean function. We can also 
find contradictory information linked to particular gene inter-
actions. For example, one author may report that GEN1 posi-
tively regulates TGEN, while another one may report that 
GEN1 is a negative regulator of TGEN. In cases like this, 
models are extremely helpful, even when they could be consid-
ered incomplete. With models we can test both suggestions in 
a fast and cheap way. The result that better reproduces the 
experimentally observed system’s behavior should be consid-
ered the most likely hypothesis. For example, in La Rota and 
collaborators [19] GRN model of sepal primordium they gen-
erated multiple sets of Boolean functions describing their GRN 
and selected those that recovered the expected attractors and 
mutant phenotypes. At other times GRN models can be also 
used to explain apparent contradictions or disputes concerning 
the interpretation of experimental data.

 8. There are several free software packages to recover the attrac-
tors and basins of attraction of Boolean GRN, including 
ANTELOPE [45], GINSIM [48], BoolNet [46], Atalia [12], 
GNbox [49], GNA [50], and BioCham [51].

 9. It is important to note that recovering the expected attractors 
when the mutants are simulated does not guarantee that the 
model is correct, because networks with different topologies 
can sometimes reach the same attractors [52]. However, we 
can assure that a GRN model that is unable to reproduce all 
mutants is incorrect.
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 10. Although stochasticity in Boolean models of GRNs is commonly 
modeled using the SIN model (see Subheading 2.4.1), another 
method called the stochasticity in functions (SIF) has been 
introduced recently. The objective of this method is to model 
stochasticity at the level of biological functions (i.e., Boolean 
functions in the GRN), and not just by flipping the state of a 
gene as in the SIN model (for details see refs. 20, 32).

 11. It could be the case that interesting, nontrivial behaviors may 
be uncovered just at certain levels of the error probability ξ 
(e.g., noise). Thus, as customary in numerical explorations, it 
is necessary to test different values of ξ. However, one expects 
generic, robust behavior to be observed under a relatively wide 
range of noise levels. Moreover, the stochastic modeling of 
GRN can thus be useful to make inferences concerning the 
range of noise levels that are experienced in particular develop-
mental systems under study.

 12. When trying to iterate Eq. 4, make sure that the order in which 
the position corresponding to each attractor state in the initial 
vector pX(0) is the same as the one for the columns in the tran-
sition the matrix P. In other words, if the fraction of cells in 
attractor A is specified in the position i of the initial vector, the 
row i of the transition matrix should correspond to the prob-
abilities of transition from attractor A to the other attractors.

 13. It can be the case that the heights of the trajectories, which 
correspond to the temporal evolution of the probability of 
being in each attractor, differ considerably. This is to be 
expected; given that the basins of the different attractors vary 
in size, and so do their absolute probabilities. One way to 
transform the data in order to obtain a graph where the heights 
of the trajectories are of comparable size is to normalize each 
probability value with respect to the maximum of each attrac-
tor’s curve (e.g., dividing the probability value by the  maximum 
value). We followed this approach to obtain the graph in Fig. 8, 
where also the trajectories corresponding to attractors se1 and 
se2; and st1 and st2 where respectively added to obtain only 
one trajectory for the attractor se and one for st. However, it is 
important to note that, as we are interested in the temporal 
order in which the attractors reach its maximum probability, 
this normalization process is not necessary. The order of 
appearance of the maximum value of the probability of each 
attractor in the original simulated trajectories would be the 
same as the one observed in the normalized trajectories. The 
normalization step just allows us to obtain a clearer graph. In 
the graph in Fig. 7, we draw one star for each of the attractors 
just above the x-axis at the time when its maximal probability 
occurs. The observed pattern is exactly the same in the simu-
lated trajectories before the normalization.
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Abstract

Background: Recent experimental work has uncovered some of the genetic components required to maintain the
Arabidopsis thaliana root stem cell niche (SCN) and its structure. Two main pathways are involved. One pathway
depends on the genes SHORTROOT and SCARECROW and the other depends on the PLETHORA genes, which have
been proposed to constitute the auxin readouts. Recent evidence suggests that a regulatory circuit, composed of
WOX5 and CLE40, also contributes to the SCN maintenance. Yet, we still do not understand how the niche is
dynamically maintained and patterned or if the uncovered molecular components are sufficient to recover the
observed gene expression configurations that characterize the cell types within the root SCN. Mathematical and
computational tools have proven useful in understanding the dynamics of cell differentiation. Hence, to further
explore root SCN patterning, we integrated available experimental data into dynamic Gene Regulatory Network
(GRN) models and addressed if these are sufficient to attain observed gene expression configurations in the root
SCN in a robust and autonomous manner.

Results: We found that an SCN GRN model based only on experimental data did not reproduce the configurations
observed within the root SCN. We developed several alternative GRN models that recover these expected stable
gene configurations. Such models incorporate a few additional components and interactions in addition to those
that have been uncovered. The recovered configurations are stable to perturbations, and the models are able to
recover the observed gene expression profiles of almost all the mutants described so far. However, the robustness
of the postulated GRNs is not as high as that of other previously studied networks.

Conclusions: These models are the first published approximations for a dynamic mechanism of the A. thaliana
root SCN cellular pattering. Our model is useful to formally show that the data now available are not sufficient to
fully reproduce root SCN organization and genetic profiles. We then highlight some experimental holes that
remain to be studied and postulate some novel gene interactions. Finally, we suggest the existence of a generic
dynamical motif that can be involved in both plant and animal SCN maintenance.

Background
Stem cell (SC) research has received much attention
during the last decade [1], as these cells are the source
of new pluripotent cells in plants and animals and are
fundamental for the maintenance of tissues during
adulthood. Hence, understanding the dynamics and

molecular genetics of SC niches (SCNs) has become a
central question in biological and medical research
[2,3]. Interestingly, SCNs share important structural and
dynamic characteristics across distantly related multicel-
lular organisms [3-6], which suggests the existence of
underlying generic mechanisms. Thus, the study of
plant SCNs, which are often more amenable to experi-
mental and modeling studies than those of animals,
may help researchers understand some such generic
traits and may shed light on issues related to human
health [7].
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In contrast to animals, structures arise throughout the
whole life cycle of plants from active SCNs, which are
exposed in the so-called meristems. Arabidopsis thali-
ana has two main SCNs. One of these is in the Shoot
Apical Meristem (SAM), located at the tip of the aerial
part of the plant, and another is located in the Root
Apical Meristem (RAM), at the acropetal end of the pri-
mary root. The A. thaliana root and root SC niche
(SCN) are well described at the anatomical level. The
root SCN includes four cells that rarely divide and con-
stitute the quiescent center (QC), surrounded by four
sets of initial cells that give rise to the different types of
differentiated cells in the root (i.e., stele, cortex, endo-
dermis, epidermis, lateral root-cap and columella cells)
[8].
Besides the thorough anatomical characterization of

this system, some of the molecular components that are
necessary to establish and maintain the A. thaliana
RAM and its SCN cellular patterning have been uncov-
ered and characterized only recently (Table 1). One of
these components implicates the module of SHORT-
ROOT (SHR), its target gene SCARECROW (SCR), the

immediately downstream genes of the dimer SHR/SCR
and other genes that interact with them. Another regu-
latory circuit includes the PLETHORA (PLT) genes,
which have been proposed to be key components of the
molecular readout of the plant hormone auxin [9-12].
SHR is a gene that is expressed in the stele at the

transcriptional level; its protein then moves to the adja-
cent cellular layer (i.e., cells in the QC, endodermis-cor-
tex initials (CEI) and endodermis), where it activates
SCR [13]. SCR is necessary for its own activation in the
QC and CEI [10,14]. Both genes have been implicated
in the maintenance of the RAM and SCN and the radial
organization of the root [9,10,15]. SHR and SCR interact
through their central domains; together, they control
the transcription of several genes [14,16]. MAGPIE
(MGP) is a target gene of SHR/SCR and has been impli-
cated in the regulation of the root radial pattern,
although its function is not yet fully understood. JACK-
DAW (JKD) is expressed in the QC and CEI. Mutations
in JKD lack SCR expression in the QC and CEI, causing
a misspecification of the QC, which is perhaps due to
its effect on SCR expression. Yeast two-hybrid assays

Table 1 Summary of the experimental evidence
INTERACTIONS EXPERIMENTAL EVIDENCE REFERENCE

SHR ®SCR The expression of SCR is reduced in shr mutants.
ChIP-QRTPCR experiments show that SHR directly binds in vivo to the regulatory sequences of SCR and positively
regulates its transcription.

[9,16]

SCR ®SCR In the scr mutant background promoter activity of SCR is absent in the QC and CEI.
A ChIP-PCR assay confirmed that SCR directly binds to its own promoter and directs its own expression.

[10,14]

JKD ®SCR SCR mRNA expression as probed with a reporter lines is lost in the QC and CEI cells in jkd mutants from the early
heart stage onward.

[17]

MGP–|SCR The double mutant jkd mgp rescues the expression of SCR in the QC and CEI, which is lost in the jkd single
mutant.

[17]

SHR ®MGP The expression of MGP is severely reduced in the shr background.
Experimental data using various approaches have suggested that MGP is a direct target of SHR. This result was
later confirmed by ChIP-PCR.

[14,16,17]

SCR ®MGP SCR directly binds to the MGP promoter, and MGP expression is reduced in the scr mutant background. [14,17]

SHR ®JKD The post-embryonic expression of JKD is reduced in shr mutant roots. [17]

SCR ®JKD The post-embryonic expression of JKD is reduced in scr mutant roots. [17]

SCR ®WOX5 WOX5 is not expressed in scr mutants. [24]

SHR ®WOX5 WOX5 expression is reduced in shr mutants. [24]

ARF(MP)
®WOX5

WOX5 expression is rarely detected in mp or bdl mutants. [24]

ARF®PLT PLT1 mRNA region of expression is reduced in multiple mutants of PIN genes, and it is overexpressed under
ectopic auxin addition. PLT1 &2 mRNAs are absent in the majority of mp embryos and even more so in mp nph4
double mutant embryos.

[11,12]

Aux/IAA–|ARF Overexpression of Aux/IAA genes represses the expression of DR5 both in the presence and absence of auxin.
Domains III & IV of Aux/IAA genes interact with domains III & IV of ARF stabilizing the dimerization that represses
ARF transcriptional activity.

[22,23]

Auxin–| Aux/
IAA

Auxin application destabilizes Aux/IAA proteins.
Aux/IAA proteins are targets of ubiquitin-mediated auxin-dependent degradation.

[reviewed in
[18]]

CLE40 –| WOX5 Wild type root treated with CLE40p show a reduction of WOX5 expression, whereas in cle40 loss of function plants
WOX5 is overexpressed.

[25]

Experimental evidence used to generate the four single cell GRNs. These previously reported results were the basis for the interactions postulated in the SCN
GRN models graphs of figure 1.
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have shown that SHR, SCR, JKD and MGP can physi-
cally interact, which suggests that protein-protein com-
plexes among them are involved in SC regulation [17].
In addition to the SHR/SCR SCN regulation, PLT

genes are also necessary for the maintenance of the root
SCN. The double mutant plt1 plt2 fail to maintain the
SCN, and in this mutant, eventually all cells in the RAM
differentiate [11]. PLT genes act redundantly, and plt1
plt2 pl3 triple mutants are rootless and resemble the
Auxin Response Factor (ARF) monopteros (mp) single
mutant. Indeed, mp single and mp arf7/nhp4 (nonphoto-
tropic hypocotyl4) double mutants show reduced or no
expression of PLT1 and PLT2 transcripts from heart
stage onward, which suggests that the activation of PLT
transcription occurs downstream of the ARFs [11,12].
Moreover, application of exogenous auxin increases PLT
transcription.
The transcriptional activity of the ARFs has been

widely studied, and the Aux/IAA proteins have been
proposed as their key negative regulators [18-21]. The
Aux/IAA proteins repress the transcriptional activity of
the ARF forming hetero-dimers. The SCFTIR1 ubiquitin
ligase complex promotes Aux/IAA degradation in the
presence of auxin [22,23].
Finally, WUSCHEL RELATED HOMEOBOX 5

(WOX5) is a gene expressed exclusively in the QC. In
wox5 mutants, the QC fails to maintain correct gene
expression and to keep the distal SC undifferentiated.
WOX5 is hardly detected in shr, scr, or mp [24]. The
WOX5 distribution is expanded in the wox5 background,
suggesting that this gene has a negative feedback loop
[24]. Recently, CLAVATA-like 40 (CLE40), a secreted
peptide, was found to negatively regulate WOX5 expres-
sion through ARABIDOPSIS CRINKLY4 (ACR4) in the
more distal part of the meristem [25]. Other studies
suggest that additional CLE-like genes could be involved
in RAM maintenance [26-29].
Despite the thorough description of mutants and

paired gene interactions, it still remains unclear how the
concerted action of all the studied genes and their regu-
latory interactions collectively yield the gene profiles
(configurations) characteristic of the cell types within
the root SCN. Indeed, soon after cells depart from the
QC, they attain distinct gene expression configurations,
each characterizing a set of SC or initial cell types that
eventually give rise to the distinct cell lineages conform-
ing the mature root. How such cellular heterogeneity in
SCs is dynamically established while the QC cells are
kept undifferentiated, considering that all cells within
the SCN have the same genetic information, is still not
well understood. Dynamic gene regulatory models are of
great value for addressing these issues.
Gene Regulatory Network (GRN) models have proven

to be useful tools for studying the concerted action of

molecular entities acting during cell differentiation and
pattern formation [30-36]. These models are made up of
nodes representing genes, proteins or other molecules
and edges that stand for the regulatory interactions
among these elements [37]. The dynamics of these net-
works may be described using systems of coupled equa-
tions, either continuous or discrete [37,38]. For Gene
Regulatory Networks (GRNs) involved in cell fate deter-
mination, it has been proposed that their steady-state
gene configurations (also referred to as attractors) corre-
spond to gene activation profiles typical of different cell
types [39]. Therefore, investigating the dynamics of such
GRNs may be key for understanding cell differentiation,
cell patterning and morphogenesis during developmental
processes.
Some theoretical approaches have addressed lineage

specification, regeneration and other aspects of SCNs in
animals [40-42] and plants [43,44]. However, to our
knowledge, dynamic models that aim at understanding
cell-fate determination and patterning in SCNs are still
scarce. Specifically, such a model is lacking for the A.
thaliana root meristem. Hence, although some of the
genes necessary for the root SCN specification and
maintenance have been identified and functionally char-
acterized [45], there is no dynamic characterization of
the whole regulatory module. Additionally, it is still
unclear if the molecular components and interactions
reported previously are sufficient to dynamically and
robustly recover the cell types and patterns of the A.
thaliana root SCN.
In this paper, we have integrated the available experi-

mental data on root SCN maintenance into discrete
GRN dynamic models. We postulate several alternative
regulatory modules to investigate if alternative topolo-
gies of regulatory interactions, which include those
uncovered so far in addition to a few additional predic-
tions, are sufficient to recover genetic profiles character-
istic of the main cell types within the SCN.
Given that roots, when exposed to diverse environ-

mental conditions or even to multiple genetic mutations
[e.g., [11,17,46-48]], still harbor a normal or almost nor-
mal SCN, we hypothesized that the niche cellular pat-
terning should be regulated by a robust GRN. The
formal models proposed here enabled tests of such a
hypothesis by addressing if the proposed GRN models
attained the same gene configurations in the face of
transient (e.g., initial conditions or inputs from other
modules connected to the one under study) or perma-
nent perturbations. We also investigated the robustness
of the models by translating the discrete GRN models to
continuous ones and by verifying if the SCN GRN
attractors were maintained. Additionally, we validated
the proposed GRN models by testing if they also recov-
ered gene configurations of experimentally characterized
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loss and gain of function mutants. Comparisons of the
alternative GRN models tested helped us detect experi-
mental gaps and postulate novel predictions that could
guide future experiments.
We also designed a discrete spatial version of coupled

GRNs to address if the intracellular GRN coupled by
the reported cell-to-cell communication via movement
of four of the GRN components could also yield the
gene configurations observed in different cell types and
positions within the A. thaliana root SCN. A local acti-
vator and lateral inhibitor motif were included as part of
the coupled network model as a prediction, in part
given that such a motif has been postulated for the
SAM, which has important similarities with the RAM
maintenance [49,50].
The results obtained in this work show that the genes

that have been characterized in SCN patterning are lar-
gely sufficient to recover both the gene configurations
observed in the main cell types within the root SCN
and the overall spatial pattern of such cells. However,
our work strongly suggests that additional components
and circuits are still to be discovered, and these may
render the root SCN robust in the face of transient per-
turbations as well as some genetic mutations.

Results
Four alternative GRN models sufficient to recover
observed gene expression profiles in cells within the root
stem cell niche
Based on the experimental data summarized above and
in Table 1, we generated a discrete root SCN GRN
model (see Methods for details). The regulatory interac-
tions are indicated by arrows (activation) or flat-end
edges (repression) in the GRN (Figure 1). It is important
to note that even though in figure 1 all the interactions
between nodes appear to be direct, the arrows can
represent a direct interaction or an interaction mediated
by one or more intermediate molecular components
(i.e., indirect interaction). We still lack experimental
data to discern between these two possibilities in many
instances. In figure 1, we indicate which interactions are
experimentally confirmed as direct interactions, whereas
the rest are indirect. In the logical functions (Additional
file 1), 0 represents a non-functional protein or non-
expressed gene, except for PLT and auxin, which have a
graded expression and for which 0 represents a level of
expression insufficient to exert their function in the
SCN.
A few articles have demonstrated that SHR movement

depends on both cytoplasmic and nuclear localization
[51,52] and its activity depends on its nuclear localiza-
tion. Our GRN models do not consider how SHR or any
other node intracellular localization affects in mobility
and function. Nonetheless, the logical rules postulated

for this gene qualitatively recover and agree with the
available data related to both aspects of this gene func-
tion. Because each of the ARF, PLT and Aux/IAA genes
have redundant functions and overlapping expression
patterns and the particular function of single genes in
the SCN is not clear, we collapsed each of these groups
of genes into a single node for each gene family (Figure
1). The postulated GRN does not distinguish between
columella and epidermis-lateral root cap initials due to
lack of experimental evidence, and we thus refer to
them as CEpI (for columella epidermis initials) (Figure
2). Hence, we expected only four GRN attractors;
namely, those corresponding to the QC, vascular initials,
Cortex-Endodermis initials (CEI) and CEpI.
While we were integrating available published data

into a preliminary GRN model, we detected experimen-
tal gaps or ambiguities in five of the genes considered in
the network. All of the gaps and ambiguities concern
gene transcriptional regulation and were found in SHR,
SCR, JKD, MGP and WOX5 genes. As far as we know,
some of the regulators of these genes have not been dis-
covered or published yet.
Much research has been conducted regarding the

function of SHR, but we did not find any reported gene
directly regulating its transcription. In our model, this
result implies that because SHR activity does not have
any positive or negative input regulator, its final state
will depend only on its initial state.
It has also been reported that scr and shr single

mutants severely reduce postembryonic JKD expression
[17] and that the dimer SHR/SCR positively regulates
MGP expression [14]. This result means that SCR and
SHR are both necessary for a postembryonic wild type
expression of JKD and MGP. Nevertheless, MGP expres-
sion is absent in the QC, where both SCR and SHR
genes are expressed. Similarly, JKD express in a different
region than the SHR and SCR region. So, SHR and SCR
are not sufficient to explain the JKD and MGP expres-
sion because the region of expression of the latter genes
is different than that of SCR and SHR. Hence, it is likely
that JKD and MGP have additional regulators. However,
in the model, we assumed that the latter two genes are
only under SCR and SHR regulation. As mentioned
above, also the positive regulators described for WOX5
(i.e., SHR, SCR and ARF) are present in the CEI, where
WOX5 is not expressed, which suggests that there are
also uncovered WOX5 regulators.
Sabatini and collaborators [10] reported that SCR SCN

expression depends on itself, but other reports [e.g.,
[53]] showed that ectopic SHR expression alone (i.e.,
without SCR ectopic expression) is able to induce SCR
expression outside the QC, CEI or endodermis cells. So,
it is not well understood why even when SHR protein is
present in the vascular initials, SCR is not, but when
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Figure 1 Root stem cell niche GRN models. Nodes represent the genes or hormones in the case of auxin. Arrows correspond to activations,
and flat arrows correspond to repressions. Four models were tested. Model A and A’ (a) differ from B and B’ (b) in the WOX5 negative
regulation. In models A and A’, WOX5 is downregulated by MGP, whereas in models B and B’ WOX5 is downregulated by the hypothetical gene
CLEX. Models A’ and B’ differ from models A and B in the SCR value in line 14 of their logical rule as shown in Additional file 1. In (c), the GRN
used for the coupled GRN model is depicted. Even when CLE40 is an experimentally reported data, in our model, we assume negative regulation
of WOX5 in all SCs, so CLEX is treated as a novel prediction. In all GRNs, red arrows indicate the novel postulated interactions, and black arrows
indicate interactions based on experimental data. Purple nodes in (c) are the nodes involved in the activator-inhibitor motif. The IAA node in the
GRN graph represents the Aux/IAA gene family, not auxin. Of all the interaction considered here, the dimer SHR/SCR activating SCR and MGP,
auxin repressing Aux/IAA and Aux/IAA repressing ARF had been experimentally confirmed as direct interactions.
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SHR is ectopically expressed in epidermis and lateral
root cap initials, SCR turns on. One possibility is that
SHR alone is capable of activating SCR, but our analysis
shows that even if this is the case additional SCR regula-
tors are still waiting to be discovered (see details below).
This and further analysis demonstrate that even though
a great amount of research has been carried out on SCR
regulation, it is not yet fully clear how this gene expres-
sion pattern is maintained in the root SCN. With this in
mind, we propose a SCR logical rule (see Additional file
1) that together with the logical rules of the genes
included in the GRN seems to be sufficient for recover-
ing observed gene expression profiles.
We also noted that given the conditions considered in

the GRN, PLT, ARF, Aux/IAA and auxin form a linear

pathway with no inputs from other nodes included in
the GRN. These nodes always have the same state in
the models and contribute little to our understanding of
the SCN GRN as far as it has been uncovered, but we
decided to keep these nodes for two reasons: i) this
pathway has been shown to be important in SCN pat-
terning experimentally, and ii) by including them, we
provide a more comprehensive formal framework that
may later enable connections to other regulatory mod-
ules, such as those controlling the cell cycle or a more
realistic auxin transport model, in both of which PLT
and auxin are known to play essential roles.
The SCN GRN that only incorporated published data

was not sufficient to recover the observed gene config-
urations in the SCN. This first GRN model lead to
stable gene configurations that did not include the
attractors corresponding to that observed in the QC and
the CEI cells, and it also yields an attractor, which com-
bined QC/CEI gene activities. The latter combination
has not been observed in any of the wild type A. thali-
ana root SCN cell types. Therefore, we decided to pos-
tulate two predictions concerning additional regulatory
interactions that, in the context of the root SCN GRN
uncovered up to now, are sufficient to recover the
expected attractors or stable gene expression configura-
tions that have been described for the different cell-
types in the root SCN (Figure 2 and table 2 and 3). Our
simulations showed that by assuming a down-regulation
of WOX5 in the CEI and of MGP in the QC, the mod-
eled GRN models were sufficient to recover the
observed gene expression configurations.
The assumed down-regulations discussed above lack

experimental support and hence constitute novel predic-
tions. However, there is, in principle, more than one
minimal way to model WOX5 inhibition in a manner
that is consistent with the rest of the available data and
the observed gene configurations within the SCN. In a
first model (A), we assumed that MGP represses WOX5
and vice versa. We made this assumption for several
reasons: i) the reported conditions for WOX5 transcrip-
tion (i.e., ARF, SHR and SCR expression that positively
regulate WOX5 expression) are also present in the CEI,
and ii) the reported conditions for MGP transcription
are observed in the QC (i.e., SHR and SCR expression

Figure 2 Simplified cellular pattern of the root stem cell niche
compared to a real root. The four cell types within the SCN, each
of which corresponds to one of four stable attractors recovered by
the models in figure 1. The vascular initials (yellow), cortex-
endodermis initials (green), quiescent center (blue) and columella-
epidermis-lateral root cap initials (orange) (b) in the cleared root tip
of Arabidopsis thaliana colorized to show the corresponding cell
types represented by the attractors recovered by the single-cell GRN
models in figure 1 and schematized in (a). The activation states of
the nodes are represented by 0 and 1 in the following order: PLT,
auxin, ARF, Aux/IAA, SHR, SCR, JKD, MGP and WOX5.

Table 2 Simulated configurations of models A and A’ compared to those observed in real roots of Arabidopsis thaliana
Cell type PLT Auxin ARF Aux/IAA SHR SCR JKD MGP WOX5

QC 1(1) 1(1) 1(1) 0(0) 1(1) 1(1) 1(1) 0(0) 1(1)

Vascular Initials 1(1) 1(1) 1(1) 0(0) 1(1) 0(0) 0(0) 0(0) 0(0)

CEI 1(1) 1(1) 1(1) 0(0) 1(1) 1(1) 1(1) 1(1) 0(0)

CepI 1(1) 1(1) 1(1) 0(0) 0(0) 0(0) 0(0) 0(0) 0(0)

A value of 1 means that the gene is “ON”, whereas a value of 0 means that it is “OFF”. Simulated gene states for each cell type are shown first and observed
gene states are in parenthesis.
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that positively regulate MGP expression). WOX5 and
MGP expression patterns are complementary, so even
when we are aware that MGP and WOX5 possibly do
not regulate each other directly, our assumption consid-
ers a potential indirect regulation.
In another model (B), we assumed that the proximal

expression of WOX5 is negatively regulated by an
unknown gene that could be a CLE-like gene. We
decided to use the CLEX name for this hypothetical reg-
ulator of WOX5 because recent evidence demonstrated
that CLE40 inhibits WOX5 expression [25]. We did not
use CLE40 directly because the hypothetical regulator
(CLEX) should have a region of expression or activity
wider to that reported for CLE40. Also, CLEX could
represent more than one gene, including CLE40. More-
over, it is important to also acknowledge that the role of
the node marked in our GRN model by CLEX could, in
fact, involve other genes as well. For example, Williams
and collaborators [54] proposed that HD-ZIPIII genes
regulate WUS expression in the SAM. Several similari-
ties between the SAM and RAM SCNs have been
described [e.g., [24]]. In the SAM, HD-ZIPIII genes are
negatively regulated by miRNA165/6, which, in turn, are
direct targets of the dimer SHR/SCR [55]. HD-ZIPIII
genes function is not clear in the root, so including
them would not be justified based on the available
experimental information. Nonetheless, the CLEX could
represent the latter or other yet to be uncovered genes.
So in model B, the negative regulation of WOX5 over
MGP was kept, but we removed the regulation of MGP
over WOX5. Both A and B models have two distinct
versions that differ only in line 14 of the SCR logical
rule. The A’ and B’ models have a different assumption
in this logical rule than the A and B models (Additional
file1). We performed analyses on all four of these
models.
To identify the attractors of each model, we used the

program Atalia [[56]; freely available] by following the
dynamics of all possible initial configurations of gene
expression. Both versions of model A converge to only
four attractors that coincide with experimentally
reported gene profiles for the cells within the root SCN
(Table 2); namely, QC, CEpI, CEI, and the vascular initi-
als (Figure 2). Both versions of model B converge to five

attractors. These attractors correspond to the same four
attractors as those recovered with models A and A’, but
the vascular initials are duplicated with the hypothetical
gene CLEX being either “ON” or “OFF” in each case
(Table 3). This first result already suggests that the pro-
posed GRN models assuming WOX5 down-regulation
suffices for recovering the expected attractors and,
therefore, constitutes a useful tool for exploring the qua-
litative dynamic traits of the system under study.
We found that in spite of the intricacy and complexity

of the regulatory system, the root SCN GRN implies
relatively straightforward dynamics, where the activation
states of SHR and SCR determine the final attractor.
The lack of SHR activity in the GRN unequivocally leads
to the CEpI attractor, whereas the presence of SHR
activity leads to the vascular initials if SCR is “OFF” and
to the CEI or QC attractor if SCR is “ON”. This result is
confirmed by checking the basins of attraction, where
half of the configurations lead to the CEpI attractor, as
expected from the dynamics, and the other half lead to
vascular initials, QC or CEI depending on the initial
SCR state. As proposed before [11,12], PLT does not
seem to be important for cell-fate determination within
the SCN but rather for the apical-basal patterning of
cell behavior as a read-out of auxin gradients along the
longitudinal root axis (Additional file 2). Our models are
useful for showing that the two modules important for
the SCN patterning (the SHR/SCR and the auxin-PLT)
are only connected by WOX5 and together render stable
gene expression configurations similar to those observed
in the main cell types of the root SCN.

Validation of the single-cell GRN models with simulations
for loss and gain of function mutants
To challenge and thus validate the proposed models, we
simulated experimentally described mutations and
addressed if the recovered gene expression configura-
tions in the simulated mutants corresponded to those
observed in the actual root SCN of such lines or could
help to pose novel predictions. Gain-of-function muta-
tions were simulated by fixing the over-expressed gene’s
value to 1 while fixing the mutated gene’s value to 0
simulated loss-of-function mutants. Most simulated
mutants of all models reproduced the gene

Table 3 Simulated configurations of models B and B’ compared to those observed in real roots of Arabidopsis thaliana
Cell type PLT Auxin ARF Aux/IAA SHR SCR JKD MGP WOX5 CLEX

QC 1(1) 1(1) 1(1) 0(0) 1(1) 1(1) 1(1) 0(0) 1(1) 0(0)

Vascular Initials 1(1) 1(1) 1(1) 0(0) 1(1) 0(0) 0(0) 0(0) 0(0) 1(1 or 0)

CEI 1(1) 1(1) 1(1) 0(0) 1(1) 1(1) 1(1) 1(1) 0(0) 1(1)

CepI 1(1) 1(1) 1(1) 0(0) 0(0) 0(0) 0(0) 0(0) 0(0) 0(0)

A value of 1 means that the gene is “ON”, whereas a value of 0 means that it is “OFF”. Simulated gene states for each cell type are shown first and observed
gene states are in parenthesis. It is important to note that the extra attractors of the simulated configurations in these models are the same as the one
corresponding to the vascular initials but with CLEX OFF.
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configurations that have been reported experimentally
(Table 4 and 5), but some discrepancies were
encountered.
Welch and collaborators [17] reported that in jkd loss-

of-function mutants, SCR transcription in the SCN
diminished or disappeared and also showed miss-speci-
fied QC cells, but the CEI were not lost. In concordance
with this, the SCR logical rules of our A and B models
determine that SCR expression is lost if JKD is not pre-
sent. When we simulate jkd loss of function, WOX5,
which marks our QC attractor, is still expressed, and
SCR does not disappear in the QC, but it does cause the
loss of the CEI attractor. These results contradict the
observed gene profile pattern of jkd. We reasoned that
because experimental jkd mutants still have CEI and
keep QC25 expression until 8-9dpg [17], which is SCR-
dependent, JKD function could be enhancing SCR tran-
scription to a wild-type level; however, in a jkd back-
ground, SCR could remain expressed and functional at a
low level. This hypothesis implies that JKD is dispensa-
ble for SCR expression or SCR function. We simulated
the latter possibility by altering line 14 of the SCR truth
table (this change produced our A’ and B’ versions of
models A and B, respectively), which allowed SCR tran-
scription in jkd. In fact, by making this change, we
could recover the jkd loss of function phenotype (i.e.,
we did not lose CEI as observed in this mutant), and we
predicted that even when the QC is miss-specified,
WOX5 may remain active, at least for as long as QC25
remains active. In this case, SCR must also remain
expressed, but at a lower level than in wild type. These
simulated alterations of the truth tables suggest a need
for further experiments (see discussion).
mgp loss-of-function single mutant does not have a

visible experimental phenotype, but in model A and A’

the CEI attractor disappears, and the initial conditions
that originally lead to this attractor now lead to the QC
attractor. Models B and B’ do not show any altered pro-
files when a loss-of-function mgp is simulated. This
result coincides with what is observed experimentally,
and such a result depends upon the introduction of the
hypothetical gene CLEX into the models. Our simula-
tions predict that CLEX over-expression suffices for the
consumption of the QC.
It is well documented that PLT genes are key regula-

tors of SC identity and maintenance [11,12], but their
direct target genes have not been found. When we
mutated the PLT node, in the four models, the only
effect observed was a lack of expression or constitutive
expression of this component, which depended on
whether or not we were simulating a loss or gain-of-
function mutation, respectively. To further verify the
validity of our model and gain insights about the role of
PLT activity in the root SCN GRN, we added a PIN-
FORMED gene (namely PINX) and QC46, a QC marker
to our GRN models, both of which have been experi-
mentally found to be under the control of PLT and
other genes already considered in our GRN models
[11,46]. We decided to use the generic name PINX and
not a specific PIN because it has been reported that
PLT genes regulate the expression of more than one
PIN gene, and several PIN genes are expressed in the
root SCN. By including these genes, we recovered the
genetic configuration observed in PLT loss-of-function
mutant, which also lacks PINX and QC46, thereby veri-
fying that an adequate activity of PLT was being simu-
lated in our models. PINX and QC46 were introduced
in the GRN models only for this analysis.
We were unable to fully validate other gain of func-

tion simulations because data on the additional markers
for columella and epidermis markers, as well as crosses

Table 4 Simulations of loss of function mutants
Gene Model A Model A’ Model B Model B’ Model A-I

SHR YES YES YES YES YES

SCR YES YES YES YES YES

MGP NR NR YES YES YES

JKD NR YES NR YES YES

WOX5 NC NC YES YES YES

PLT YES YES YES YES YES

ARF YES YES YES YES YES

Aux/IAA YES YES YES YES YES

Auxin YES YES YES YES YES

As observed, in most cases simulations recovered the experimentally observed
configurations. When we did not recover the expected genetic configurations,
we distinguish two situations: not recovered (NR), which indicates that even
though experimental data was available it was not recapitulated and not
enough data for comparison (NC), which indicates that experimental data was
lacking, so in these cases a comparison could not be done. The coupled GRN
results are reported in (A-I).

Table 5 Simulations of gain of function mutants
Gene Model A Model A’ Model B Model B’ Model A-I

SHR NR NR NR NR YES

SCR NC NC NC NC NC

MGP NC NC NC NC NC

JKD NC NC NC NC NC

WOX5 YES YES YES YES YES

PLT YES YES YES YES YES

ARF NC NC NC NC NC

Aux/IAA YES YES YES YES YES

Auxin NC NC NC NC NC

When we did not recover the expected genetic configurations, we distinguish
two situations: not recovered (NR), which indicates that even though
experimental data was available it was not recapitulated and not enough data
for comparison (NC), which indicates that experimental data was lacking, so in
these cases a comparison could not be done. The coupled GRN results are
reported in (A-I).
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of over-expression lines with cell-marker lines, are lack-
ing (Table 5). The only two discrepancies found
between our simulations and observed configurations
concerns jkd in models A and B and mgp in models A
and A’. These discrepancies lead to novel predictions
(see discussion section and Table 4).
In conclusion, all of our analyses suggest that the

regulatory module proposed here in various versions
is indeed largely sufficient for explaining most of the
cell-fate determination gene expression profiles in the
SCN. The latter is true for the wild type and most
mutant cases reported up to now. Our simulations
suggest that model B’, which assumes that CLEX is a
negative regulator of WOX5 and that SCR expression
is independent of JKD activity, renders gene expres-
sion configurations reproducing the available experi-
mental data. However, it is intriguing that model B’ is
not as robust to perturbations as models A and A’
(see below). This lack of robustness could be due to
the introduction of the CLEX node, which is necessary
to repress WOX5 activity without a MGP loss of func-
tion phenotype but may interact with WOX5 in a way
that is different to that assumed here. Nonetheless,
these analyses illustrate that dynamic GRN models,
like the ones used here, are useful tools to test how
single gene mutations may yield contrasting stable
gene configurations depending on the overall network
topologies. It is interesting to note that configurations
and cellular patterns may be drastically affected by
some relatively small changes in the logical rules of
certain genes but are not affected by a great majority
of alterations.

The recovered cell-type gene configurations are robust to
genetic perturbations
The above analyses already show that the recovered
gene configurations are robust to transient gene modifi-
cations because all possible initial configurations lead to
a few attractors, which overall correspond to configura-
tions observed in the different types of cells within the
root SCN. However, to test the robustness of the uncov-
ered SCN GRN module to genetic alterations, we per-
formed simulations to explore alterations in which
node’s logical rules yield the greatest modifications in
the attractors. To this end, we altered, one by one, the
output of every logical rule and ran the system to
recover all the attractors from all the possible initial
configurations of each altered network. We found that
for B and B’ and for A and A’, 55.4% and 62.85%,
respectively, of the tested alterations do not yield novel
attractors or cause any of the originally encountered
ones to disappear. The remaining 44.6% and 37.15% of
the alterations rendered fewer or additional attractors
for models A and A’ and for B and B’, respectively.
These results suggest that the postulated SCN GRN
models are relatively robust. Nonetheless, other pre-
viously characterized GRN for A. thaliana cell differen-
tiation have been shown to be more robust than the
models proposed here [e.g., [32,33]]. Hence, as an addi-
tional robustness test, we decided to perform two addi-
tional analyses: i) a Derrida analysis [57-59] to test if the
GRN models postulated here are under chaotic, ordered
or critical dynamics and ii) a continuous approximation
of the Boolean model to address if the same attractors
are recovered when the kinetic functions are continuous.

Figure 3 The Derrida curve of models A and B. The Derrida test allows for assessment of whether or not the GRN in question is in a chaotic,
ordered or intermediate (critical) state. It has been suggested that living systems are located in a critical state, in which they exhibit both a
degree of organization and also of flexibility [59]. This analysis is based on a comparison of the trajectories of similar initial conditions. If they
diverge rapidly, then the system is said to be chaotic, whereas if they do not diverge or diverge very slowly, the system is said to be ordered. In
this graph, it is shown that the curve describing the dynamic of the GRN is very similar to the identity line at the beginning (i.e., for small t
values) and then diverges, which seems to characterize systems that are in a critical regime [[59] and references there in]. The (A) Derrida curve
of model A and (B) Derrida curve of model B. Similar curves were found for model A’ and model B’.
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The Derrida analysis for the four GRN models in this
study was performed using Atalia, and we found that
the SCN GRN models also exhibit a critical dynamics in
the face of perturbations (Figure 3).
Finally, we put forward a continuous version of the dis-

crete GRN model to address if a system of differential
equations was able to recover the same attractors. This
approach enables us to test if the postulated logical dis-
crete rules imposed artifacts in recovering some of the
stable gene configurations, and if using continuous
kinetic functions different or additional attractors are
recovered. To obtain the system of differential equations,
we transformed each discrete function into a differential
equation (see methods and Additional file 3 for details).
Interestingly, for all of the models postulated and tested
in the discrete case, the corresponding continuous mod-
els recovered the same attractors, plus an additional
unstable attractor in the cases of models A and A’. This
extra attractor seems to stem from the assumption that
MGP acts as a negative regulator of WOX5. This extra
steady state is between those corresponding to the CEI
and QC attractors, with an activation level of 0.5 for both
MGP and WOX5. To calculate the stability of the extra
attractor, we ran the dynamics of the continuous system
1000 times, but considering perturbed steady states with
alterations of up to 30% of recovered values as the initial
conditions. As a result, we found that the extra attractor
is rather unstable because it converges to either CEI or
QC stable configurations in the face of very small pertur-
bations (see methods for details).
Taken together, the fact that all possible initial config-

urations only converge to the expected attractors, the
analyses done by directly perturbing the logical func-
tions, the continuous approximation, and the Derrida
graph analyses confirm that the GRN models studied
here are relatively robust. In any case, the fact that these
GRN models are not as robust as other GRN models
previously studied [e.g., [32,33]] and that the actual root
SCN has been shown to be robust to several perturba-
tions [e.g., [11,12,46,48]] suggests that additional redun-
dant circuits, as found in other systems [60], underlie
SCN patterning. Additionally, further components of the
SCN GRN may still remain undiscovered.

A model of coupled GRN recovers observed spatial
configurations in the root stem cell niche
Recent experimental evidence suggests that CLE40 and
WOX5 behave in a similar way to WUS and CLV3 in
the SAM [24,25], where the latter exerts a lateral inhibi-
tion of the former. To simulate such negative regulation
in a non-cell autonomous way and to create a model
that recovers the spatial cellular configuration observed
in the root SCN, we developed a spatial model of
coupled single-cell GRNs [e.g., [61]]. We use model B’,

which, as mentioned before, we believe is the model
that best fits the available experimental data.
We simplified the cellular structure of the root SCN

by considering four types of cells, one for each attractor
found in the previous single cell GRN models, arranged
symmetrically based on their observed spatial location
(Figure 4). Such an arrangement recovers the main qua-
litative aspects of the SCN cellular pattern. The spatial
information in this coupled GRN model was incorpo-
rated by considering cell-to-cell movement or the non-
cell autonomous action of four of the intracellular com-
ponents, namely SHR, WOX5, CLEX and auxin, accord-
ing to experimental data. Based on each cell’s spatial
position, only certain directions of movement or com-
munication between cells were allowed according to
published data. The mobility patterns were fixed during
the GRN dynamics.
CLEX and WOX5 in one cell can affect the logical

rules of all other cells (simulating CLEX diffusion and
non-cell autonomous action of WOX5), whereas SHR
and auxin were only able to affect the rules of certain
SCN cells, according to experimental evidence (simulat-
ing acropetal active transport in the case of auxin and
the role of SCR in constraining SHR movement). Hence,
CLEX and WOX5 activity in one cell affect all neighbor-
ing cells. SHR is assumed to move from any cell where
it is expressed to any other cell, but its movement is
only allowed if SCR is not expressed in the same cell, as
previously reported [9,13,14].
In the model, auxin moves acropetally according to

published data, which demonstrated that this hormone
is transported by the PIN efflux facilitators to the SCN
through vascular, endodermis and cortex cells [46]. It is
known that, from the columella initials, auxin can move
in many directions, but because we did not consider
cells below the columella initials, these auxin move-
ments were not included in the model.
The spatial information provided to the cells by the

four mobile network components was incorporated into
the logical rules of each network component, yielding a
model of 40 different components. These 40 compo-
nents correspond to ten nodes per intracellular network
multiplied by four types of cells, which are distinguished
by the mobile elements. The latter affect the logical
rules of each one of the components, depending on the
spatial position of each cell in which they are found
with respect to other cells (positional information)
within the niche, as explained above. Hence, in the new
meta-GRN model, each component is identified by its
node’s identity (i.e., the gene or molecule that it repre-
sents) and the spatial location where it is found, which
is distinguished by the initial letter of the attractor
expected there (Figure 4; and see Methods for further
detail).
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The updating dynamics of the intracellular GRN and
of the intercellular movement of the mobile components
were assumed to be synchronous and acted in a short-
range. The latter is justified by experimental data [62].
The logical rules used for the meta-GRN are found in
Additional file 4.

Some assumptions were made because of a lack of
data or for simplicity. First, because auxin comes from
the upper cells, which are not considered in our model,
we fixed the auxin value to 1 in the vascular initials and
CEI where it can move to the QC and then into CEpI
as mentioned above. Also, given the recent evidence on

Figure 4 The coupled GRN. The four cell types considered in the coupled GRN are shown numbered in circles. They were represented by a
GRN one for each attractor recovered in the single-cell models. Color filled nodes are the diffusible or mobile elements of the GRN. Note that
these mobile elements can act non-cell autonomously or move among cells. For clarity we only show the main movement directions with
arrows with the same color code as that used for the network nodes which movement is allowed. All the movements allowed in the model are
listed in additional file 4. The figures show how, regardless of the initial configuration, the model always converges to the same attractor with
the same spatial structure.
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the similarities between the SAM and root SCN, we
assumed an activator-inhibitor motif for the RAM SCN
consisting of WOX5 local auto-regulation enhancing the
auxin signaling pathway. The latter could be due to a
repression of Aux/IAA genes, which is suggested by the
fact that WUS represses type A-ARR genes in the SAM
thus enhancing ARF transcription activity. This could
also be achieved if WOX5 up-regulates ARF transcrip-
tion directly or through auxin synthesis, as has been
suggested for auxin homeostasis before [63]. We tested
all alternative coupling patterns, and all of them yielded
the same result; therefore, we kept the negative regula-
tion of Aux/IAA genes by WOX5. In [63], it was also
reported that auxin addition up-regulates WOX5 expres-
sion, so in such a circuit, the ARF node positively regu-
lates WOX5 [24,63], and WOX5 positively regulates
CLEX, which is assumed to inhibit WOX5 [25]. Given
that WOX5 is exclusively expressed in the QC and that
CLE40 and other CLE genes are found outside the QC
[64], we assumed that WOX5 non-cell autonomously
activates CLEX outside the QC, but not within the QC.
All of these assumptions regarding WOX5 and CLEX
interactions and functions give rise to an activator-inhi-
bitor motif in our root SCN GRN. It is important to
note that the activator-inhibitor motif can explain many
observed and suggested behaviors of the root SCN, such
as the robustness (see discussion).
Finally, it is well known that SHR is exclusively

expressed in the vascular cells [9], but no transcriptional
regulators have been uncovered for this gene. In the vas-
cular cells, SHR does not activate SCR [9], but is able to
move into the QC, CEI and endodermis cells [13],
where it activates SCR expression [9]. Based on these,
SHR output was fixed to 1 in the vascular initials, and
SCR transcription was not allowed there in the model.
The impossibility to activate SCR in the vascular initials
was the only topological change made in the meta-GRN
model with respect to the single-cell GRN model B’.
We found that to recover the observed gene expres-

sion configurations in the right cell and spatial location,
it was necessary to set SCR to 1 in the initial condition.
Afterwards, from time t+2 and until the end of the
simulation, SCR followed its original rule postulated for
the single-cell model. This assumption implies that SCR
basal expression, which cannot be explicitly considered
in a Boolean model, is sufficient to activate SCR when
SHR is present in the CEI and QC. Alternatively, it is
possible that SCR expression depends on an unknown
factor that could be expressed during early embryo
development. Later on, SCR positive feedback may be
required to maintain its own expression (see discussion).
Another possibility is that the proposed single-cell GNR
architecture, once coupled and solved in the spatial
model, is not able to fully recover the observed spatial

arrangement of gene configurations because of artifacts
derived from the dynamics of the discrete model. To
test this latter possibility, we ran the spatial network
using our continuous approach (see Methods) and also
set the expression state of SCR to “ON” in the initial
conditions. Notably, with the continuous system we only
recovered one attractor in which the observed gene
expression configurations found in each cell location
mimicked those observed in the root SCN; thus, we
recovered the same results as with the discrete version
(see below) if we set SCR “ON” at the beginning of the
simulation. This result supports our prediction that an
early acting factor or SCR basal expression is necessary
for the up-regulation of SCR during embryo
development.
In the discrete meta-GRN spatial model, we exhaus-

tively explored all possible initial configurations (i.e., 240

initials configurations) and recovered again the four
gene expression configurations that characterize the cell
types distinguished in the modeled SCN with only one
cellular arrangement that resembles the arrangement
found in real roots (Figure 4). This single attractor is
attained regardless of the initial configuration used. In
figure 4, we exemplify three of the 240 different initial
configurations that converged to the observed one.
We ran the discrete meta-model of four coupled

GRNs using the model checker program ANTELOPE
[Argil J, Azpeitia E, Benitez M, Carrillo M, Rosenblueth
D and Alvarez-Buylla E, unpublished data, available
upon request]. Model checkers have been widely used
for hardware verification, which allow the verification of
the different properties in discrete systems. These com-
putational tools are based on a logical analysis and allow
verification of different properties, such as the attractors
of the system in question. Questions in ANTELOPE can
be posed by using Hybrid Computational-Tree Logic
language, which can be used to verify the properties of
any discrete system. The ANTELOPE software and a
better description of ANTELOPE are available upon
request. Several accounts on model checking software
and Hybrid Computational - Tree Logic are available
[65-67].
To validate the spatial model, we simulated mutants

that have been documented experimentally. In most
cases we recovered the observed gene configurations for
each cell type organized in the expected spatial positions
(Table 4 and 5). For example, the simulated SHR gain of
function simulation was able to not only recover the
expected mutant configurations but also replaced the
CEpI attractor with two different attractors, one corre-
sponding to the CEI attractor and another in which the
only difference from the CEpI attractor was the ectopic
expression of SHR. Such configurations and spatial
arrangements coincide with those observed
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experimentally in this mutant’s epidermis-lateral root
cap and collumela initials, respectively.
Another example of the mutants analysis corresponds

to the scr loss-of-function simulation in which the CEI
and the QC configurations are lost and the SHR anom-
aly diffuses to the CEpI, as has been observed experi-
mentally. Simulations of mgp do not yield any altered
configuration, as has also been reported experimentally.
All other simulated mutants recovered configurations
that mimic those observed in their corresponding actual
mutant plants. In a few cases, simulation results could
not be compared to actual mutant configurations
because such lines have not been reported yet (Table 5).
Such simulations thus constitute novel predictions.

Discussion
GRN dynamic models that are sufficient to recover A.
thaliana root SCN cell gene expression configurations
We have postulated novel, alternative GRN models that
constitute the first dynamic regulatory system sufficient
to explain how the A. thaliana root SCN is maintained.
Such models are also able to reproduce cell-type deter-
mination and spatial patterning in the root SCN. This
result suggests that some key components have been
uncovered and that these components, given some addi-
tional newly predicted interactions, are sufficient to
recover gene expression configurations that resemble
those known for the main cell types within the root
SCN. This study adds to previous ones that have shown
the utility of using qualitative models to understand cell
differentiation and spatial cellular patterning during
development of other systems [30-33,35,36].
From the beginning of our analysis, we noted that the

recovered GRN models describe a very simple dynamics,
which are congruent with previous intuitive or sche-
matic static models [e.g., [11]]. Still, several characteris-
tics of the root SCN GRN could not have been
predicted or analyzed without a dynamic framework like
the one provided here.
For example, schematic models proposed from infor-

mation available until now about root SCN maintenance
have considered two critical modules for A. thaliana root
SCN establishment and maintenance: i) the SHR/SCR
and ii) the PLT pathways involved in the radial cell pat-
terning and the apical-basal gradient of cell behavior. It
has been suggested that the intersection or combination
of the PLT and the SHR/SCR pathways is both necessary
and sufficient for the localization, maintenance and pat-
terning of the root SCN [11]. However, we found that the
integration of these two modules into a single GRN
dynamic did not explain how the symmetry is broken in
the root SCN and how cell pattering is maintained.
As observed in the SCN GRN model based only on

experimental evidence, the combination of these two

modules did not allow us to reproduce the configurations
matching those observed within different cell types in the
SCN. Hence, our model shows that the connection of
these two pathways via WOX5 and the addition of the
new element (CLEX) are necessary to explain the root
SCN cellular pattern observed.
Therefore, we propose that the GRN underlying A.

thaliana root SCN establishment and maintenance is
more complex than previously suggested [11]. To break
the symmetry of the apical root meristem, the combina-
tion of a radial and an apical-basal circuit are required.
Nevertheless, the additional circuits proposed here,
which have also been found in other SCN [e.g., [44,49]],
are indeed necessary. The missing components could
also add robustness to the GRN and are key for estab-
lishing and maintaining the cellular heterogeneity
observed in the root SCN.
The fact that the results recovered for such a qualita-

tive model are robust to alterations in the logical func-
tions in over 60% of the cases suggests that knowledge
regarding the detailed functioning of the genes is not
relevant in determining the steady-state gene configura-
tions. Rather, it is the overall topology of the GRN that
determines its dynamics and recovered attractors. For
example, several details of gene’s functions that have
been experimentally documented were not included
explicitly. For example, this is the case with the move-
ment and function of SHR, which depends on its intra-
cellular localization [51,52]. Nonetheless, the expected
role and behavior for this protein were recovered in the
proposed models. Additionally, the robustness observed
in the A. thaliana SCN is not as high as that documen-
ted for other small GRNs, which suggests the existence
of additional components and/or redundant circuits as
have been found in other systems [60,68].
As mentioned above, the analyses of the GRN models

proposed here show that even though important compo-
nents of the GRN underlying the A. thaliana root SCN
patterning are already known, some are still missing.
The existence of some of these gaps was already well
known, such as those associated with SHR transcrip-
tional regulation, but others were uncovered thanks to
the dynamic approach presented here. This approach
enabled us to compare simulated gene expression con-
figurations when using GRNs that differed from those
reported before.
The fact that all possible configurations attained with

the GRNs proposed here converge to only those
observed confirms that the SCN GRN is strongly cana-
lized, and that regardless of the initial states used, the
systems proposed lead to the expected stable configura-
tions. This feature is also found in the spatial model of
coupled GRNs. The strong canalization of these GRN
models suggests that they must also be robust. This
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robustness has been observed experimentally in several
studies [e.g., [11,12,46,48]], and has been observed in
other previously studied developmental GRNs [e.g.,
[32,33,69,70]].
Previously studied biological GRNs appear to be near

criticality (Figure 3) [58,59] for other biological GRNs as
well. Indeed, biological GRNs are expected to be robust
in the face of perturbations, but these systems should be
also able to respond and adapt to transient and perma-
nent perturbations and thereby exhibit evolvability.
Shmulevich and Kauffman [58] predicted that biological
GRNs should be on the border between order and
chaos, where robustness and evolvability coexist. Balleza
and collaborators [59] show that experimentally
grounded biological GRNs for bacteria, yeast, Drosophila
and A. thaliana are in fact in the so-called critical state.
Such analyses rely on the so-called Derrida analysis
[57,59]. We performed this analysis, and strikingly, even
when our GRN models show certain degree of robust-
ness to perturbations and a critical dynamics, they are
less robust than other GRNs [e.g. [32,33]]. The latter
suggests that additional components or redundant cir-
cuits that render a higher robustness to alterations are
likely to be discovered for the SCN GRN.
Additional robustness in the GRN can come from at

least four sources. i) The fact that the PLT, ARF and
Aux/IAA nodes actually represent several genes. If these
were explicitly modeled, the GRN could become more
robust. ii) A cross-talk with other developmental regula-
tory modules, as recently described [55,71-73], could
also confer additional robustness to the SCN GRN. We
could not include this cross-talk because important
experimental information is still lacking. iii) Additional
components that confer dynamic redundancy, and thus
additional robustness, to the system could also be miss-
ing [60,68]. iv) Finally, additional undiscovered compo-
nents that, even if they do not confer dynamic
redundancy, may increase the GRN robustness.
The four possibilities have been documented in other

experimental systems. For example, the root auxin gra-
dient is a robust process, which is redundantly gener-
ated by the concerted action of several PIN genes and
by the high self-regulating dynamics (composed of many
feed forward and feedback loops), which regulates auxin
transport, biosynthesis and signaling [18,46,48].
The conversion of the Boolean approach into a con-

tinuous one provides the possibility of exploring a richer
dynamics of the GRN due to the continuous character
of the variables and parameters of the system. It may
lead, for example, to a different set of attraction basins.
However, the sigmoidal structure of the activation func-
tions involved in the continuous approach implies that
the qualitative behavior of the solutions of the differen-
tial equation system have only a weak dependence on

the specific values of the parameters [74]. In particular,
in the limiting case where the activation functions
acquire a step-like behavior, we recover the same set of
(stable) attractors as those arising from the discrete
model and an extra unstable one, as an analysis based
on Lyapunov coefficients reveals. Thus, this kind of ana-
lysis constitutes an additional robustness test of the sys-
tem. Furthermore, the continuous approach may
become useful for future more sophisticated develop-
ments considering larger spatio-temporal implementa-
tions, which take into account cell cycle and signal
transduction elements.

Experimental gaps and predictions
The models developed here are useful to postulate new
predictions concerning the GRN underlying the root
SCN cellular patterning and to uncover experimental
gaps.
The mgp loss of function simulation suggested that

additional components controlling WOX5 expression in
the proximal meristem have not yet been found. Specifi-
cally, we predict that WOX5 is down-regulated by a
gene that is able to move to the proximal SCN cells or
a gene that is expressed in those cells. We think that
this gene (or these genes) could be from the CLE-like
gene family but are different from CLE40. This hypoth-
esis is consistent with published data because several
CLE genes are expressed throughout the root tissues,
including the proximal meristem [29,64] and because
even when recent evidence demonstrates that CLE40
down-regulates WOX5 in the initial cells, CLE40 seems
to be insufficient for the negative regulation of WOX5
in the proximal meristem given that neither CLE40 nor
ACR4, the latter of which perceive CLE40, are expressed
there [25].
Another important prediction was derived from com-

parisons of the A and B vs. A’ and B’ models, along
with simulations to recover jkd loss of function and the
spatial model analysis. Our analyses suggest that JKD
could only enhance SCR expression rather than being
an obligate activator; however, once SCR is activated, its
activity depends upon its own positive feedback and
SHR activity. To verify this hypothesis experimentally,
one could assess if a reporter gene under the SCR pro-
moter is enhanced when crossed to a 35S:SCR line and
if the reporter level of expression is the same or lower
in a jkd compared to a wild type background.
The latter prediction was complemented by another

prediction detected from the spatial model analysis,
which dealt with SCR transcriptional regulation. The
positive feedback loops, like the one sustained by SCR,
are well studied. They are commonly found as a motif
that can provide an efficient switching mechanism, hys-
teresis, bi-stability and robustness in the presence of
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noise and is also functional to change response time
[75,76]. Hence, in the SCN GRN, the SCR positive feed-
back may give rise to a hysteretic, robust and efficient
switching behavior in the face of transient and some-
times permanent perturbations but probably does not
regulate the initial expression of SCR.
Simulations for clex loss-of-function as well as for

SHR, SCR, MGP, JKD and WOX5 gain-of-function lines
showed that additional research is needed. For example,
data for the lateral root cap-epidermis and collumela
initials are scarce [e.g., [77-79]] and simulations con-
cerning them are hard to validate.
Another way to validate the models presented here is

to explore their behavior under contrasting environmen-
tal or hormonal conditions. To that end, we have also
tested the GRN models under different auxin concentra-
tions simulated in discrete steps. We found that the pos-
tulated GRN models are able to respond to changes in
auxin concentrations in ways that resemble those
observed experimentally [80] because the gene config-
urations recovered in the simulations are similar to
those observed in real roots treated with different con-
centrations of auxin. Detailed results of these simula-
tions are provided in Additional file 2.

Is there a generic motif for plant and animal SCN
patterning?
To explore novel hypotheses concerning cellular pat-
terns in the root SCN, we performed simulations of the
coupled GRN. We achieved this by incorporating
experimental evidence concerning the cell-to-cell move-
ment of some of the GRN components into the logical
rules that govern the dynamics of each cell GRN. Inter-
estingly, such a simple spatial model converged to only
one global attractor, which contained the cell-specific
stable gene configurations that have been observed in
each of the relative spatial locations within the real root
SCN. Most importantly, this model was successfully vali-
dated, as it was able to recover altered configurations
observed experimentally in the corresponding simulated
mutants and yielded the same results in the continuous
version. In the spatial model, we incorporated the lateral
inhibition of WOX5, which is required to recover an
activator-inhibitor motif in the root SCN GRN.
The activator-inhibitor system [81,82] is a variant of

the reaction diffusion system [83]. The activator-inhibi-
tor system consists of i) an activator that positively regu-
lates itself and an inhibitor (in this case, WOX5 and
CLEX, respectively), and ii) an inhibitor that negatively
regulates the activator and has a long-range effect. It is
important to note that this kind of dynamic circuit has
been used to explain robustness, reappearance of pat-
terns and self-organization in biological systems [84-88].
Several studies have suggested that such traits also

characterize the root SCN. Robustness of the niche cell
pattern, as discussed in the context of this paper, has
indeed been observed in several mutants. For example,
all PLT and PIN single mutants [11,12,46,48] have subtle
effects or wild type root SCN cell structures. SCN and
QC ablation experiments [62,89], on the other hand,
have shown the capacity of the SCN to regenerate and
suggest a self-organization capacity. Furthermore, a
recent study by Sugimoto and collaborators [90] demon-
strated that the structures that appear from callus
regeneration experiments have cellular structures remi-
niscent of root tip meristems, and this fact is true if
they are derived from either root or aerial organs, which
strongly suggests that root tip cell structure is self-orga-
nized. The self-organized GRN proposed here constitu-
tes a first dynamic proposal explaining the robustness
and regeneration capacity observed in the A. thaliana
root SCN.
As other authors have already pointed out, the SAM

and RAM SC specification mechanisms are similar in
terms of the gene families involved and the regulatory
interactions observed [2,3,6]. Indeed, in both meristems,
genes promoting the QC identity (WUS in the SAM;
and WOX5 in the RAM) belong to the family of genes
that encode for homeobox transcriptional regulators and
both seem to locally self-activate and to positively regu-
late their inhibitors. Some lines of evidence suggest that
the activator-inhibitor could account for SCN mainte-
nance [24,25,53,91], but this experimental evidence is
not sufficient to confirm this hypothesis. Interestingly,
examining the experimental evidence of SC GRNs in
other organisms suggests that this motif could be a gen-
eric regulatory motif for systems underlying SCN main-
tenance and patterning throughout multicellular
eukaryotes [34,48,92,93].

Model limitations and perspectives
All models have limitations that stem from their
assumptions. For instance, the coupled GRN model sug-
gests that the GRN underlying root SCN patterning may
involve an activator-inhibitor motif. However, as we
have discussed here, the SCN specification systems in
the RAM of A. thaliana are dynamically richer than this
single motif and likely incorporate several regulatory
motifs, some of which could also be dynamically redun-
dant and provide robustness to SCN pattering [60,68].
Furthermore, the module controlling the root SCN must
be interconnected with other modules, not considered
here, which are indispensable for its establishment and
maintenance, such as those controlling hormone signal
transduction pathways, the cell cycle, the recently re-
described SCHIZORIZA gene [71,72], or other develop-
mental modules [e.g., [55]]. Future models should prove
useful for comparing the spatiotemporal dynamics of
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the SAM and RAM, spot their commonalities and
explore what changes in gene expression patterns, gene
interactions, hormone signaling, cell size and geometry
or other factors could account for the different sizes,
cellular structures, dynamics and morphologies of these
two meristems and SCNs.
Given the fact that our models where completely dis-

crete or were continuous approximations of the discrete
version, we could not test several observed behaviors of
the root and the root SCN. For example, auxin forms a
gradient trough the root with the maximum concentra-
tion in the SCN, especially in the QC and columella initi-
als, but the importance and implication of this subtle
gradient was impossible to test with this model. Also, a
more realistic model than this one, in which non-cell-
autonomous regulation dynamically emerges rather than
being pre-specified, will be helpful. Hence, future models
should allow the GRN nodes’ movement or other types
of intercellular communication to be established and
maintained dynamically rather than fixed.
Our GRN recovers the main traits of the A. thaliana

root SCN given the available gene interaction data and
some additional assumptions, thus providing the first
GRN framework along with novel predictions. However,
given the multiple ways in which novel interactions or
nodes can be connected to the uncovered network,
genomic approaches will complement the modeling
approach and results put forward here and help obtain a
more complete GRN underlying SCN cellular pattering
in the A. thaliana root. It is likely that additional and
redundant circuits connected to those discovered up to
now and integrated in the models proposed here will
yield more robust GRN models as those described for
other systems [60,68].
The integration and modeling of a GRN like the one

studied here will also foster work on comparative and
evolutionary developmental biology. For instance, the
main components of the transcriptional regulatory net-
works involved in SC specification in A. thaliana
belongs to plant-specific families, but it has been found
that some animal and plant developmental systems
share analogous regulatory circuits [e.g., [92,93]]. Given
that the SCN of all multicellular organisms share com-
mon features and that animal and plant niches share
structural and dynamic traits, it will be important to
uncover and dynamically characterize the GRNs
involved in their maintenance in other multicellular spe-
cies and examine if there are conserved or analogous
regulatory motives, modules or mechanisms. These
kinds of analyses would be of great value for under-
standing the evolution of such a system, which is key
for eukaryote development, and to address questions
concerning structural constraints during GRN assem-
blage along plant and animal evolution.

Conclusions
We report the first GRN models capable of recovering
the main traits of the A. thaliana root SCN cellular
structure. The proposed dynamic approximation to the
A. thaliana root SCN GRN has enabled us to detect
several important gaps in the published data, some con-
cerning the transcriptional regulators of genes consid-
ered in our GRN. These gaps involve SCR, SHR, JKD,
MGP and WOX5, which still lack important regulators.
We also detected one contradiction about JKD function,
which we predict is not indispensable for SCR expres-
sion or function. Finally, we predict the existence of
WOX5 negative regulators in the vascular initials and
probably in the CEI.
Some of these predictions are amenable to experimen-

tal tests. A more robust GRN will probably imply addi-
tional components and redundant circuits. However, our
models suggest that some of the key genes involved in
root SCN maintenance have been discovered, but other
important components remain to be found. Additional
efforts on GRN simulations and genomic approaches
will be fundamental for postulating more complete
models for explaining the root SCN cellular patterning.

Methods
Boolean single cell and coupled GRNs
In the autonomous single cell and coupled GRN models,
N nodes are defined and these represent the genes and
molecules involved in cell patterning and maintenance
of the root SCN. The state of every node can only take
two possible values, 0 (gene off) or 1 (gene on), depend-
ing on the function:

x t F x t x t x tn n n n nk
( ) ( ( ), ( ), , ( ))+ =

1 2

For the single cell model, xn represents the state of a

gene at the time (t+τ) and { ( ), ( ), , ( )}x t x t x tn n nk1 2

represents all of the regulators of gene xn at time t. For
the coupled GRN the function:

x t F x t x t

x t x t x t

n
m

n n n

n n n
p

k k

( ) ( ( ), ( ),

..., ( ), ( ),..., (

+ =
1 2

1

1 1

1 2 )))

defines the state of every node, where xn
m resspresents

the state of a gene in a specific cell type m at the time (t

+τ) and { ( ), ( ),..., ( ), ( ),..., ( )}x t x t x t x t x tn n n n n
p

k k1 2 1

1 1 1 2 repre-

sents all the regulators of gene xn
m at time t including

those from other cell types capable of moving and act-
ing non-cell autonomously. For both kinds of models,
Fn is a Boolean logical function based on experimental
evidence. The models are deterministic and have a finite
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number of possible initial conditions represented by Ω
(Ω = 2N). Therefore, the future states of all possible
initial conditions can be determined. The models were
iterated synchronously until they reached a steady state
starting from all possible initial conditions.
PLT, ARF and Aux/IAA represent families of genes

that, given their redundancy, are modeled as one node.
The value of 1 for the auxin node does not represent
any concentration; rather, it represents a wild type con-
centration sufficient for the specific function under con-
sideration in the model. All other nodes represent a
single gene. Loss-of-function simulations were done by
fixing the state of the node to 0; for gain-of-function
simulations it was set to 1.
For the meta-GRN of the coupled GRN, we defined

four domains; each one represented a SC type (Figure 4)
and there was one for every attractor in the one-cell
models. The logical rules enabled communication
between each GRN based on experimental evidence and
our activator-inhibitor prediction. In this case, we have
now four coupled GRNs. Thus, when we ran the model,
we expected only one global attractor.

Continuous model
We considered a GRN with N nodes. We represented
the activation level at node k by Xk. Within a continu-
ous scheme, the rate of change of the activation level
was represented by the set of differential equations:

dx
dt

f w x xK
K K K= −[ ( )]

where gk is the activation decay rate, and f [wk(X1,...,
XN)] is a logistic functional determined by the node
input function wk(X1,...,XN):

f w x x
h w w

K K N
K K

thr[ ( ,..., )]
exp[ ( )]1

1
1

=
+ − −

where wK
thr is the threshold activation level and h is a

measure of the activation speed. Notice that in the limit

hw f w w f w wK
thr

K K K
thr

K K K
thr1 0 1 2, [ ] , [ ] /< → = → ,

and f w wK K K
thr[ ]> → 1 , so that fk behaves as a (differ-

entiable) step-like function f w w wK K K
thr[ ] ( )Θ − . To

obtain explicit solutions of the differential equation set,

we assume that yk = 1, and wK
thr = 1/2. Notice, however,

that the solution method applies also for arbitrary values
of these parameters. The attractors of the system may
be analytically derived from the condition dxK/dt = 0,
which leads to a set of non-linear algebraic equations
with the general form

x w x xK K N= Θ[ ( ,... )]1

which implies in turn obtaining the solutions for the
cases wK > 1/2, wK = 1/2, and wK < 1/2. The expression
for the total input at a given node, wi, representing the
logical rules are given in Additional files 3 and 4. The
program used for this model is freely available upon
request.

Additional material

Additional file 1: This file contains the detailed topology and
updating single cell GRN discrete functions.

Additional file 2: This file contains additional GRN analysis under
different auxin concentrations.

Additional file 3: This file contains the detailed topology and
updating single cell GRN continuous functions.

Additional file 4: This file contains the detailed topology and
updating coupled GRN discrete and continuous functions.
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In this article we focus on how the hierarchical and single-path assumptions of epistasis
analysis can bias the inference of gene regulatory networks. Here we emphasize the criti-
cal importance of dynamic analyses, and specifically illustrate the use of Boolean network
models. Epistasis in a broad sense refers to gene interactions, however, as originally pro-
posed by Bateson, epistasis is defined as the blocking of a particular allelic effect due to the
effect of another allele at a different locus (herein, classical epistasis). Classical epistasis
analysis has proven powerful and useful, allowing researchers to infer and assign direc-
tionality to gene interactions. As larger data sets are becoming available, the analysis of
classical epistasis is being complemented with computer science tools and system biology
approaches. We show that when the hierarchical and single-path assumptions are not met
in classical epistasis analysis, the access to relevant information and the correct inference
of gene interaction topologies is hindered, and it becomes necessary to consider the tem-
poral dynamics of gene interactions. The use of dynamical networks can overcome these
limitations. We particularly focus on the use of Boolean networks that, like classical epis-
tasis analysis, relies on logical formalisms, and hence can complement classical epistasis
analysis and relax its assumptions. We develop a couple of theoretical examples and ana-
lyze them from a dynamic Boolean network model perspective. Boolean networks could
help to guide additional experiments and discern among alternative regulatory schemes
that would be impossible or difficult to infer without the elimination of these assumption
from the classical epistasis analysis.We also use examples from the literature to show how
a Boolean network-based approach has resolved ambiguities and guided epistasis analy-
sis. Our article complements previous accounts, not only by focusing on the implications
of the hierarchical and single-path assumption, but also by demonstrating the importance
of considering temporal dynamics, and specifically introducing the usefulness of Boolean
network models and also reviewing some key properties of network approaches.

Keywords: epistasis, gene regulatory networks, Boolean networks, feedback loops, feed-forward loops, temporal
dynamics, modeling, gene interactions

INTRODUCTION
Most of the commonly used approaches to analyze gene regula-
tory interactions, such as epistasis analysis, rely on some implicit
assumptions. As we will show, one common of such implicit
assumptions is that genes are arranged in a hierarchical pattern of
interactions in which each gene can either be upstream or down-
stream, but not both, as it occurs in feedback loops (Figures 1A,B).
Another commonly implicit assumption is that gene interactions
are part of a single-path, in contrast to cases in which a given
gene can regulate another gene via two different pathways at the
same time, as it occurs in feed-forward loops (Figures 1C,D). The
notion of hierarchical and single-path gene regulation is consis-
tent with the search of pathways or cascades rather than networks

(Greenspan, 2001; Aylor and Zeng, 2008). However, experimental
and theoretical work has demonstrated that biological molec-
ular mechanisms contain regulatory feedback and feed-forward
loops that do not fulfill the hierarchical and single-path assump-
tions, but are rather consistent with a network-based perspective.
Such traits of gene regulation are key for understanding gene
regulatory dynamics of almost any biological process (Mangan
and Alon, 2003; Brandman and Meyer, 2008; Jaeger et al., 2008;
Kaplan et al., 2008; Mitrophanov and Groisman, 2008). Hence,
methods that consider regulatory feedback loops, feed-forward
loops, and temporal dynamics at the same time will likely improve
previous approaches. In this article we use epistasis analysis as
an example, to explore the effect of these three aspects of gene
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regulation on the results and interpretation of gene interaction
analyses.

Epistasis is ubiquitous within gene regulatory networks in living
organisms (Tyler et al., 2009). As acknowledged by many authors,
epistasis has important implications in a broad range of biologi-
cal issues, from biomedicine to evolutionary studies (see Phillips,
2008 and references therein). Is important to note that there are
different notions of the term epistasis: the original one proposed
by Bateson in 1907 (herein called classical epistasis) that refers to
the masking of the effect of one allele by another allele in a differ-
ent locus, and a broader definition referring to gene interactions
in general.

We focus here on classical epistasis, but it is important to note
that the different notions of epistasis are related. Hence, some
works have aimed to bring together these different notions of the
term epistasis (e.g., Moore and Williams, 2005), allowing elegant
and improved analyses of classical epistasis for quantitative traits
as well as qualitative discrete ones (e.g., Aylor and Zeng, 2008;
Phenix et al., 2011). In any case, the original analysis proposed
for classical epistasis (herein called classical epistasis analysis) as
described by Avery and Wasserman (1992) is still one of the most
powerful and widely used tools in molecular biology to infer bio-
logical pathways and regulatory interactions among genes and to
validate predictions derived from high-throughput experimental
analysis. It is simple, very powerful, and relies on some explicit

FIGURE 1 | Graphical representation of hierarchical and single-path
notions of gene regulation. In (A) hierarchical gene regulation is
represented. As observed all nodes are either “upstream,” “downstream,”
or at the same level. Consequently X regulates Y and Z, but X is not
regulated by either Y or Z. No gene can by upstream and downstream at
the same time. In (B) two feedback loops are included, by assuming that Y
and Z regulate X. Hence, it is not possible to establish a hierarchy on gene
regulation, since all genes can by upstream and downstream at the same
time. In (C) a single-path gene regulation pattern is represented. In (D) a
feed-forward loop is incorporated yielding two alternative pathways starting
at X : one is a direct regulation of Z, and the other one implies an indirect
regulation of Z, via Y.

and implicit assumptions that, when met, allow this analysis to
be taken almost as a recipe to order genes along control pathways
(Avery and Wasserman, 1992; Huang and Sternberg, 2006; Roth
et al., 2009; Figure 2).

The explicit assumptions of the classical epistasis analysis are:
(1) there is a signal or input that determines the state of the pheno-
type under analysis, (2) the signal also determines the state of the
upstream gene, (3) the signal and the two genes are the only deter-
minants of the phenotype,at least in the context of an experimental
model, and finally, (4) the mutants analyzed are null or complete
loss-of-function mutants (based on Avery and Wasserman, 1992;
Huang and Sternberg, 2006). However, classical epistasis analysis
also relies on the implicit assumptions of hierarchical and single-
path gene regulation. As we will show, the accomplishment of the
implicit assumptions is fundamental for the validity of the classical
epistasis analysis.

Many authors have focused on diverse assumptions of classical
epistasis analysis and discussed the implications of violating some
of them (e.g., Avery and Wasserman, 1992; Huang and Sternberg,
2006; Phenix et al., 2011). This has motivated efforts to attain
better interpretations, relax the assumption of epistasis analyses
and expand its applicability (see an excellent review in Phillips,
2008). Anyhow, to our knowledge, no previous work has explored
the joint effect of the hierarchical and single-path aspects of gene
regulatory interactions on classical epistasis analysis.

Network-based approaches can almost naturally overcome
many of the limitations of classical epistasis analysis and gene
interaction analyses in general. Partly because of this, most of the
improvements of the epistasis analyses have relied on the use of
networks. For example, systems biology is creating epistatic net-
works that take into account many gene interactions (e.g., Tong
et al., 2004; St Onge et al., 2007; Battle et al., 2010). These studies

FIGURE 2 | Standard epistasis analysis. In epistasis analysis one
compares the effect of each single mutant (X and Y single gene mutants)
against the double mutant (XY double mutant) of the genes under study on
the phenotype of a trait (in this paper, the trait represents a gene). The
masking of the effect of one gene mutation in the double mutant is called
epistasis. The gene whose phenotype persists is called epistatic gene.
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propose the use of network-based approaches applying modifica-
tions to the standard methods, with the incorporation of graph
theory, Bayesian networks, as well as statistical or probabilis-
tic properties, among others, for the study of epistasis (Phillips,
2008; Tyler et al., 2009; Battle et al., 2010; Jiang et al., 2011;
Phenix et al., 2011). Such approaches have allowed inferences of
gene interactions with high statistical confidence levels, but the
validation of the predicted gene interactions with such meth-
ods usually requires further confirmations with more detailed
experiments because false interactions or wrong gene order can
sometimes be inferred (e.g., Battle et al., 2010). Only a few of
these reports have addressed the improvement of classical epis-
tasis analysis in particular. However, improved classical epistasis
analysis approaches are also available (Aylor and Zeng, 2008;
Phenix et al., 2011). Aylor and Zeng (2008) present a method
for experimentally estimating and interpreting classical epistasis
that combines the approaches of classical and quantitative genet-
ics, while Phenix et al. (2011) present a quantitative method for
interpreting classical epistasis and inferring pathways from vast
sets of data. These previous publications have mainly explored
how to overcome the single-path assumption or assumptions 2,
3, and the problem of how to use huge amounts of data to infer
precise gene interactions.

We specially focus on the use of Boolean network formalism
as an improvement of classical epistasis analysis. Boolean net-
works have been shown to be useful tools to analyze discrete
dynamic systems that rely on a pure logical formalism (Born-
holdt, 2008). They can incorporate feedback loops, feed-forward
loops, and are dynamic. Interestingly, integration of experimental
gene interaction data into Boolean networks may be particularly
useful for classical epistasis analysis because the latter also relies on
a pure logical, discrete formalism. However, the Boolean network
approach does not imply the limiting assumptions that the classi-
cal epistasis analysis does; indeed, a Boolean approach is useful for
analyzing and integrating much more information than classical
epistasis analysis alone.

Importantly, Boolean networks can be modified for more
detailed analysis when noise (Bornholdt, 2008) or multivalued
genes (genes that can perform different activities depending on
their level of expression; Didier et al., 2011) are considered. Fur-
thermore, once a Boolean network is validated it can be trans-
formed into an equivalent continuous system (Wittmann et al.,
2009), which can be amenable to further formal analyses. Given
that the Boolean network formalism is very intuitive and there are
a handful of freely available tools for its analysis (e.g., SQUAD, Di
Cara et al., 2007; Atalia, Alvarez-Buylla et al., 2010; BoolNet, Müs-
sel et al., 2010; SimBoolNet, Zheng et al., 2010), this formalism can
be easily integrated into classical epistasis analysis. We therefore
propose here the use of Boolean networks for an easy, but more
powerful analysis of classical epistasis experiments.

After providing a historical perspective of hierarchical and
single-path gene regulation, we will provide a detailed explana-
tion of how classical epistasis analysis works, explore some of the
implications of violating the hierarchical and single-path assump-
tions and discuss the importance of considering the temporal
dynamics of gene interactions. We will show that classical epistasis

analysis can be useful and precise, but that it can also conceal
relevant information concerning the nature of gene interactions
underlying biological processes. Next, we will argue that comple-
mentary experiments can uncover the information that is“hidden”
to epistasis analysis, namely, unknown non-hierarchical and non-
single-path genetic interactions. Then we will show that the use
of a dynamical network-based approach can facilitate the access
to this information. Finally, we will review how Boolean networks
work and use experimental and theoretical examples to illustrate
ways in which Boolean networks can be used to complement and
improve classical epistasis analysis.

THE HIERARCHICAL NOTION OF GENE REGULATION
The single-path and hierarchical notions of gene regulation are not
assumptions that were incorporated in classical epistasis analysis
just for simplicity. These views are historically rooted and hence,
they are not exclusive of classical epistasis analysis, but have per-
meated almost all of biological research. In fact, these assumptions
affect the way biologists still design, analyze, and interpret exper-
imental data in many areas of research. Hence, we briefly review
some of the historical roots of the single-path and hierarchical
notions of gene regulation.

At the beginning of the twentieth century, during the so-called
“eclipse of Darwinism” (Bowler, 1983), genes were conceptual-
ized as functional units of recombination (here referred to as the
functional gene, similar to Longo and Tendero, 2007), and their
phenotypic effects were inferred from hybridization experiments.
DNA structure was discovered many decades afterward (Watson
and Crick, 1953) revealing that genes were encoded in the double
helix DNA sequence (here we refer to the coding DNA as the struc-
tural gene), and thus provided an apparently clear material basis
for the action of functional genes. Before this, in the framework of
the modern synthesis of evolutionary biology, it was suggested that
inheritable phenotypic traits with modifications guided evolution
and that all or most inheritable variable traits were encoded almost
exclusively in the genes, without making a distinction between
the functional and the structural gene (Mayr and Provine, 1980).
Based on this and other and historical issues (for instance, exper-
iments regarding the role of the homeotic genes showing a key
control of genes over phenotypes; Morata and Lawrence, 1977),
an apparently logical and immediate direct link between the func-
tional and the structural conception of genes was made (Longo
and Tendero, 2007). All such events led the way to a “genocentric”
approach that assumed that phenotypic traits are almost com-
pletely determined by the information, or blueprint, contained in
genes (Lorenz, 1965; Nijouth, 1990). Consequently, during the
decades that followed the modern synthesis, the research of many
biological fields has focused almost exclusively on genetics and
molecular research. However, all of this was done without a dis-
tinction between the functional and structural notions of genes,
although in reality these could represent different units.

Little was known at that time about gene interactions or
epigenetic mechanisms, and according to an extreme genocen-
tric view, development and organismal organization could be
explained through pivotal genes that regulate the activity of other
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downstream genes, which in turn regulate other further down-
stream genes, and so on (i.e., a single-path and hierarchical view;
e.g., Davidson and Erwin, 2006). Under such a perspective, one
could understand the order of gene action using straightforward
genetic analyses, such as the classical epistasis analysis. However,
as pervasive and useful as it has been, the extreme genocentric
approach has been severely criticized (e.g., Oyama, 1985; Alberch,
1989; Nijouth, 1990; Griffiths and Gray, 1994; Goodwin, 2001;
Greenspan, 2001; Gould, 2002; Jablonka and Lamb, 2005; Salazar-
Ciudad, 2006; Pigliucci and Müller, 2010). It has become evident
that most phenotypes depend on highly non-linear regulatory
interactions among multiple elements and therefore that sin-
gle and direct causes are rare (Wagner, 1999; Lewontin, 2000;
Robert, 2004; Longo and Tendero, 2007). Studies on the gene
interactions underlying transcriptional regulatory networks (e.g.,
Albert and Othmer, 2003; Espinosa-Soto et al., 2004; Davidich
and Bornholdt, 2008) support this idea and show that many
phenotypic traits depend on the distributed (non-hierarchical)
action of many interacting genes and also on environmental
and developmental factors (e.g., Lewontin, 2000; Greenspan,
2001; Salazar-Ciudad, 2006; Gordon et al., 2009). Hence, the
assumption of single-path and hierarchical gene interactions often
leads to oversimplified models, which are instrumental starting
points for exploratory purposes, but that need to be improved
later on.

Confronted with these kinds of criticism and the growing set
of experimental evidence that challenges the genocentric view, the
modern synthesis seems to be ready for at least an extension (Grif-
fiths and Gray, 1994; Jablonka and Lamb, 2005; Pigliucci, 2007,
2009; Pigliucci and Müller, 2010). Indeed, it is becoming gener-
ally accepted that we need to embrace an “interactionist” view and
accept that development unfolds and emerges as a consequence
of complex interactions among several genetic, organismal, and
environmental factors (Oyama, 1985; Robert, 2004). Yet, a closer
inspection of the literature and some recent data show that, in
practice, many experimental setups and analyses assume a single-
pathway and hierarchical idea of gene regulation. This could be
due to the persistence of the genocentric view, the assumption
that the hierarchical action of genes is a necessary first step in
tackling complex biological systems, and that the methods, tech-
niques, and conceptual frameworks that enable going beyond a
hierarchical view of development and evolution are still under
construction.

Before we try to explore the effect of ubiquitous complex, non-
hierarchical gene interactions, let us briefly explain how classical
epistasis analysis is traditionally done (see more detail in Avery and
Wasserman, 1992; Huang and Sternberg, 2006; Roth et al., 2009
and references therein) to use it as an example to illustrate the
type of problems we can encounter if hierarchical and single-path
interactions are assumed.

CLASSICAL EPISTASIS ANALYSIS
Classical epistasis analysis states that in a double mutant experi-
ment, the two genes act in the same pathway if the phenotype of
the double mutant is the same as that of organisms carrying a sin-
gle mutation for one of the genes. The gene with the allele whose
phenotype persists in the double mutant is called epistatic gene,

while the other is the hypostatic gene. As mentioned above, if some
assumptions regarding the nature of gene regulation are met, few
simple rules allow the use of this information to order genes in a
hierarchical way (Avery and Wasserman, 1992; Roth et al., 2009).
The rules are as follows:

1. In the double mutant, the epistatic gene is upstream and posi-
tively regulates the downstream gene when the two genes used
in the double mutant display a characteristic single mutant phe-
notype under the same condition (e.g., both genes have certain
mutant phenotype only when a signaling pathway is active or
only when the pathway is inactive).

2. In the double mutant, the epistatic gene is downstream and is
negatively regulated by the upstream gene when the two genes
display a characteristic single mutant phenotype under differ-
ent conditions (e.g., one gene has a mutant phenotype when a
signaling pathway is active and the other when the pathway is
inactive).

These simple rules are useful and applicable for many cases
(Avery and Wasserman, 1992; Huang and Sternberg, 2006; Roth
et al., 2009). But, what happens when the single-path and hier-
archical assumptions are not met or if temporal dynamics are
considered? We use some examples to illustrate these cases.

Consider generic nodes X,Y, and Z to represent genes (although
they can represent other entities, see Huang and Sternberg, 2006).
If X positively controls the expression of Y and Y positively con-
trols the expression of Z (Figure 3A), then the single and double
loss-of-function mutants yield the results shown in Table 1. Apply-
ing the rules of the classical epistasis analysis to these results we
correctly conclude that X is upstream in relation to Y.

FIGURE 3 | Subgraphs to be inferred with epistasis analysis. The graphs
of the examples explained in the main text are shown. All these subgraphs
yield the same results with a classical epistasis analysis. INx (Input of X ) is
included to meet assumptions 1, 2, and 3 of epistasis analysis, but it could
be obviated, as it is commonly done. According to Huang and Sternberg
(2006) we can call such cases to be “substrate dependent pathways,” and
we can only order genes in this kind of pathways through epistasis when
they do not display the same mutant phenotype. The logical rules for each
motif are: (A) x = IN, y = x, z = y, (B) x = INx, y = x, z = x ∧ y, z = y, (C)
x = INx ∧ (x∨ # y ), y = x, z = x ∧ y, and (D) x = INx ∨ x, y = x, z = y.
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Now let us see what happens in the same example if we add
one more interaction. Let us assume that X positively and directly
regulates Z as well (feed-forward case, Figure 3B). If we proceed
to generate all loss-of-function mutant combinations we recover
exactly the same results as in the previous case (without X → Z ).
This simple example shows that there are categories of gene regula-
tory networks that render the same set of results in the single and
double loss-of-function mutant analyses but that, nevertheless,
have different regulatory interactions or architectures.

It is important to note that the graph just described is well
known and widely distributed in real gene networks (Milo et al.,
2002; Shen-Orr et al., 2002). This subgraph is usually referred to as
a coherent feed-forward loop (Mangan and Alon, 2003; Mangan
et al., 2003). This subgraph has also been reported in experi-
mental research. For instance, in the gene regulatory network
of the radial root pattern of Arabidopsis thaliana the transcrip-
tion factor SHORTROOT (SHR) has been shown to positively
regulate SCARECROW (SCR) gene transcription in the endo-
dermis, and both SHR and SCR together regulate the expres-
sion of many other genes, including SCR itself (Levesque et al.,
2006).

The feed-forward loop is not the only subgraph that can mimic
the results of the subgraph in Figure 3A, there are many others,
and as larger gene networks are considered, more cases would ren-
der the same inference. Let us consider one more example. If X
positively regulates Y, and both X and Y positively regulate Z, but
at the same time Y negatively regulates X (creating a feedback
loop between X and Y ) and finally X positively self-regulates (a
second feedback loop; Figure 3C), the same inference as in the two
previous examples is reached from the single and double loss-of-
function mutants. In all of these cases, classical epistasis analysis
would not be completely misleading, as it would suggest that X
positively regulates Y and Y positively regulates Z, which is true
for all three examples, but it would not be able to yield informa-
tion concerning the additional regulatory interactions included in
Figures 3B,C. Indeed, such interactions can rarely be detected if

Table 1 | Results obtained from epistasis analysis of examples in
Figure 3.

Gene state/mutation X Y Z

x 0 0 0
y 1 0 0
xy 0 0 0
WT 1 1 1

The results for all the examples are the same shown in the table.The examples of
Figures 3B,C,D have some extra interactions than the one shown in Figure 3A,
but we could not detect these extra interactions with the epistasis analysis alone.
Is important to note, that even when Huang and Sternberg (2006) advise us that
we cannot order genes with the same phenotype in this kind of pathways, we
can do it here with the table.This is because we observe that when X is mutated
we obtain the same values for X, Y, and Z as in the double mutant of X and Y.
Moreover, the presence of X in Y mutant could indicate the presence of a sub-
strate product of X activity (as could be assumed in Huang and Sternberg, 2006)
indicating that X is epistatic to Y and hence is upstream of Y.

we are not looking for them or if we assume that genes act in a
hierarchical and single-path way.

In fact, in the last example, the notion of upstream and
downstream gene does not make any sense. In most real sys-
tems the genes feed back to each other creating not a pathway,
but a complex circuit or a subgraph that, in Figure 3C corre-
sponds to a very well studied – and seemingly ubiquitous – sys-
tem known as activator–inhibitor system (Gierer and Meinhardt,
1972; Meinhardt and Gierer, 2000; Kondo and Miura, 2010).
Actually, this system has been found to underlie developmen-
tal processes of several structures in many organisms (Mein-
hardt and Gierer, 2000). For instance, it is found in the regula-
tion of stem cell pools in A. thaliana shoot apical meristem by
CLAVATA3 (CLV3) and WUSCHEL (WUS) genes where CLV3
represses WUS transcription while WUS self-activates and acti-
vates CLV3 (Schoof et al., 2000; Fujita et al., 2011). The activator–
inhibitor system has also been used as an example to challenge
the linear causality often attributed to gene action (Goodwin,
2001).

In conclusion, classical epistasis analysis could not discern the
topologies shown in Figures 3A–C. However if additional combi-
nations of loss and gain-of-function lines, as well as all the gene
expression patterns were available, these three topologies could
be distinguished. This requires a considerable experimental effort
that, as we will show, could be optimized by adopting a network
approach. Moreover, there are some topologies that even if the
whole set of individual and combined loss-of-function and gain-
of-function mutants were available, would still be indiscernible
under a classical epistasis analysis. Such an example is provided
in Figure 3D, which depicts a topology that cannot be discerned
from Figure 3A even with an exhaustive set of mutants of the
genes conforming the graph under analysis. However, if one could
manipulate the input (or inputs), one could, in principle, perform
nested classical epistasis analysis based on complete sets of sin-
gle and combined loss and gain-of-function mutants, in order to
infer the correct topology. The fact that one cannot distinguish the
topologies in Figures 3A,D with classical epistasis analysis is due

Table 2 | Results of epistasis analysis for regulatory motifs in
Figures 4A,B, respectively.

Gene state/mutation X Y Z

A
x 0 1 0
y 1 0 1
xy 0 0 1
WT 1 0 1
B
x 0 1 0
y 0 0 1
Xy 0 0 1
WT 1 1 1

Given that these are switch regulatory pathways, the presence of a substrate,
as explained by Huang and Sternberg (2006), is neglected and epistasis analysis
may discern between them only with additional experiments.
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to the presence of an input and a positive feedback loop acting on
X. Importantly, this appears to be a relatively common situation
in real data sets (see Examples From the Literature for examples
below).

We now consider a few additional graphs in which a classi-
cal epistasis analysis may be insufficient and could be somewhat
misleading. Let us assume that X negatively regulates Y, and Y
negatively regulates Z (Figure 4A). Now assume another sub-
graph where X positively regulates Y and negatively regulates Z
(generating a feed-forward loop from X to Z ), while Y positively
regulates X and Z (generating a feedback loop between X and Y ),
and both X and Y nodes, have an input (Figure 4B; since no gene
is upstream or downstream, and since the input should be over
the upstream gene, in this case both X and Y have inputs). The
results from the classical epistasis analysis of these two subgraphs
are shown in Table 2. Following the classical epistasis analysis rules
to order gene interactions, we can conclude that gene Y negatively
regulates gene Z, which is not true for both subgraphs. It can be
argued that our assumption that Y and X regulate Z in the sub-
graph of Figure 4B (through an exclusive OR (XOR) rule, see
below) is a rare situation (Davidson, 2001). However, this kind
of examples, where we can be misguided without the XOR rule,
become frequent as the regulation of Z becomes more complex,
for instance, having several inputs.

In addition to feedback and feed-forward loops, it is impor-
tant to acknowledge the time it takes for genes to interact with
other genes in the analysis (i.e., temporal dynamics). In classical
epistasis analysis it is implicitly assumed that gene interactions are

FIGURE 4 | Subgraphs to be inferred with epistasis analysis. The graphs
of the examples explained in the main text are shown. All these subgraphs
yield the same results with a classical epistasis analysis. INx (Input of X ) is
included to meet assumptions 1, 2 and 3 of epistasis analysis, but it could
be obviated, as it is commonly done (see Figure 2).The logical rules for each
motif are: (A) x = INx, y = x, z = y, (B) x = INx ∧ y, y = INy ∧ x, z = xXOR ¬ y.

synchronous. This is an unrealistic assumption (Fauré et al., 2006).
In cases where the single-path and hierarchical assumptions are
not met, if temporal dynamics are not considered, classical epista-
sis analysis can also reach wrong inferences (e.g., Fauré et al., 2006).
Consider, for example, that X activates itself (feedback loop) and
at the same time inhibits Y and Z (feed-forward loop). Corre-
spondingly, Y also activates itself (second feedback loop) and Z,
and it inhibits X (third feedback loop; Figure 5A). Additionally,
all inhibitions are stronger than any activation. We analyze two
cases. In the first one, the network is updated synchronously. That
is, the states of all genes in the subgraph at time t + 1 are updated

FIGURE 5 | Subgraphs to be inferred with epistasis analysis. As
explained in the main text, these networks yield different results if we add a
temporal dynamic analysis. (B) The possible attractors reached from the
same condition are shown. If a synchronous updating of the gene states is
assumed, the system reaches a fix-point attractor, while with an
asynchronous updating the system reaches a periodic attractor. The logical
rules of the motif are: (A) x = (INx ∨ x )∧ # y, y = (INy ∨ y )∧ # x, and
z = # x ∧ y.

FIGURE 6 | All possible topologies in a motif where gene X and geneY
regulate the state of a gene Z. The edges represent possible regulatory
interactions. These interactions can be positive, negative or null (i.e.,
inexistent). The inclusion of an input over genes X and Y is assumed
because it is not clear which gene is upstream and which one is
downstream.
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at the same time and are determined by the gene states at time t.
It is straightforward to check that if the network is initialized with
X off and Y on, the system will remain there, with X off, and Y
and Z on (Figure 5B). On the other hand, if the updating is not
synchronous, and for example, the state of X and Y at time t are
determined by the gene states at time t − 1 and the state of Z is
determined by the gene states at time t (i.e., Z regulation is faster
than the expression of X and Y ), the same condition can lead to a
periodic expression of genes (Figure 5B). Here, a classical epistasis
analysis would correctly infer that X inhibits Y and Y activates
Z, but would not render any useful information about the other
subgraph interactions nor its behavior.

The above examples illustrate how if we do not consider the
possible presence of feedback loops, feed-forward loops, and tem-
poral dynamics, analysis like classical epistasis may help to infer
some gene interactions and the order in which they occur, but can
“hide” or even be misleading in other aspects of the regulatory sys-
tem under consideration. Network-based approaches can improve
gene interaction inferences.

EPISTASIS AND (BOOLEAN) NETWORKS
Network theory has been fruitfully applied to ask and address novel
questions in the fields of evolution, development, and behavior
(see for examples von Dassow et al., 2000; Newman et al., 2006;
Aldana et al., 2007; Balleza et al., 2008; Wagner, 2009). Impor-
tantly, network-based approaches have been already applied for
the study of epistasis (e.g., Tyler et al., 2009; Battle et al., 2010;
Jiang et al., 2011; Phenix et al., 2011). Network models provide a
formal framework for integrating detailed and high-quality exper-
iments that, although extremely valuable, often remain isolated.
The integration of such experimental data into dynamic network
models can help discern among possible topologies among which
classical epistasis analysis is unable to distinguish. Furthermore,
dynamic network models may be used to make novel predictions
and provide integrative system-level explanations for the behavior
of large data sets.

In the last section we provided several examples in which cer-
tain sets of gene interactions involving the same elements (genes)
may render the same phenotypes for single and double mutations,
but that nevertheless may have different gene interaction topolo-
gies. Dynamical network models provide a formal framework for
integrating experiments that can help discriminate among alterna-
tive topologies yielding the same results when subject to a classical
epistasis analysis. Furthermore, this integration enables the speci-
fication of larger dynamic models that may feedback independent
experiments and are helpful to validate a whole set of data.

There are many ways in which we could use dynamical net-
work models to improve classical epistasis analysis. For instance,
we could keep a catalog of possible regulatory graphs that render
the same results, as for the cases shown above. This would help
us to bear in mind some of the possible topologies that are con-
sistent with a set of genetic data, as well as to design experiments
and crosses in order to discern among them. It is also possible to
perform exhaustive (if our network is finite, discrete, and deter-
ministic) computational simulations of the dynamic consequences
of alternative regulatory graphs, enabling to test and compare their
dynamics with available evidence. This has already been done for

other purposes and in different ways (e.g., Nochomovitz and Li,
2006; Giacomantonio and Goodhill, 2010), and its applicability
is being studied now in the specific context of classical epis-
tasis (E. Azpeitia and E. R. Alvarez-Buylla, unpublished data).
Also, using networks to predict experimental results or to sys-
tematically explore the perturbations that may affect a system can
be very helpful (e.g., Espinosa-Soto et al., 2004; Azpeitia et al.,
2010).

Gathering data from additional related loss and gain-of-
function lines, as well as from other types of molecular genetic
experiments, and building larger network models can also help
to discern among possible network topologies. Stable networks
states or configurations (attractors) can be obtained for a network
grounded on several classical epistasis analyses and systematically
test the different topological possibilities. In order to avoid circu-
lar explanations, the networks under study should reproduce the
data with which they were built, as well as expression patterns or
other results that were not fed into the model. Ideally, the network
being challenged should also lead to novel and testable predic-
tions. However, such approach is limited because the number of
possible network topologies and configurations greatly increase as
a function of the number of nodes considered. Nonetheless, it is
possible to focus on relatively small subnetworks or modules that
are relatively isolated from the rest of the network.

All the above suggestions can be achieved with any kind of
dynamic network approach, but we contend that Boolean net-
works are particularly useful and easily applicable in the context
of classical epistasis analysis because they use exactly the same
logical formalism. Several programs are available for Boolean net-
work analysis (e.g., Atalia, Alvarez-Buylla et al., 2010; SQUAD,
Di Cara et al., 2007; GNA, de Jong et al., 2003; BoolNet, Müssel
et al., 2010; BIOCHAM, Calzone et al., 2006; Antelope, Arellano et
al., accepted; among many others), and Boolean networks have
been successfully applied and validated in many systems, such
as cell type determination in A. thaliana (Espinosa-Soto et al.,
2004; Benítez et al., 2008; Savage et al., 2008), body segmentation
in Drosophila melanogaster (von Dassow et al., 2000; Albert and
Othmer, 2003), and yeast cell-cycle (Li et al., 2004), among oth-
ers. Now, let us explain how the logical analysis approach using
Boolean networks works.

Kauffman first proposed gene regulatory Boolean network
models in 1969. These are discrete networks where nodes (com-
monly representing genes) can only attain two values, 1 when the
gene is active and 0 when it is non-active. The dynamics of node
activity depends on the interactions among nodes in the network.
Thus, a node’s activation state changes according to the function:

xn(t + τ) = Fn(xn1(t ), xn2(t ), K , xnk (t )).

where xn represents the state of node n at the time (t + τ) (τ repre-
senting a positive integer) and {xn1(t ), xn2(t ), K , xnk (t )} represents
all of the k regulators of node xn at time t, and the set of states of all
the nodes included in the network at a given time is referred to as
the system configuration. Since these are discrete and deterministic
systems, the number of possible configurations is finite and con-
figurations at posterior time steps can be assessed from previous
ones. Some network configurations (represented as a vector of
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zeros and ones) do not change once they are reached. These con-
figurations are known as fixed-point attractors. Other network
configurations oscillate among them and are known as cyclic or
periodic attractors. Kauffman (1969) proposed that attractors rep-
resent the experimentally observed stable configurations of gene
activity that occur, for example, in an already determined cell type
or that characterize a cell-fate.

Defining the logical function of each of the possible interaction
sets according to available experimental evidence and following the
dynamics of such sets can be very useful when analyzing experi-
mental data. For example, consider one of the networks depicted
in the previous section (Figure 3C). It is possible to derive tran-
sition tables for all genes, as shown in Table 3 for X, Y, and Z,
with the use of Boolean equations. The Boolean equations use
the logical operators AND, OR, and NOT to formalize biological
data regarding gene interactions. For instance, if a logical opera-
tor AND is placed in a Boolean equation it could represent that
X and Y form a dimer. This can be represented as the Boolean
function: Z = X AND Y. In a similar way, the OR and NOT oper-
ators can represent different kinds of gene interactions. Once we
have the complete set of Boolean equations, a transition table that
integrates all the Boolean equations of the system, gives the sys-
tem state that will follow at time (t + t ), given a system state at
time t. Then, it is possible to obtain attractors for each tested net-
work and compare them with the expected equilibrium states for
the system under study (see methodological details in Kauffman,
1969; de Jong, 2002; Alvarez-Buylla et al., 2007, 2008; Bornholdt,
2008).

This approach may seem insufficient for some instances, but
almost all limitations can be resolved by introducing certain mod-
ifications. If, for example, experimental evidence suggests the
existence of more than two gene activity states, nodes taking addi-
tional activity states could be used (e.g., Espinosa-Soto et al., 2004;
Benítez et al., 2008; Didier et al., 2011). If non-determinism is not
important for the system under study, probabilistic networks can
be used (e.g., Shmulevich and Kauffman, 2004; Bornholdt, 2008).
On the other hand, if quantitative data is available, continuous
networks described by ordinary differential equations could be
approximated, and so on (Wittmann et al., 2009). For the purposes

Table 3 |Transition table for all the possible configurations of the
subgraph shown in Figure 3C.

t t + 1

X Y Z X Y Z

0 0 0 1 0 0
0 0 1 1 0 0
0 1 0 0 0 0
0 1 1 0 0 0
1 0 0 1 1 0
1 0 1 1 1 0
1 1 0 1 1 1
1 1 1 1 1 1

The fixed-point attractor is marked in bold.

of classical epistasis analysis discussed here, Boolean networks are
generally sufficient.

Conveniently, one only requires basic notions of logic to
improve classical epistasis analysis with the use of Boolean net-
works. Suppose we want to explore the interactions between two
genes for which we do not have any previous information. In
order to find how they interact, we perform a classical epistasis
analysis. Yet, as an extension of the classical epistasis analysis we
assume a non-hierarchical and multi-path organization of gene
interactions.

If we think that the genes under study may not be hierarchically
organized, but all other epistasis assumptions are met, five new
interactions are possible: (1) there can be an input for both genes,
(2) feedback circuits where both genes regulate each other’s expres-
sion, (3 and 4) either or both genes can self-regulate, and finally,
(5) both genes can control the output (Figure 6). All these interac-
tions can be positive or negative. All the possible ways in which X
and Y can control the output value based on a Boolean approach
are shown in Table 4, including the case in which neither X nor
Y are regulators of Z. Some topologies can be represented with
different logical rules, and different logical rules can display the
same behavior, which are then dynamically equivalent topologies.

Suppose that classical epistasis analysis yields the results
observed in Table 5. There are several observations we can draw
from Tables 4 and 5. First, if we use the rules of classical epistasis
analysis we can conclude that X is upstream of Y, and that X nega-
tively regulates Y, which negatively regulates Z. Nevertheless, based
on Table 4 we can observe that not only Y negatively regulating Z
can explain the results obtained from the epistasis analysis. Using a
discrete Boolean formalism there are three different networks that
could explain these results assuming that only X and Y regulate
Z. The question that arises then, is how can we distinguish which
of the possible explanations is the correct one and, equally impor-
tant, how do X and Y interact? Are they hierarchically organized?
How can we use networks to infer the correct regulatory graph
of Z ?

A further step would involve identifying the attractors needed
in order to explain the results obtained in the classical epistasis
analysis. If we do this we observe that depending on how Z is reg-
ulated, different attractors are expected. Hence, if the expression
patterns of X and Y are obtained, the possibilities are constrained.
Suppose that when the input is active, X is expressed and Y is
not expressed, and vice versa when the input is inactive. This will
leave only two possibilities (Table 4) from which we can easily
distinguish the correct one with one additional experiment.

Finally we want to know how X and Y interact with each other.
First we want to know how Y can be regulated. Then again, we
only need to know if the expression of Y is stable or not under
the possible regulatory graphs, both in a wild-type and mutant
cases. Then, we can compare the stability of Y expression in each
graph with that expected from available evidence (e.g., Y activity
is expected to be stable if its expression is observed in wild-type
lines). If we do this we will find that there are nine possible ways
to explain the observed gene Y behavior. Two of these possibili-
ties are negligible since no regulation of gene X over Y is inferred
and the observed results in the classical epistasis analysis cannot
be explained this way. Now, two experiments (one to see if gene
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Table 4 | Logical rules for Z.

X value Y value X+ X− Y + Y −*∧ X+ orY + X+ andY + X+ orY −*∧ X+ andY −

0 0 0 1 0 1 0 0 1 0
0 1 0 1 1 0 1 0 0 0
1 0 1 0 0 1 1 0 1 1
1 1 1 0 1 0 1 1 1 0

X value Y value X− orY + X− andY + X− orY − X− andY − X+ XORY + X+ XORY −* Constant “0” Constant “1”

0 0 1 0 1 1 0 1 0 1
0 1 1 1 1 0 1 0 0 1
1 0 0 0 1 0 1 0 0 1
1 1 1 0 0 0 0 1 0 1

It is assumed that X, Y, or X and Y together can regulate Z. An X or a Y followed by a “+,” stands for a positive regulation over Z and followed by a “−” for a negative
one. Based on the results of the epistasis analysis mentioned in the main text and shown in Table 5 we can discard all logical rules in which Z activity is observed
when X is mutated (i.e., we discard all logical functions in which Z is 1 in both lines when X is 0), and all logical rules where no Z activity is observed whenY is mutated
or in the double mutant of X Y nodes. These leave us only with the three possibilities marked with an “*.” “∧” is used to denote the final two options that we obtain
when we know the attractors of the motif.

Table 5 | Results obtained through epistasis analysis of the theoretical
example described in the main text.

Gene state/mutation X Y Z

x 0 * 0
y * 0 1
xy 0 0 1
WT * * 1

“*” Indicates an unknown value, this is because we are assuming non-hierarchical
regulation and hence, self-regulation and feedback are allowed, which can result
in different values for X and Y in the Y and X mutants, respectively.

X positively or negatively regulates Y, and another one to verify if
gene Y can self-regulate) will be enough to distinguish the correct
graph.

The kind of dynamic analysis proposed here is doable even
without a computer and it will only render non-trivial informa-
tion if there are multiple-path or non-hierarchical interactions in
the network architectures under analysis. However, as mentioned
above, there are now several computational tools that are available
to analyze the dynamics of larger networks.

It would seem like networks could grow indefinitely before
they can tell us something about a process. Is it possible to learn
something about a particular biological process, for instance, cell
type determination during flower organ specification, or body
segmentation, without considering every genetic and epigenetic
regulatory interaction in the organism? To answer this question
one must turn to one of the central concepts in current biology
and network studies, that of modularity.

Modules are characterized by their greater internal than exter-
nal integration (Müller, 2007). In the context of networks, mod-
ules are often defined as highly connected subsets (Wagner
et al., 2007) or as sets of nodes with more interactions among
them than with the rest of the elements of the network. Mod-
ular organization seems to permeate biological systems at all

levels: molecular, metabolical, structural, functional, developmen-
tal, etc. (Wagner et al., 2007; Callebaut and Rasskin-Gutman,
2009).

Modularity is central to our discussion because the modular
organization of networks and biological processes allows us to
focus on a limited set of interacting elements that are relatively iso-
lated from the rest. Thus, modules have a relatively autonomous
behavior with respect to the rest of the network. Of course, the
definition of modules does not precede the inference of networks,
but one can aim to uncover networks that are necessary and suf-
ficient for processes to take place and that, therefore, constitute a
functional module.

EXAMPLES FROM THE LITERATURE
We have already discussed what kind of information could be hid-
den or even misinterpreted with classical epistasis analysis in sev-
eral cases of non-hierarchical and non-single-path gene regulatory
theoretical subgraphs. Now we will describe some of the results,
and the kinds of interactions found when complex discrete net-
works have been used to integrate available molecular information
in particular experimental systems. First, we will briefly discuss a
case in which one of the gene interactions was predicted by a net-
work model, and it was later corroborated experimentally. Impor-
tantly, this case involves a feedback loop or gene regulatory circuit,
such as those likely overlooked in classical epistasis analyses.

In the flower organ specification network proposed for A.
thaliana (Espinosa-Soto et al., 2004) a positive feedback loop
was predicted for the gene AGAMOUS (AG; Espinosa-Soto et al.,
2004). This seemed unlikely to occur given that in the ag-1 mutant
plants, which produce a non-functional AG mRNA, the pattern
of AG mRNA expression is as in wild-type Arabidopsis lines
(Gustafson-Brown et al., 1994). However, these data could still be
compatible with an AG positive feedback loop because in the ag-1
background the non-active mutant AG protein is unable to down-
regulate AG’s activator WUSCHEL (WUS). Thus WUS, in the ag-1
background, would permanently upregulate transcription of the
non-functional AG mRNA.
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To test the dynamic consequences of the AG positive feedback
loop, a gene regulatory network model was used to simulate a net-
work lacking the loop for AG. The results showed that in this case,
some of the expected network features were lost. Here, the whole
set of data (including many classical epistasis analyses) helped to
build a dynamic network and to predict a gene regulatory sub-
graph that had been overlooked and that was later verified by
independent experiments in another laboratory (Gómez-Mena
et al., 2005). Other experiments to test this were also suggested
from the network analyses and included ectopic GUS staining in
an AG:GUS × 35S::AG cross.

A similar case was found in the network underlying Arabidopsis
root epidermis cellular sub-differentiation. This system has been
relatively well studied from experimental and theoretical perspec-
tives and there are two non-exclusive models that aim to provide a
dynamic account of said patterning process. One of these models
is the “Mutual Support” model put forward by Savage et al. (2008)
and the other one is the so-called “WER self-activation” model put
forward by Benítez et al. (2008). As its name suggests, the latter
relies on the self-activation of the gene WER (see recent review in
Benítez et al., 2011).

In order to help discern between these two models, Savage
and coworkers assessed the activity of the WER promoter in a
wer loss-of-function line. In this line, WER is still present. If this
gene were located on a linear regulatory pathway, this experiment
would have sufficed to rule out the “WER self-activation” model,
as some authors have suggested (Savage et al., 2008; Roeder et al.,
2011a), but since this gene is immersed in a complex network, this
experiment is not conclusive. It is possible to picture a scenario
in which WER has more than one possible input and therefore
sustains its expression even when one of these inputs is lacking. A
network-based study of this patterning system suggests that these
two models act in a partially redundant manner during root devel-
opment, conferring robustness to the overall system when both are
considered (see a more detailed discussion in Alvarez-Buylla et al.,
2011; Roeder et al., 2011b; Benítez et al., 2011). Further theoreti-
cal and empirical work will be required in order to establish how
common the reinforcing action of partially redundant subgraphs
is, in which types of regulatory networks they arise, and which
experimental setups can help uncover them.

There are other examples like the two reviewed here among the
gene regulatory network literature (Li et al., 2006; Chickarmane
and Peterson, 2008; Azpeitia et al., 2010; Faculty of 1000, 20101).
They show that Boolean network models are useful tools in inte-
grating the reported experimental molecular data, as well as to
detect missing interactions, postulate novel ones and design new
crosses and experiments.

1Faculty of 1000 evaluations, dissents, and comments for [Hassan, H. et al. (2010).
JACKDAW controls epidermal patterning in the Arabidopsis root meristem through
a non-cell-autonomous mechanism. Development 137, 1523–1529]. Faculty of 1000,
03 Jun 2010. F1000.com/3432957.

CONCLUDING REMARKS
In this article we have focused on the assumptions of hierar-
chical and single-path notions of gene regulation, as well as on
the importance of considering temporal dynamics of gene reg-
ulation when performing a classical epistasis analysis. With the
use of simple examples, we have shown how if we assume non-
synchronous dynamics and complex non-hierarchical, multi-path
gene interactions, more precise inferences of gene interactions can
be reached. A network-based perspective not only complements
classical epistasis analysis, but it also challenges the notion of a
blueprint contained in genes, a linear relationship between geno-
type and phenotype, and the atomization of an organism’s traits
and cell types based on the premise that genes are particulate,
stable, and separable and hence can be studied in isolation of
other regulatory elements (Greenspan, 2001; Newman et al., 2006;
Alvarez-Buylla et al., 2008).

Besides the use of network modeling to address how genes
map onto phenotypical traits and such developmental processes
evolve (Albert and Othmer, 2003; Espinosa-Soto et al., 2004;
Batten et al., 2008; Kwon and Cho, 2008; Wagner, 2009), some
authors have addressed the use of such models specifically for
epistasis analyses (e.g., Phillips, 2008; Tyler et al., 2009; Bat-
tle et al., 2010; Jiang et al., 2011; Phenix et al., 2011) in order
to relax some of its assumptions, expand its applicability, and
improve its inference capacity. We specifically argued that Boolean
network approaches, which like classical epistasis analysis use
a logical approach, naturally complement it and provide more
accurate inferences of gene interactions. We provided several the-
oretical and real examples. Boolean network modeling is intu-
itive and practical and has been validated for several biological
systems.

Network approaches are contributing to the integration of
complex interactions at the genetic and other levels of organiza-
tion, creating a formal language to build up rigorous databases, and
the creation of a novel set of terms and concepts for understand-
ing biological research. We think that the use of network-based
approaches is a promising field and its application in order to
understand a wide range of biological systems is underway.
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5.3.- Parte III: “Finding Missing Interactions of the Arabidopsis thaliana Root 
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Over the last few decades, the Arabidopsis thaliana root stem cell niche (RSCN) has become
a model system for the study of plant development and stem cell niche dynamics. Currently,
many of the molecular mechanisms involved in RSCN maintenance and development have
been described. A few years ago, we published a gene regulatory network (GRN) model
integrating this information. This model suggested that there were missing components
or interactions. Upon updating the model, the observed stable gene configurations of the
RSCN could not be recovered, indicating that there are additional missing components or
interactions in the model. In fact, due to the lack of experimental data, GRNs inferred from
published data are usually incomplete. However, predicting the location and nature of the
missing data is a not trivial task. Here, we propose a set of procedures for detecting and
predicting missing interactions in Boolean networks. We used these procedures to predict
putative missing interactions in the A. thaliana RSCN network model. Using our approach,
we identified three necessary interactions to recover the reported gene activation config-
urations that have been experimentally uncovered for the different cell types within the
RSCN: (1) a regulation of PHABULOSA to restrict its expression domain to the vascular
cells, (2) a self-regulation of WOX5, possibly by an indirect mechanism through the auxin
signaling pathway, and (3) a positive regulation of JACKDAW by MAGPIE. The procedures
proposed here greatly reduce the number of possible Boolean functions that are biologi-
cally meaningful and experimentally testable and that do not contradict previous data. We
believe that these procedures can be used on any Boolean network. However, because
the procedures were designed for the specific case of the RSCN, formal demonstrations
of the procedures should be shown in future efforts.

Keywords: gene regulatory networks, Boolean models and functions, root stem cell niche, incomplete networks,
predictive modeling, Arabidopsis thaliana

INTRODUCTION

The Arabidopsis thaliana root stem cell niche (RSCN) consists of
a group of cells that rarely divide, known as the quiescent center,
surrounded by four different types of stem cells (Figure 1; Dolan
et al., 1993). The root stem cells produce all cell types necessary
for the development of the primary root. Due to its architectural
simplicity and its accessibility for experimental research at the
genetic and molecular levels, the A. thaliana RSCN has become
an important experimental model for molecular genetic studies
in the last few decades. During this time, many important mole-
cular mechanisms involved in the maintenance and development
of the RSCN have been described (Sablowski, 2011; Azpeitia and
Alvarez-Buylla, 2012). At least three molecular mechanisms have
been uncovered as being fundamental for RSCN maintenance and
development. The first mechanism involves auxin signaling and
the PLETHORA (PLT) transcription factors that regulate auxin

signaling (Galinha et al., 2007; Ding and Friml, 2010). The sec-
ond mechanism involves the transcription factors SHORTROOT
(SHR), SCARECROW (SCR), and some of their target genes
(TGEN), as well as proteins that interact with them (Sabatini
et al., 2003; Welch et al., 2007). The third mechanism includes
CLAVATA-like 40 (CLE40) and WUSCHEL-RELATED HOME-
OBOX 5 (WOX5; Stahl et al., 2009). Importantly, these three
mechanisms are interconnected and present complex non-linear
behaviors (reviewed in Azpeitia and Alvarez-Buylla, 2012).

Network models are an excellent tool for the integration and
analysis of complex biomolecular systems, such as RSCN molec-
ular mechanisms, at the structural and dynamic levels (de Jong,
2002; Alvarez-Buylla et al., 2007). In such models, the network
nodes represent genes, proteins, RNA, or other molecular factors,
while the edges correspond to positive or negative regulatory inter-
actions among the nodes. Each node attains different values that
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FIGURE 1 | Colour tracing of a confocal longitudinal section of an
Arabidopsis root tip and a magnification of the RSCN. (A) Cleared root

tip of Arabidopsis thaliana. The expected stable gene configurations that

characterise each cell type are distinguished with different colours. As

observed, some of the expected attractors represent more than one

cellular type. QC, quiescent centre; END, endodermis; VI, vascular initials;

CEI, cortex-endodermis initials; COR, cortex; PVC, peripheral vascular cells;

CLEI, collumela-epidermis-lateral-root-cap initials; LCC, collumela and

lateral root cap; and CVC, central vascular cells. (B) Amplification of the

RSCN.

correspond to its expression or activity level, and the node’s state
changes in time depending on the state of the regulating nodes.
The regulatory functions can be specified by different mathemat-
ical formalisms, but in all cases, these rules allow to follow the
system’s collective dynamics over time and find relevant dynamic
properties of the entire regulatory system. Among these proper-
ties, self-sustained network states, referred to as attractors, have
been found to be particularly relevant. Attractors may be either
cyclic or fixed-point.

Dynamic network models allow analyses of the sufficiency of
reported data to explain the observed behaviors and properties of a
particular system (de Jong, 2002). For example, Kauffman (1969)
proposed that the attractors of a given gene regulatory network
(GRN) could represent the experimentally observed gene expres-
sion profiles or configurations that characterize different cell types
in biological systems. If the experimental data are sufficient, the
GRN model attractors should coincide with the gene configura-
tions experimentally documented for the different cell types. This
hypothesis has been explored and validated with networks based
on biological data (e.g., Mendoza and Alvarez-Buylla, 1998; Albert
and Othmer, 2003; Espinosa-Soto et al., 2004). In fact, we pub-
lished a GRN model of the RSCN a few years ago (Azpeitia et al.,
2010).

Over the past few years, experimental reports have improved
our knowledge about the RSCN GRN (reviewed in Azpeitia and
Alvarez-Buylla, 2012). Interestingly, when we incorporated new
experimental data, the set of attractors recovered by the model
drastically changed. The new GRN model was not able to recover
the observed attractors and generated many attractors that had not

been observed experimentally. In this case, some key components
or interactions are presumed to be missing. In principle, with
the inclusion of putative missing components or interactions it
should be possible to recover the expected attractors. However, the
identification of the missing data in general is a non-trivial task.

In continuous systems, the inference of missing data is compli-
cated partly because once the new information is introduced, new
parameters must be estimated or incorporated into the postulated
kinetic functions, and this procedure can cause the reformulation
of such functions. In contrast, discrete networks usually do not
need to deal with complicated parameter estimation or adjust-
ment, and the redesign of the interaction functions is usually
simpler. Boolean networks (BNs) are arguably the simplest dis-
crete modeling approach for dynamic networks. In BNs, nodes
may attain only one of two values or states: 0 if the node is OFF,
and 1 if the node is ON. The level of expression for a given node
may be represented by a discrete variable x, and its value at a par-
ticular time (t + τ) depends on the state of other components in
the network (x1, x2, . . ., xn) at a previous time. The state of every
node x therefore changes according to the following equation:

xn (t + τ) = Fn
�
xn1(t ), xn2(t ), . . . , xnk

�
(1)

In this equation, (xn1(t ), xn2(t ), . . . , xnk (t )) are the regulators
of gene xn, and Fn is a discrete function known as a Boolean func-
tion (BF). Such functions can be highly non-linear. Despite their
simplicity, BN models have rich behaviors that yield meaning-
ful information about the properties of the network under study.
Because of this characteristic, BNs have been successfully used
for the analysis of diverse GRNs (e.g., Albert and Othmer, 2003;
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Espinosa-Soto et al., 2004). The main constraint for the detection
of putative missing interactions in BNs is that the number of pos-
sible BFs for a node increases as a double exponential function,
namely 22i

, where i represents the number of inputs regulating a
target node. For example, a node with five regulatory inputs has
232 (≈4 × 109) possible BFs determining its dynamic response
(Figure 2A). Similarly, the number of possible network topolo-
gies in a network is 2n2

, where n represents the number of nodes.
Hence, in a BN with five nodes, a total of 225 (≈3.35 × 107) possi-
ble topologies determine the GRN connectivity (Figure 2B). Most
GRN topologies can be described by different sets of BFs. Thus, if
we consider a BN with five nodes where all nodes interact with each
other in every possible manner, (22i

)5 (≈1.46 × 1048) sets of BFs
describe this topology. As observed,modeling the number of possi-
bilities caused by additional components or links quickly becomes
computationally intractable, even for such small networks using
a simple Boolean formalism. Nevertheless, the dynamics of BNs
with tens of nodes can be exhaustively analyzed in a relatively
short amount of time, compared with other types of networks
(e.g., Arellano et al., 2011). Thus, a methodology that allows for
systematic integration and prediction of missing interactions in
BNs would provide an instrumental tool in the proposal of a more
complete RSCN GRN model and likely any other GRN.

Pal et al. (2005) studied how to produce a BN with a predefined
set of expected attractors. Later, Zou (2010) studied how to obtain
a set of expected attractors if the network topology exists and
the BFs are partially known. Other researchers have investigated
how to construct a BN from knowledge of the state-transition
dynamics (e.g., Jarrah et al., 2007). Finally, Raeymaekers (2002)
proposed that not all BFs are biologically meaningful and postu-
lated a set of meaningful functions. The work of Raeymaekers
is tightly linked to the so-called “canalizing BFs,” which pro-
duce stable and more biologically realistic BNs (Kauffman et al.,
2004). Because the RSCN GRN model already relies on published
experimental data, the methodology should be able to not only
produce meaningful BFs, maintain the topology and recover the
set of expected attractors but also agree with previous data regard-
ing the reported molecular interactions. Moreover, taking into
account reported molecular experimental data may greatly reduce
the number of possible BFs to test. For example, SHR and SCR are
known to directly and positively regulate MAGPIE (MGP) expres-
sion (Levesque et al., 2006; Cui et al., 2007); therefore, the BFs
where SHR or SCR do not promote MGP expression directly do
not need to be tested.

In this paper, we updated the RSCN GRN model using experi-
mental data that were reported after we published our last model.
Interestingly, when we incorporated the new experimental data,
the set of recovered attractors did not correspond with the experi-
mentally observed gene configuration states in the RSCN. Thus, we
designed a set of procedures to add all possible missing interactions
one-by-one to the model without contradicting experimental data
and to greatly reduce the number of possible BFs when try-
ing to predict missing interactions for a particular node. Using
these procedures, we explored the effect of adding putative miss-
ing interactions in the set of attractors. We considered that the
addition of a putative missing interaction improved our model

if the interaction reduced the number of non-expected attractors
or increased the number of expected attractors recovered by the
model. The interaction that most improved the model, by remov-
ing non-expected attractors or adding expected attractors, was
incorporated into the model. If more than one interaction equally
improved the model, one interaction was randomly selected and
added to the BN model. After the inclusion of an interaction, we
repeated the process until the inclusion of three consecutive inter-
actions did not improve the model, or we exclusively obtained
the set of expected attractors. Based on our results, we proposed
three putative missing interactions that were biologically mean-
ingful, could be tested experimentally and in conjunction were
sufficient to recover the set of observed attractors of the RSCN
GRN; however, these interactions were not sufficient to elimi-
nate the non-meaningful attractors in the model. Interestingly,
these three interactions were always the first to appear as putative
missing interactions. After adding the three interactions, the pro-
cedures produced more putative missing interactions that reduced
the number of meaningless attractors. However, this second set of
putative missing interactions was more variable, and we were never
able to exclusively recover the set of expected attractors, strongly
suggesting that additional components are yet to be discovered.
Nevertheless, we provide three concise and testable predictions
that are in agreement with the data that have been reported on
RSCN patterning.

We believe that these procedures are useful for detecting missing
interactions and possible incorrect gene regulatory or topological
inferences due to incomplete data in any other GRN. However,
because the procedures were generated ad hoc for the RSCN
molecular interactions, generalization, and mathematical demon-
strations of the procedures should be performed in the future to
formally analyze the implications of using these procedures for any
other GRN. Nevertheless, in the context of this study, we believe
that these procedures may lead to novel research questions con-
cerning general issues, such as the constraints that a given network
topology imposes on the set of attractors.

METHODS
In this section, we describe the update to the RSCN GRN and the
procedures used to reduce the number of possible BFs generated
when trying to predict missing interactions and maintain previous
experimental data. Then, we describe an evolutionary algorithm
used to test the procedures in the GRN of the RSCN.

RSCN GRN UPDATE
Three main regulatory mechanisms have been involved in the
development and maintenance of the RSCN. The first mechanism
involves the transcription factor SHR of the GRAS gene family
(Sena et al., 2004). SHR is transcribed in the stele, but its pro-
tein moves to the adjacent cell layer (i.e., QC, cortex/endodermis
initials, and endodermis) (Nakajima et al., 2001). In the QC,
cortex/endodermis initials and endodermis, SHR promotes the
expression of SCR, another GRAS transcription factor (Cui et al.,
2007). SHR and SCR form a complex and together they regulate
the expression of many genes, including other transcription fac-
tors and miRNAs. Their targets include the transcription factors
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FIGURE 2 | Number of possible BFs in a node and the topologies of a
network. (A) The number of possible BFs for a particular node depends on
the number of inputs or regulators of the node. In each possible state of its
inputs, the node can assume a 0 or 1 expression value. Thus, 22i possible BFs
are available to describe the regulation of a node with i inputs. (B) The number

of possible topologies of a network depends on the number of nodes. In a
network, each node can interact with itself and any other node. Thus, n2

possible interactions exist. Because each interaction can either exist or not
exist, 2n2 possible topologies describe a network with N nodes. E, Exist, and
D, Do not exist.

JKD and MGP, as well as miRNA165/6 (Sozzani et al., 2010). JKD
and MGP physically interact with SHR and SCR and are impor-
tant for the regulation of SCR expression (Welch et al., 2007).
The miRNA165/6 moves from its transcription domain and neg-
atively regulates the expression of HD-ZIP III genes in the stele
(Carlsbecker et al., 2010). The second mechanism is comprised
of the auxin signaling pathway and their TGENs, such as the PLT
transcription factors (Galinha et al., 2007). In the auxin signaling
pathway, the transcription factors AUXIN RESPONSE FACTORS
(ARF) form dimers with proteins of the Aux/IAA family (Guil-
foyle and Hagen, 2007). In an Aux/IAA-ARF dimer, the ARFs
cannot promote the expression of their TGENs. However, auxin
promotes Aux/IAA degradation (Calderón Villalobos et al., 2012).
Thus, as auxin concentration increases, the ARFs are released from
the Aux/IAA negative regulation and promote the expression of
their TGENs. The third mechanism involves the transcription fac-
tor WOX5, the mobile protein CLE40 (a negative regulator of
WOX5) and their receptor ACR4 (Stahl et al., 2009, 2013). Impor-
tantly, these mechanisms interact with each other (Azpeitia et al.,
2010).

To update our previous GRN, we first omitted the interac-
tions predicted by our previous work that had not yet been con-
firmed experimentally and that were rather hypothetical (Azpeitia
et al., 2010). The reason for this omission is that the objective
of this work was to detect and predict missing interactions using

a systematic approach that could be applied to any system. The
only prediction in our previous model that we conserved is the
negative regulation of WOX5 by CLE40 because this result was
experimentally documented while the model was under review
(Stahl et al., 2009). Then, we removed PLT genes from the model
because even though these genes are essential for RSCN main-
tenance (Galinha et al., 2007), the PLT genes do not regulate
any other node in the model under analysis and can therefore
be collapsed (Figures 3A,B). We also corrected or completed data
about the interactions among SCR, MGP, and JKD according to the
results of Ogasawara et al. (2011). Thus, in this model, MGP does
not act as a negative regulator of SCR; JKD is a positive regulator
of MGP and itself; and MGP negatively self regulates (Ogasawara
et al., 2011). Stahl et al. (2009) reported that the receptor ACR4
is necessary for CLE40 negative regulation of WOX5 and is posi-
tively regulated by CLE40. Apparently, SHR and SCR regulation of
WOX5 is not direct (Sozzani et al., 2010). Moreover, SHR and SCR
promote miRNA165/6 expression, while miRNA165/6 represses
PHB mRNA translation (Carlsbecker et al., 2010). According to
Grigg et al. (2009), PHB overexpression prevents WOX5 expres-
sion. Hence, we decided to delete the positive, direct regulation of
WOX5 by SHR and SCR because the regulation is not direct, and
incorporate this positive regulation indirectly by the repression of
PHB. Recently, PHB was reported to be a negative regulator of JKD

(Miyashima et al., 2011). Because our model does not incorporate
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FIGURE 3 |The previous and updated RSCN GRN with predicted
missing interactions. (A) Previously published RSCN GRN (Azpeitia et al.,
2010). The light blue edges indicate previous predicted missing
interactions. (B) Updated RSCN GRN as explained in the main text. The
red edges are the self-regulations introduced to represent protein
movement. (C) RSCN GRN with predicted missing interactions. For
simplicity and clarity, intermediary nodes were not included in this GRN;

however, these nodes are available in Supplementary Material. Yellow,
green and blue edges are the three predicted interactions required to
recover the expected attractors and are grouped according to the node’s
functions. The blue edges always indicate regulation of PHB. The yellow
edge is a positive regulation of JKD by MGP. The green edges correspond
to regulation of WOX5. The dotted green edge indicates a negative or
positive regulation of WOX5 by itself.

space explicitly, we replaced molecular diffusion and movement
by including a positive self-regulatory edge in nodes that move
among cells (i.e., SHR, CLE, and miRNA165/6) to allow expression
of these nodes where they move and no node positively regulates
them. Finally, we reduced the auxin signaling pathway to the auxin
and Aux/IAA nodes because the pathway is composed of linear
path-like interactions that can be collapsed. In this way, we reduced
the number of nodes in our network, and this change reduced the
number of possible topologies and BFs describing the network
once we incorporated putative missing interactions. In Section
“Appendix 1 in the Appendix” we present the data and results of
the analysis performed to reduce the auxin signaling pathway. We
incorporated this information in the updated regulatory network
model proposed here (Figure 3B). The main experimental data
about gene interactions are presented in Table 1.

Importantly, the inclusion of a putative missing interaction in
a node with four inputs was excessively demanding. To allow the
addition of putative missing interactions in nodes with four inputs,
we created intermediary nodes that integrate the influence of two
regulators over any gene with four regulators (see Supplementary
Material).

INTEGRATING AND FORMALIZING EXPERIMENTAL DATA INTO BN

MODELS

As mentioned above, experimental data are formalized as BFs in
BNs. BFs follow the equation:

xn(t + τ) = Fn(xn1(t ), xn2(t ), . . . , xnk (t ))

where xn(t + τ) represents the state of node n at time t + τ (τ
representing a positive integer), and (xn1(t ), xn2(t ), ..., xnk (t )) rep-
resents the state of the regulators of node xn at time t. BFs can be
described either as logical statements or as truth tables. Logical
statements use the logical operators AND, OR, and NOT, while
the state of node n at time t + τ is given for all possible combi-
nations of its k regulator states of activation at time t in truth
tables. Using the BFs of all nodes, we can follow the dynamics of
the GRN until it reaches a stationary network configuration or
state (attractor). A network configuration is the vector comprised
of a set of values, where each value corresponds to the state of a
specific node of the network. Single-state, stationary configura-
tions are known as fixed-point attractors, while a set of network
states that orderly repeat among each other cyclically correspond
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Table 1 | Main experimental information used in the RSCN GRN.

INTERACTIONS EXPERIMENTAL EVIDENCE REFERENCE

SHR → SCR The expression of SCR is reduced in shr mutants background.
ChIP-QRTPCR experiments show that SHR interacts in vivo with the
predicted regulatory sequences of SCR and positively regulate it

Helariutta et al. (2000),
Levesque et al. (2006), Cui
et al. (2007)

SCR → SCR In scr mutant background promoter activity of SCR is absent in the
QC and CEI. A ChIP-PCR assay confirmed that SCR binds to its own
promoter and promotes its own expression

Sabatini et al. (2003), Cui
et al. (2007)

JKD → SCR The SCR promoter expression in QC and CEI is not detected in JKD
mutants from early heart stage onward. JKD was able to activate
luciferase gene expression driven by a 1.5 kb SCR promoter region

Welch et al. (2007),
Ogasawara et al. (2011)

JKD → JKD JKD was able to activate luciferase gene expression driven by a
3.5 kb JKD promoter region

Ogasawara et al. (2011)

JKD → MGP JKD was able to activate luciferase gene expression driven by a
3.5 kb MGP promoter region

Ogasawara et al. (2011)

MGP −| MGP MGP addition was able to inhibit the SHR, SCR, and JKD induced
luciferase gene expression driven by a 3.5 kb MGP promoter region

Ogasawara et al. (2011)

SHR → KD The post-embryonic expression of JKD is reduced in shr roots. A
CHIP-chip analysis detected JKD as a direct target gene of SHR

Welch et al. (2007), Cui et al.
(2011)

SCR → JKD The post-embryionic expression of JKD is reduced in scr roots Welch et al. (2007)

SCR →WOX5 WOX5 expression is reduced in shr mutants Sarkar et al. (2007)

SHR →WOX5 WOX5 expression is undetectable in scr mutants Sarkar et al. (2007)

Auxin signalin pathway →WOX5 In mp or bdl mutants background WOX5 expression is rarely detected Sarkar et al. (2007)

Auxin signalin pathway −|WOX5 In iaa17 mutants background WOX5 expression is decreased Ding and Friml (2010)

SCR → miRNA165/6 In scr single mutants, miRNA165/6 expression is greatly reduced. A
ChIP-PCR assay confirmed that SCR binds to miRNA165/6 promoter

Carlsbecker et al. (2010),
Miyashima et al. (2011)

SHR → miRNA165/6 In shr single mutants, miRNA165/6 expression is greatly reduced. A
ChIP-PCR assay confirmed that SHR binds to miRNA165/6 promoter

Carlsbecker et al. (2010),
Miyashima et al. (2011)

miRNA165/6 −| PHB Over expression of miRNA165/6 causes a decrease in the transcript
levels of PHB. The allele phb-1d that expresses miRNA165/6-resistant
PHB transcripts has ectopic PHB transcripts expression

Zhou et al. (2007), Miyashima
et al. (2011)

PHB −|WOX5 In se mutants, which fail to repress PHB expression, embryonic
WOX5 expression is absent

Grigg et al. (2009)

PHB → JKD jkd transcripts levels are reduced in the phb-1d miRNA-resistant PHB
allele

Miyashima et al. (2011)

CLE40 →ACR CLE40p treatment strongly increased ACR expression Stahl et al. (2009)

CLE40 −|WOX5 In cle40 mutants the WOX5 expression domain is expanded, and
CLE40p treatment reduced WOX5 expression in the QC

Stahl et al. (2009)

SHR → MGP The expression of MGP is severely reduced in the shr background.
Experimental data using various approaches have suggested that
MGP is a direct target of SHR. This result was later confirmed by
ChIP-PCR

Levesque et al. (2006), Cui
et al. (2007, 2011), Welch
et al. (2007)

SCR → MGP SCR directly binds to the MGP promoter, and MGP expression is
reduced in the scr mutant background

Levesque et al. (2006), Welch
et al. (2007)
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to cyclic attractors. Importantly, fixed-point attractors usually cor-
respond to the arrays of gene activation states that characterize
different cell types. Once we recover the set of attractors in the
GRN, we can compare the attractors with the expected attractors,
which are the experimentally observed stable gene expression con-
figurations. The expected set of attractors are defined from gene
expression patterns obtained from the literature that clearly define
the spatio-temporal gene configuration of the system. Different
data types, such as that obtained from transcriptional and trans-
lational reporter assays and microarrays, can be used to define the
expected attractors. If the experimental information is correct, but
the recovered and the expected attractors are not the same, then
the GRN is likely missing information. One possibility is that there
are missing interactions within the network.

To add putative missing interactions, two important issues must
be considered.

(1) One needs to understand how the experimental data are con-
tained in the BFs. In general, more than one logical statement
exists for most BFs. Importantly, such equivalent logical state-
ments can use different logical operators. For example, the
logical statement “RGEN1 AND RGEN2” that uses the AND
operator is equivalent to the logical statement “NOT (NOT
RGEN1 OR NOT RGEN2)” which uses the OR and NOT
logical operators. In contrast, a unique truth table repre-
sents each BF, indicating that the truth table is not arbitrarily
selected. Indeed, each logical statement has an equivalent rep-
resentation in a truth table, while each truth table can have
many equivalent logical statements. Thus, in this paper, we
use truth tables to analyze how the experimental information
is formalized and contained in the BFs.

(2) One needs to realize that the same BF can formalize regulatory
interactions documented with various types of experimental
data. For example, we can infer that TGEN is regulated by Reg-
ulatory Gene 1 (RGEN1) through a loss-of-function mutant
analysis or with a chromatin immunoprecipitation assay. Con-
sequently, we may need to preserve the information gathered
from different experiments and then formalize the same BF.
Thus, the procedure through which we add putative missing
interactions while maintaining congruence with the available
experimental data depends on the specific set of experimental
data available. In this work, we generated four different proce-
dures by analyzing how the experimental information of the
RSCN GRN is contained in the truth tables. The procedures
were designed as follows.

Procedure 1
Add a putative missing interaction generated by gain and loss-of-
function mutants (Table 2). When this procedure is used, each row
of the truth table represents an experiment, and we can only state
that under certain conditions the TGEN responds differentially to
changes in the expression levels of other genes.

Procedure 2
Add a putative missing interaction to a truth table while main-
taining the sign of the regulation of previously reported regulators
(Table 2). Some experimental data clearly determine whether a

gene is a positive or a negative regulator. When this case is true,
we want to maintain that regulation with the same sign. Using this
procedure, when we add a putative missing interaction, we exclu-
sively generate BFs without changing the sign of the regulation
of the RGENs that we want to maintain as positive or negative
regulators.

Procedure 3
Add a putative missing interaction to a truth table while main-
taining documented protein–protein interactions (Table 2). The
experimental data can indicate that a pair or a group of genes act
as complexes. However, this fact does not mean that all the pro-
teins in a complex only function in the context of the complex.
The proteins could act as individual units or form complexes with
different proteins. This procedure allows putative missing inter-
actions to be added while maintaining the functionality of the
documented complexes. However, in the new BFs, the proteins in
the complex can have new functionalities by themselves or with
the putative missing regulator; the proteins can be substituted in
or deleted from the complex under certain conditions; and new
regulators can become part of the complex. For example, imagine
a complex formed by proteins A and B. Once protein C is added as
a putative missing regulator, the original protein A-B complex will
continue to be a protein A-B complex, but now proteins A and B
could also function in a protein A-C, B-C, or A-B-C complex.

Procedure 4
Add a putative missing interaction to a truth table where one or
more of the nodes can act exclusively as part of a protein complex
(Table 2). Contrary to the last procedure, the experimental data
can indicate that a pair or a group of proteins are only functional
when they work together. Using this procedure, we can maintain
proteins as functional only when they form a complex, once a puta-
tive missing interaction is added. Importantly, proteins cannot be
substituted or deleted from the complex under any condition. In
contrast to procedure 3, the A-B complex cannot become an A-
C or B-C complex. However, protein C could be included in the
complex and function in an A-B-C complex.

We also designed two procedures that stem from the limits
of the Boolean formalism, and we propose these procedures to
simplify the interpretation of the predicted missing interactions.
These procedures were designed as follows.

Procedure 5
Add a putative missing interaction while avoiding the generation
of BFs where one or more nodes do not influence the activity of the
target node (Raeymaekers, 2002) (Table 2). Notably, certain types
of regulatory interactions cannot be expressed with a Boolean
formalism (e.g., the modulation of protein activity by another
protein). Thus, a TGEN may be regulated by a given RGEN even
if this regulation is not explicitly reflected in the BFs. Given this
uncertainty, we avoided generating these BFs.

Procedure 6
Add a putative missing interaction while avoiding the generation
of BFs where one or more nodes act as positive and negative regu-
lators in the same truth table (Raeymaekers, 2002) (Table 2). This
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Table 2 | Summary of the procedures proposed to infer putative missing interactions in data-based network models.

Procedure Application to inferring putative interactions

PROCEDURE 1

Adding missing links in congruence with

available experimental data that can be

represented in single rows of truth tables

This is probably the most simple procedure. It allows modifying the network adding missing

putative interactions, and at the same time the regulatory effects of the nodes whose role is

based on experimental that is represented by single rows of the true tables is preserved.

Examples of experiments represented by single rows are loss and gain-of-function mutants

PROCEDURE 2

Adding missing links while maintaining the

sign of the regulation

Prevents changes in the regulatory sign of genes when we introduce putative missing

interactions

PROCEDURE 3

Adding missing links while maintaining

documented protein–protein interactions

This procedure guarantee that the joint action of proteins acting as complexes is respected in the

new rows that result from the addition of new interactions. However, it allows new complexes

to be formed, replacing, deleting or including one or more components in the complex

PROCEDURE 4

Adding missing links while maintaining

necessary protein–protein interactions

Procedure 4 is similar to procedure 3, since it also guarantee the joint action of proteins acting as

complexes. However, this procedure do not allows the substitution or deletion of any of the

components of the complexes. Importantly, it does allow the incorporation of other components

in the complex

PROCEDURE 5

Adding missing links without independent

TGEN activity

Procedure 5 prevents the generation of BFs where one or more regulator has no effect on its

target gene

PROCEDURE 6

Adding missing links without ambiguous

regulators

Procedure 6 prevents the emergence of nodes that act as global positive and negative

(ambiguous) regulators at the same time

assumption is a simplification because these types of regulatory

interactions have been reported experimentally. However, these

interactions appear to be infrequent, and exclusion of these inter-

actions allowed us to greatly reduce the number of BFs when we

added a putative missing interaction.

A more detailed description of the procedures and their design

is available in Section “Appendix 2 in the Appendix.”

APPLICATION OF THE PROCEDURES TO POSTULATE A SET OF POSSIBLE
NEW BFS GIVEN PUTATIVE MISSING INTERACTIONS IN THE
A. THALIANA RSCN GRN
To detect and predict missing interactions, we applied an evolu-

tionary algorithm using the following steps.

(1) Generate all putative single missing interactions. The putative

missing interactions were those that were not already present

in the model and were not contradicted by any available

experimental evidence.

(2) Generate all possible BFs of the putative missing interactions

maintaining consistency with available biological data using

the above procedures.

(3) Test one-by-one all BFs generated and obtain the set of

attractors generated with the added interaction.

(4) Select and incorporate into the model the BFs that most

improved the model. The criteria to assess if the addition

of a regulatory interaction conferred an improvement in the

model were, in order of relevance: (a) if the BF increased

the number of expected attractors recovered and (b) if the

BF reduced the number of non-expected attractors. Here, we

defined our expected attractors as the stable gene expres-

sion patterns observed experimentally in the RSCN of A.
thaliana using transcriptional or translational reporter genes.

Many genes have oscillatory expression behavior in the root

(Moreno-Risueno et al., 2010). However, to our knowledge,

none of the genes considered in the updated version of the

RSCN GRN have this type of oscillatory expression behav-

ior. Thus, for this particular case, reducing the number

of non-expected attractors included eliminating the cyclic

attractors.

(5) If more than one BF equally improved the fitness, one BF was

randomly selected and added to the model.

(6) After the inclusion of a putative missing interaction, we

returned to step 1 unless the model recovered only the

expected attractors, or the inclusion of three consecutive BFs

did not further improve the model fitness (Figure 4). In

Figure 5, we present a pseudocode of the algorithm.

Using the above procedures, which greatly reduced the number

of BFs to test (see below), the generation of all the predictions

for each model implied testing approximately 100,000 different

networks, which is a highly demanding computational process.

Thus, we performed the algorithm 10 times, resulting in 10 dif-

ferent models that predicted different putative interactions. We

were able to generate 10 different models because more than one

BF equally improved the model each time, allowing us to ran-

domly select different BFs. We applied our procedures using the

algorithm to the Boolean GRN of the A. thaliana RSCN.
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FIGURE 4 | Flux diagram of the evolutionary algorithm followed during the prediction of putative missing interactions using our procedures.

HYPOTHESIS
RSCN GRN updated model behavior
Based on available experimental data, we defined nine expected

fixed-point attractors (Table 3) for each cell type in the RSCN and

some root meristem cell types. Some attractors represented more

than one cell type due to lack of experimental data in the model to

distinguish among cell types (Figure 1). With the updated RSCN

GRN model, we obtained 7 of the 9 expected attractors, 21 attrac-

tors without biological meaning in the RSCN context, and 4 cyclic

attractors. This result suggests that missing data are yet to be

incorporated into the RSCN GRN. Hence, we employed our set of

procedures as described above to predict possible missing interac-

tions in the network. The procedures used in each node depended

on the type of available data for each gene. In Table 4, we present

the procedures used to propose putative missing interactions for

each gene, and the experimental information used in each case

is provided in Table 1. The self-regulatory loops of nodes with

movement must be positive, and hence, we applied procedure 2 in

these nodes.

Predicted putative missing interactions in the RSCN GRN
The combined addition of three new regulatory interactions was

sufficient to recover the expected attractors in the different cell

types in the RSCN (Figure 3C). Interestingly, these three interac-

tions were also the first ones to appear. No matter which order

we included these three interactions, our methodology never pro-

posed any other putative missing interactions until the three were

included in the model. This result suggests that these three inter-

actions are fundamental to recover the observed attractors in the

RSCN. However, adding these three interactions was not sufficient
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FIGURE 5 | Pseudocode of the methodology used to incorporate putative missing interactions.

to eliminate cyclic attractors or several biologically meaningless
attractors. In fact, the inclusion of these three interactions always
increased the number of cyclic or unexpected attractors. We tried
to avoid the increase of cyclic attractors by selecting only net-
works that simultaneously reduced the number of cyclic attractors
and recovered biologically significant attractors. However, this
procedure was unsuccessful (data not shown).

Interestingly, the three interactions mentioned above were
functionally similar in the 10 replicas of the search process
(Figure 3C). The first interaction is a regulation of PHB that
restricts its expression domain to the vascular cells. The regula-
tion of PHB was either positive regulation by those nodes with a
similar expression domain (e.g., SHR and Aux/IAA) or negative
regulation by those genes with a complementary expression pat-
tern (e.g., CLE and ACR4). We postulate that the likely regulator of
PHB is a member of the KANADI (KAN) gene family. KAN genes
were not included in this GRN model because no connections with
any node of the RSCN GRN in the root have been documented

yet; however, KAN genes have antagonistic roles with PHB in the
shoot and have a complementary expression pattern to PHB in the
root (Figure 3C; Hawker and Bowman, 2004; Izhaki and Bowman,
2007).

The second interaction is a regulation over WOX5. Almost
all the networks predicted that this regulation should be a feed-
back loop. The WOX5 loop could be direct or indirect, as well
as positive or negative (Figure 3C). Interestingly, some experi-
mental and theoretical evidence supports the existence of such a
loop through the auxin signaling pathway (Gonzali et al., 2005;
Azpeitia et al., 2010), and our results suggests that this feedback
look could exist. However, contradictory experimental evidence
has been reported on this issue. Positive regulation of WOX5 by
auxin has been reported (Gonzali et al., 2005), while other data
suggest that auxin negatively regulates WOX5 (Ding and Friml,
2010). Based on the interactome analysis, our model proposes that
ARF activators are positive regulators, while ARF inhibitors are
negative regulators of WOX5; therefore, this model includes both
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Table 3 | Expected attractors.

CT/G SHR miR JKD MGP PHB SCR IAA A/I WOX CLE ACR

CVC 1 0 0 0 1 0 0 1 0 0 0
PVC 1 1 0 0 0 0 0 1 0 0 0
End 1 1 1 1 0 1 0 1 0 0 0
Cor 0 1 1 0 0 0 0 1 0 0 0
LCC 0 0 0 0 0 0 1 0 0 1 1
VI 1 1 0 0 0 0 1 0 0 0 0
CEI 1 1 1 1 0 1 1 0 0 0 0
CLEI 0 1 0 0 0 0 1 0 0 1 1
QC 1 1 1 0 0 1 1 0 1 0 0

CT, Cell type; G, Gene; CVC, Central Vascular cells; PVC, Periferal vascular cells; End, Endodermis; Cor, Cortex; LCC, Lateral root-cap and columella cells; VI, Vascular

initials; CEI, Cortex-endodermis initials; CLEI, Columella and lateral root-cap-epidermis initials; QC, Quiescent center; miR, miRNA165/6; IAA, Auxin; A/I, Aux/IAA;

WOX, WOX5; CLE, CLE40; and ACR, ACR4.

Table 4 | Procedures used when adding putative missing interactions in each node.

Procedure 1 Procedure 2 Procedure 3 Procedure 4 Procedure 5 Procedure 6

SHR NO YES NO NO YES YES
miR YES YES YES YES YES YES
JKD YES YES YES YES YES YES
MGP YES YES YES YES YES YES
PHB YES YES NO NO YES YES
SCR YES YES YES YES YES YES
Auxin NO YES NO NO YES YES
Aux/IAA YES YES NO NO YES YES
WOX5 YES YES YES NO YES YES
CLE40 NO YES NO NO YES YES
ACR YES YES NO NO YES YES

possibilities. With this model, we predict that WOX5 should neg-
atively regulate the auxin signaling pathway. Our model assumed
that ARFa was always capable of promoting WOX5 expression, as
proposed by Vernoux et al. (2011). However, if the results that the
negative regulation of WOX5 by the auxin signaling pathway is
stronger than the positive regulation, as Ding and Friml (2010)
proposed, then the regulation of the auxin signaling pathway by
WOX5 should be positive. The third interaction is a positive reg-
ulation of JKD by MGP (Figure 3C). The interplay between JKD,
MGP, SCR, and SHR is complex (Welch et al., 2007; Ogasawara
et al., 2011), and our simulations suggest that additional possi-
ble regulatory mechanisms should be considered, highlighting the
ability of our procedures to detect probable missing data.

After the inclusion of 11–15 interactions, the performance of
the resulting GRN models no longer improved. After this point,
almost all models reduced both the number of cyclic and biolog-
ically meaningless attractors to three. Interestingly, some interac-
tions were present in several of the 10 final models. Specifically,
the most common interactions were: (1) inhibition of SHR, (2)
activation of SHR by PHB, (3) negative regulation of auxin by
PHB, and (4) negative regulation of CLE40 by Aux/IAA or SHR.
The BFs in the original model and the 10 models with putative
missing interactions are available in Supplementary Material, and

all putative missing interactions predicted by the whole set of sim-
ulations are available in Supplementary Material. Importantly, all
putative missing interactions that were proposed using our pro-
cedures were biological meaningful, did not contradict previous
experimental data, and are experimentally testable. Our results
indicate key gaps in the data concerning the regulation of nodes
in the RSCN GRN. Unraveling how these genes are regulated will
be fundamental to our understanding of how the RSCN is main-
tained. However, our work already suggest possible nodes and
missing interactions needed to obtain a sufficient model of RSCN
patterning.

Efficiency of the procedures
The reduction of possible BFs obtained with our procedures is
astonishing. For example, using procedures 4, 5, and 6 together on
all regulatory genes, no matter the number of regulators, always
resulted in 4 possible BFs. Using these procedures on all nodes is
equivalent to reducing all nodes to 1, which represents a dimer or
protein complex. This result was important for the RSCN GRN
because SHR and SCR form a dimer that is only functional if both
proteins are present (Cui et al., 2007). Thus, the TGENs of the
dimer used procedure 4. Using this procedure, we only needed to
test tens of BFs from the over four billion possible BFs of JKD
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and MGP. Because of this reduction, we only tested ≈3,000 of
≈8 × 109 BFs to generate the first set of possible BFs in the model.

The efficiency of the use of procedures 1, 2, and 3 and combi-
nations of the procedures needs to be formally analyzed in future
studies. However, previous work demonstrated that using proce-
dures 5 and 6 reduces the number of BFs from 16 to 8, 256 to 72,
and 65,536 to 1882 for a node with 2, 3, and 4 RGENs (Raey-
maekers, 2002), respectively. This previous study suggests that
using combinations of our procedures should be able to reduce
the number of BFs further, making the combinations useful in the
prediction of putative missing interactions. The total reduction is
completely dependent on the quantity and quality of the available
experimental data, which will determine the procedures to use.

Usefulness of the procedures
In addition to the utility of the procedures for predicting puta-
tive missing interactions, we detected other important uses of the
procedures. The first important use is evident when the experi-
mental data are only sufficient to use procedure 1, or procedure
1 combined with procedures 5 or 6. In this case, positive regu-
lators can be negative regulators, and vice versa. Thus, when we
apply procedure 1 to predict a putative missing interaction, reg-
ulatory genes can change their sign of regulation. This result is
important because it demonstrates that some experiments com-
monly used to infer gene regulatory interactions are not sufficient
to assure the sign of regulation (see Appendix 2 in the Appendix).
We can use procedure 1 to detect, and later test experimentally,
if a positive regulator was identified as a negative regulator, and
vice versa. We detected a second use when applying any single
procedure or combination of procedures, except procedure 4. In
this case, single proteins within protein complexes can act as inde-
pendent units. The proteins are not necessarily required to act as
independent units; however, this result helps us detect cases where
proteins can, or need to, be substituted in a protein complex or
when the proteins can regulate the activity of a TGEN as inde-
pendent units or as units of different protein complexes. These
predictions can be experimentally validated (see Appendix 2 in
the Appendix).

DISCUSSION AND CONCLUSION

All, or most, GRN models are incomplete because they likely lack
components or interactions due to incomplete experimental data
and computational limitations. However, even for small BNs, the
detection of such missing data is difficult because the number
of possible BFs and topologies describing the interactions rapidly
becomes overwhelming as the number of nodes and interactions
being considered increases. We have proposed here a set of pro-
cedures that greatly reduce the number of possible interactions
and enable the detection and prediction of biologically meaning-
ful, putative missing interactions, while maintaining congruence
with available and already incorporated experimental data. Our
procedures were designed to maintain congruence with different
types of experimental data and greatly reduce the number of pos-
sible BFs to be tested (≈3,000 out of over ≈8 × 109 in the example
of the RSCN GRN). Importantly, we tested our procedures with
smaller network motifs to assure that our procedures worked as
expected before testing the procedures on the RSCN GRN.

The magnitude of the reduction in the putative BFs greatly
depends on the quality of the available data and the nature of the
interactions. Depending on the quality of the data, different BFs
are generated. Importantly, our procedures demonstrate that some
experiments that are usually used to determine the sign of a regula-
tory interaction are not reliable or are not adequate to uncover the
actual interaction in diverse contexts (Lewontin, 2000). Similarly,
some experiments that indicate the necessity of a protein complex
for the expression of a TGEN are also not reliable. Furthermore,
these situations are frequently not intuitive, and the procedures
put forward here enable the detection of the circumstances under
which such mistaken inferences can occur. Once the circumstance
involved is known, we can easily design experiments to dismiss
such situations. However, if we have enough experimental data
to confirm the sign of the regulation or the presence of a com-
plex, then we can use the proposed procedures to maintain these
experimental data contained in the BF without change.

Using these procedures, we have designed an evolutionary algo-
rithm to systematically predict possible missing interactions, and
we have applied this approach to the A. thaliana RSCN GRN. Our
work provides concise predictions concerning additional interac-
tions and a novel RSCN GRN architecture that could be tested
experimentally. Importantly, our work has identified three addi-
tional key interactions that could be studied: (i) regulation of PHB
to maintain its expression pattern in the vascular cylinder, (ii) a
feedback loop regulating WOX5, and (iii) positive regulation of
JKD by MGP. However, we were not able to recover a network
that attained only the experimentally observed gene configura-
tions without the presence of unobserved attractors. Additional
missing nodes, such as SCZ (ten Hove et al., 2010) or root growth
factors (Matsuzaki et al., 2010), may be required to recover only the
observed set of configurations. Because we were interested in find-
ing missing interactions within already connected RSCN genes,
we decided to dismiss genes that were unconnected from those
included in this work, such as SCZ. Another possible explanation
for why we never obtained only the expected attractors is that we
only included putative missing interactions one-by-one. Including
two or more putative missing interactions each time could change
the results due to combinatorial effects. As explained previously,
the computational demand for including one interaction can be
very large. Hence, the computational demand of adding interac-
tions simultaneously rapidly explodes. However, we believe that
our approach provides a formal, systematic framework to pos-
tulate novel hypotheses concerning the way genes interact. For
small networks, testing the effect of adding multiple interactions
is possible.

There still are several improvements that could be done to the
procedures. The inclusion of a genetic algorithm would allow a
search for missing interactions not only one-by-one but also by
sets of putative missing interactions at one time. Optimizing with
Binary Decision Diagrams (BDDs) or more efficient algorithms
could also allow for testing of more than one interaction. A way
to simplify the use of our procedures is to incorporate them into
an existing dynamic network analyzer (e.g., Arellano et al., 2011).
Procedures that use information of the GRN topology or about the
effect of how genes in the networks indirectly affect other genes
should further reduce the number of BFs generated when we add
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putative missing interactions. For example, we could already know
that in the RGEN1 loss-of-function mutant, TGEN = 0, while
RGEN3 = 1, but that RGEN3 is not a TGEN of RGEN1. In this
case, if we add RGEN3 as a putative missing regulator of TGEN,
we will know that in the new rows of the TGEN’s truth table where
RGEN1 = 0, TGEN expression value will be 0 when RGEN3 = 1
and TGEN’s expression value will be unknown when RGEN3 = 0.
The use of this type of data for the generation of more procedures
was not explored in this work, but should be addressed in future
research.

The fact that we used BNs in this work implies both strength
and weakness. BNs allowed us to exhaustively test all the pos-
sible GRNs generated by adding putative missing interactions;
however, BFs are unable to represent certain types of regula-
tory interactions, such as those implying fine-tuning modula-
tions of regulatory activity. An improvement to our procedure
would involve extending the procedures to consider multivalued
discrete networks that can better evaluate more circumstances,
although this method would also increase the computational
demand.

Finally, given that the methodology used in this work can be
applied to any BN, we believe that this type of exploration could
help guide experimental research not only of biomolecular GRNs
but also of any biological, physical, or theoretical system that
can be formalized as a Boolean interaction network. For exam-
ple, this methodology can be used to study the constraints that a

given network topology imposes on attractor evolvability. How-
ever, formal mathematical demonstrations should be performed
first.
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APPENDIX 1
AUXIN SIGNALING PATHWAY REDUCTION
In this section, we first briefly describe the auxin signaling pathway
and then explain the analysis of the ARF-Aux/IAA interactome
using MixNet, a publicly available software program designed
for structural network analysis. For the interested reader a more
detailed explanation of MixNet can be found in this reference
(Picard et al., 2009).

In the auxin signaling pathway, the Aux/IAA genes repress
the transcriptional activity of the ARFs by forming heterodimers.
ARFs can be classified based on their transcriptional activity; ARFs
5, 6, 7, 8, and 19 are transcriptional activators (ARFa), while all
other ARFs are putative transcriptional inhibitors (ARFi; Guilfoyle
and Hagen, 2007). ARFa and ARFi compete for the same TGENs
(Ulmasov et al., 1999). The SCFTIR1 ubiquitin ligase complex pro-
motes Aux/IAA degradation in the presence of auxin, releasing
ARFs from Aux/IAA inhibition. Once ARFs are released from
Aux/IAA inhibition, ARFs are able to perform their transcriptional
activity.

Recently, Vernoux et al. (2011) published an ARF and Aux/IAA
interactome and analyzed how these proteins interact in the shoot
and whole seedling using MixNet (Picard et al., 2009). MixNet uses
a probabilistic clustering method that allows for the identification
of structural connectivity patterns. Because MixNet relies on an
algorithm that does not make any a priori assumptions about net-
work structural properties, MixNet allows a blind search of highly
or poorly interconnected groups of nodes. MixNet considers that
nodes can be divided into Q connectivity classes, with Q being
unknown. As a result, MixNet returns to the user a value α, which
is the proportion of each group, and π, the connectivity of the
groups. Finally, if Z iq = 1, then node i belongs to class q. Hence,
MixNet describes the network topology using connectivity prob-
abilities among nodes, such that πqp represents the probability
for a node from group q to be connected to a node from group p
(Picard et al., 2009). Model selection in MixNet can be performed
based on the ICL and incomplete data likelihood criteria.

Rademacher et al. (2011) reported the expression patterns of
ARFs in the root,while Brady et al. (2007) created a high-resolution
expression map of the root that included the Aux/IAA gene family.
We defined the Aux/IAA and ARF genes that are expressed in the
root based on these previous studies and analyzed their interac-
tome reported previously (Vernoux et al., 2011). Based on these
considerations, we considered the following ARF and Aux/IAA
genes:

ARFs:
ARF1, ARF2, ARF5, ARF6, ARF7, ARF8, ARF9, ARF10, ARF16,
and ARF19.

Aux/IAAs:
IAA1, IAA2, IAA3, IAA5, IAA6, IAA7, IAA8, IAA9, IAA10, IAA11,
IAA12, IAA13, IAA14, IAA16, IAA17, IAA19, IAA20, IAA27,
IAA28, IAA29, IAA30, IAA32, IAA21, and IAA33.

We applied the MixNet algorithm for Q = 1–15 clusters and
used the ICL criterion for model selection. AsVernoux et al. (2011),
reported, based on the ICL criterion, the MixNet analysis favors

four clusters. However, this solution is only valid for a large N;
therefore, we used the three cluster (Q = 3) solution as reported
in Vernoux et al., 2011. This solution implies that the Aux/IAA
and ARF proteins are divided into three different groups. The first
group was comprised mostly of Aux/IAA proteins, which inter-
act among themselves, and ARFa. The second group was mostly
comprised of ARFa, which interacts only with Aux/IAA. The third
group was mostly comprised of ARFi, which does not interact with
any other group. This model of the auxin signaling pathway is very
general; however, as more information becomes available, a more
detailed auxin signaling pathway will be possible.

The probability matrix π, the nodes comprising each clus-
ter and the interactions among the Aux/IAA and ARF proteins
extracted from the work of Vernoux et al. (2011) are given
below.

π Matrix:
0.110916, 0.0848193, 0.275044.
0.0848193, 0.745456, 0.856257.
0.275044, 0.856257, 0.240615.

Cluster 1:
ARF1,ARF2,ARF10,ARF16,ARF18, IAA6, IAA11, IAA29, IAA31,
IAA32.

Cluster 2:
IAA1, IAA2, IAA3, IAA7, IAA8, IAA10, IAA12, IAA13, IAA14,
IAA16, IAA17, IAA19, IAA20, IAA27, IAA28, IAA30, IAA33.

Cluster 3:
ARF5, ARF6, ARF7, ARF8, ARF9, ARF19, IAA5, IAA9.

The only nodes that do not behave as expected were IAA5,
IAA11, IAA29, IAA31, and IAA32, which belong to cluster 1, and
IAA5 and IAA9, which belong to cluster 3. We expected these nodes
belonged to cluster 2.

The topology of the auxin signaling pathway according to
this result eliminated the Aux/IAA-ARFi interaction. In this
model, ARFi modulates the ARFa response once ARFa proteins
are released from Aux/IAA inhibition. However, in the presence
of high auxin concentration, ARFa always activates its TGENs
(Vernoux et al., 2011). Boolean models cannot represent the degree
of the response due to the ARFa/ARFi ratio. Consequently, we
eliminated ARFi from the GRN, resulting in a linear pathway
where ARFa activity is only regulated by Aux/IAA in the GRN.
Moreover, ARFa proteins are constitutively expressed in all cells
of the root meristem, including the RSCN. Hence, ARFa does not
need to be included in the GRN because its activity is equally rep-
resented by the auxin response that is triggered when the auxin
concentration promotes Aux/IAA degradation. Consequently, we
reduced the auxin signaling pathway to the auxin and Aux/IAA
nodes.

APPENDIX 2
DETAILED DESCRIPTION OF THE PROCEDURES
In this section, we describe how we designed the 6 procedures
used to infer putative missing interactions in the RSCN GRN. As
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explained in the main text, we used truth tables to analyze how the
experimental data are contained in the BFs. However, we should
be able to write a negative regulator with a NOT operator and a
protein–protein interaction with an AND operator. For this rea-
son, we will continue to use logical statements whenever useful in
this section.

Procedure 1: adding missing links while maintaining congruence
with available experimental data that can be represented by a
single row in the truth table
Let us assume a TGEN is expressed when RGEN1 and RGEN2 are
both expressed, which is represented by the last row of the truth
table in Figure A1A. In addition, we will assume that TGEN is
not expressed in the single loss-of-function RGEN1 and RGEN2
mutants, represented by the second and third rows of the truth
table, respectively. Finally, we will suppose that TGEN is not

expressed when both RGEN1 and RGEN2 are not present, and
this scenario is represented in the first row of the truth table. In
this example, each experiment is formalized as a single row of the
truth table. Now, how can a third RGEN3 be added to the TGEN’s
BF without contradicting the previously incorporated experimen-
tal data? Knowing that each row of the truth table represents one
experimental result can help us. As observed, in the first row of the
truth table without the addition of RGEN3, the TGEN expression
state is 0. To maintain consistency with these data in the truth table
once RGEN3 is added, the TGEN expression state must remain
at 0 in at least one of the truth table’s rows where RGEN1 and
RGEN2 are not expressed. The possible rows that fit these criteria
are shown in Figure A1B. To maintain consistency with the exper-
imental data contained in the other rows, we perform the same
analysis of all other rows in the truth table. Thus, in this example,
we must maintain at least one 0 for the expression value of TGEN

FIGURE A1 | Partial and complete truth tables describing the procedures
explained in the main text. (A) Equivalent truth table for the logical

statement “TGEN, RGEN1, AND RGEN2.” (B) The three possibilities for the

first line of the truth table if a putative missing interaction is added. Each line

describes one experiment. (C) A truth table where the original positive

regulation of TGEN by RGEN2 observed in (A) changes to a negative

regulation. (D) A truth table where the original AND operator between RGEN1

and RGEN2 observed in (A) changes to an OR operator indicating that they do

not need to form a dimmer. (E) A truth table where RGEN2 can be substituted

by RGEN3 from the RGEN1-RGEN2 dimer. (F) When two RGENs can only act

as a dimer, and none of them can be substituted in the dimer, we can create a

node that represents the dimer. The truth table observed in (A) where RGEN1

and RGEN2 regulate TGEN activity is substituted by a new truth table where

the activity of the RGEN1-RGEN2 dimer is incorporated into a single node.
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whenever RGEN1 or RGEN2 are not expressed and a value of 1
whenever RGEN1 and RGEN2 are both expressed when RGEN3
is added. Hence, when each experiment is represented by a single
row in a truth table, we need to maintain at least one 0 as the
TGEN expression value under the conditions where no expres-
sion of TGEN was experimentally observed, and at least one 1
under the conditions where TGEN expression was experimentally
observed; this process maintains consistency with the previously
incorporated experimental data when putative missing interac-
tions are added to the truth table. This procedure generates many
possible BFs once we add a putative missing interaction. Never-
theless, the procedures is useful when an experiment is contained
in a single row of a truth table. A common use of this procedure
occurs when the only available experimental data are single and
multiple gain- and loss-of-function mutants.

Procedure 2: adding missing links while maintaining the sign of the
regulation
In Figure A1C, we present a truth table that we can be generated
using procedure 1. One logical statement that can represent this
function is “TGEN = RGEN3 AND (RGEN1 OR NOT RGEN2).”
In this logical statement, RGEN2 changed from being a positive to
a negative regulator of TGEN. However, we need to define positive
and negative regulation in the BF context to assure that this change
occurred.

If a RGEN positively regulates the TGEN, then we should
observe in the truth table that when RGEN is ON, TGEN should
also be ON, at least under one condition. Here, we defined a con-
dition as the set of states where all RGENs of a TGEN have a

fixed expression value, except the RGEN for which we are analyz-
ing the sign of its regulation. Hence, we defined RGEN as a local
positive regulator of TGEN, when TGEN and RGEN expression
states are the same under identical conditions (Figure A2A). Con-
versely, we defined RGEN as a local negative regulator when TGEN
and RGEN expression values are different under the same con-
ditions (Figure A2B). Finally, we defined RGEN as a local neutral
regulator of TGEN if the latter does not change its expression value
irrespective of its regulator state (Figure A2C).

An absolute positive regulator of a TGEN should never be able
to act as a local negative regulator of the target. However, this rule
does not mean that a positive RGEN must activates the TGEN
under all conditions. Thus, we defined a global positive regulator
as a RGEN that acts as a local positive regulator or as a local posi-
tive and local neutral regulator. A global negative regulator acts as
a local negative regulator or as a local negative and local neutral
regulator. However, a global neutral regulator only acts as a local
neutral regulator. Finally, we defined ambiguous global regulators
as those RGENs that act as local positive and local negative regula-
tors or as local positive, local negative, and local neutral regulators
(Figure A2D).

A node labeled as a negative regulator according to our global
regulator definitions can always be expressed with a NOT logical
operator in the logical statement; however a negative regulator
cannot be represented as a neutral regulator and may not be
represented as a positive or ambiguous regulator as observed in
Figure A3A. The same definitions apply to positive nodes. An
ambiguous node according to our global regulator definitions
can always be expressed as an ambiguous regulator, but not as

FIGURE A2 | Partial truth tables representing local regulations and
definitions of global regulators. A portion of the truth tables where RGEN2
acts as a local positive (A), negative (B), and neutral regulator (C). (D) The

definitions of global regulators based on local regulator definitions. The table
shows which types of local regulations are necessary, allowed, or forbidden
for each type of global regulation.
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a positive, negative, or neutral regulator (Figure A3B). Finally, a

truth table with a neutral global regulator can always be written as a

logical statement without the inclusion of the regulator, even when

the regulator can be included in another equivalent logical state-

ment (Figure A3C). Thus, our global regulator definition assures

that a regulator labeled as negative, positive, neutral, or ambigu-

ous can be expressed in a logical statement with the correct logical

operator.

Consequently, to verify the sign of the regulation, we use our

global regulator definitions. Applying the global definitions, we

can analyze the truth table in Figure A1C and observe that RGEN2

is a local negative and local neutral regulator of TGEN. Therefore,

RGEN2 is a global negative regulator. In contrast, in the original

truth table without RGEN3 added (Figure A1A), RGEN2 acted

only as a local positive regulator; hence, RGEN2 was a global pos-

itive regulator. Thus, when we use procedure 1 to generate BFs,

RGENs can change their sign of regulation. This result indicates

that some experiments, such as the ones used in our example

and which are commonly used to infer gene regulatory interac-

tions, are not sufficient to assure that a RGEN is a positive or

negative regulator. Importantly, the use of procedure 1 can iden-

tify the circumstances under which a positive regulator can be

falsely identified as a negative regulator, and vice versa.

In some occasions, a RGEN is known to be either a positive

or a negative regulator of its TGEN. For example, high qual-

ity experimental data, such as chromatin immunoprecipitation,

might indicate that RGEN1 and RGEN2 are direct positive reg-

ulators of TGEN. These data will not change the truth table in

Figure A1A. We can use our definitions to include putative miss-

ing interactions without changing the experimentally observed

sign of the regulatory interaction. If RGEN is a known negative

regulator, we use procedure 2 to exclusively generate all the BFs

where RGEN acts as a negative local regulator or as a negative and

neutral local regulator.

Using our global regulator definitions in procedure 2, the RGEN

regulation sign can be expressed in the desired manner in a logical

statement (e.g., with a NOT if we want a negative regulator). Thus,

using our procedure, the RGEN regulatory sign can be expressed

in a way that maintains consistency with the sign of regulation

reported experimentally.

FIGURE A3 |Truth tables and equivalent logical statements for global
negative, ambiguous, and neutral regulator definitions. (A) Two examples
of a negative global regulator. As observed in the first example, the regulator
can only be expressed with a NOT logical operator in the logical statement. In
the example below, equivalent logical statements where RGEN1 acts as a
negative and as an ambiguous regulator can be used. However, we can
observe that if RGEN1 is labeled as a negative global regulator, we can always
express RGEN1 in a logical statement with a NOT logical operator. (B) An

example of ambiguous global regulators. In this example, the regulators can
only be expressed as ambiguous regulators using a NOT logical operator in
one part of the sentence and omitting the NOT operator in the other part of
the sentence. (C) A neutral global regulator. The logical statement can be
written without including the neutral global regulator (RGEN2). However, we
can use an equivalent logical statement to include RGEN2 as a positive,
negative, or neutral regulator. Neutral global regulators can always be
removed from the logical statement.
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Procedures 3 and 4: adding missing links while maintaining
documented protein–protein interactions
In another scenario, a yeast two hybrid assay, or other method,
confirmed that RGEN1 and RGEN 2 are not only positive reg-
ulators of TGEN, but RGEN1 and RGEN2 also interact at the
protein level and form a dimer. In our example, when we add
RGEN3, procedures 1 and 2 can generate the truth table observed
in Figure A1D. One logical statement that can represent this func-
tion is “TGEN = RGEN3 AND (RGEN1 OR RGEN2).” Using this
logical statement, RGEN1 and RGEN2 do not need to act as a
dimer. However, we need to define the expression of a dimer in a
BF before assuring the last statement.

Some transcriptional regulators act as dimers or more complex
multimers. A TGEN activity is independent, locally, and globally,
of a global neutral RGEN. However, if two RGENs function as a
dimer, neither RGEN1 nor RGEN2 can act as local neutral reg-
ulators in the dimer. Anyhow, in the truth table in Figure A1D,
RGEN1 and RGEN2 are local neutral regulators in both condi-
tions where RGEN1 and RGEN2 could form a dimer, which is
what we do not want that happens if we want to maintain the
dimer functionality. Using the sign definitions defined previously,
we can generate a procedure to generate BFs that maintain the
dimer functionality, namely procedure 3. In this procedure, to
maintain the dimer functionality, we need to verify that at least
one local non-neutral regulation is specified for each RGEN in the
same row, and in this row they must be capable to act as a dimmer
(i.e., have a 1 expression value). Variations to this procedure can be
used to maintain different types of interactions among regulators.

Finally, using procedure 3, we can generate the truth table
observed in Figure A1E. One logical statement that can represent
this function is “TGEN = RGEN1 AND (RGEN2 OR RGEN3).”

This statement indicates that RGEN3 can substitute for RGEN2
in the dimer. However, the presence of a RGEN in a dimer can
sometimes be necessary to regulate the expression of a TGEN. In
this situation, the dimer RGEN1-RGEN2 is only functional when
both proteins are together, and none of them can be substituted.
The simplest way to maintain these data is by creating a new node,
namely DRGEN (to indicate a dimer of RGENs) that represents the
complex formed by RGEN1 and RGEN2. Subsequently, the TGEN
truth table can be redefined in terms of DRGEN (Figure A1F).
Using this method, none of the RGENs that form a complex can
be substituted.

Is important to note that these first four procedures only use
the available information about how RGENs regulate their TGENs.
This implies that we do not include information about how RGENs
affect each other or about the network topology nor any kind
of partial information regarding possible indirect regulation of
TGEN by RGENs. Thus, the procedures could be improved if we
include data about the effect of RGENs on another RGENs of the
GRN that are not their TGENs or if we use information about the
network topology. The use of this data could reduce even more the
number of BFs generated when we add a putative missing interac-
tion, but will complicate the algorithm design and greatly increase
the number of procedures. Because we did not include this kind of
data to design the procedures, the number of possible BFs could
be overestimated. However, the algorithms and procedures design
is simpler.

Procedures 5 and 6: adding missing links without ambiguous
regulators and incorporating independent TGEN activity
While the procedures described above were dependent on a set of
experimental data that are available when reconstructing a truth

FIGURE A4 |Truth tables with global neutral and ambiguous regulations
ofTGEN. (A) Truth tables with global neutral regulations of TGEN by RGEN1
or RGEN2. In the top two truth tables, we observe that the expression of
TGEN does not change independently of the expression value of RGEN1. In
the truth table below, we observe that the change in TGEN’s expression value

depends only on the value of RGEN1 but not on the expression value of
RGEN2. (B) Truth tables with global ambiguous regulation of TGEN by RGEN1
and RGEN2. In both truth tables, TGEN’s expression value is positively and
negatively regulated by RGEN1 and RGEN2 indicating that both factors are
ambiguous regulators of TGEN.
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table with added interactions and/or nodes, these two additional

procedures stem from the limits of the Boolean formalism, and

we propose these procedures to simplify the interpretation of

the predicted missing interactions and reduce the number of BFs

generated when we add a putative missing interaction.

The activity of a TGEN may be independent of the activity

of one or more of its RGENs. For example, in the truth tables

in Figure A4A, which are represented with the logical statements

“TGEN = 0,” “TGEN = 1” and “TGEN = RGEN1,” TGEN activity

is not affected by RGEN1 in the first two and is independent of

RGEN2 in the third one. Some of these cases appear because cer-

tain gene regulations cannot be represented as BFs due to missing

data or the nature of the interactions. For example, the role of

some proteins whose function is to modulate the activity of other

proteins cannot be represented as a BF. Consequently, BFs where

one or more of the RGENs were global neutral regulators were not

considered because these BFs indicate that the TGEN activation

state is independent of one or more RGEN or the RGENs regula-

tory effect cannot be represented with a Boolean formalism. We

refer to this procedure as procedure 5.

Finally, we decided not to consider BFs where one or more

RGENs were ambiguous global regulators (Figure A2D; see exam-

ple of an ambiguous regulator in Figure A4B). This is a sim-

plifying assumption, because some genes are indeed ambigu-

ous regulators. However, some authors propose that a dual

regulatory role is not common (Davidson, 2001), and a bio-

logical interpretation is difficult to provide in cases where the

number of ambiguous RGENs increases in the BF. Constrain-

ing the BF to only those with unambiguous global regulators

greatly reduces the number of BFs (e.g., only 1882 of 65,536

for four regulators; La Rota et al., 2011). We refer to this

procedure as procedure 6. Importantly, the use of these last

two procedures has been discussed and analyzed previously,

demonstrating its utility and biological importance (Raeymaekers,

2002).

Using our set of procedures, we can incorporate putative miss-

ing interactions that are congruent with the available experimental

data and imply novel predictions without contradicting previ-

ously available experimental data. The methodology is explained

above.
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Chapter 67
Finding Missing Interactions in Gene
Regulatory Networks Using Boolean Models

Eugenio Azpeitia, Nathan Weinstein, Mariana Benítez,
Elena R. Alvarez-Buylla, and Luis Mendoza

Abstract Gene regulatory networks (GRNs) play a fundamental role in develop-
ment and cellular behavior. However, due to a lack of experimental information,
there are missing interactions in the GRNs inferred from published data. It is not
a trivial task to predict the position and nature of such interactions. We propose
a set of procedures for detecting and predicting missing interactions in Boolean
networks that are biologically meaningful and maintain previous experimental in-
formation. We tested the utility of our procedures using the GRN of the Arabidopsis
thaliana root stem-cell niche (RSCN). With our approach we were able to identify
some missing interactions necessary to recover the reported gene stable state con-
figurations experimentally uncovered for the different cell types within the RSCN.

67.1 Background
Dynamical modeling is one of the most commonly used approaches for studying
gene regulatory networks (GRNs), which has provided key insights of system-level
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properties such as robustness and modularity [2, 6]. However, the construction of
dynamic models is usually done with a limited amount of experimental data. This
often results in incomplete models due to missing information. Nevertheless, the
formalization that underlies dynamical modeling allows for the prediction of some
missing interactions, though this is a non-trivial task.

Boolean networks (BNs) are one of the simplest dynamical modeling approaches.
BNs consist in a set of nodes (usually representing genes), where each node can only
have two values, 0 if the gene is OFF and 1 if the gene is ON. The state of each node
at a given time is determined by a Boolean function (BF) of the activation states of
its regulatory inputs. Despite their simplicity, BN models have a rich behavior that
yields meaningful information about the network under study. Hence, BN models
have been successfully used for the analysis of diverse GRNs, including A. thaliana
flower organ determination [7], and Drosophila melanogaster segment polarity [1],
among others.

In deterministic Boolean GRNs, the system eventually attains activation patterns
that are stationary or that cycle through several configurations of gene activation.
These patterns are known as fixed-point and cyclic attractors, respectively. Kauff-
man [13] proposed that the attractors of BNs could represent the experimentally
observed gene expression patterns or configurations that characterize different cell
types in biological systems. Usually, when the attractors do not coincide with the re-
ported multigene activation configurations, it is assumed that there are some missing
nodes or interactions.

In BNs the number of possible BFs of a node increase as a double exponential
function (22i

where i represents the number of inputs). Thus, the number of possi-
ble BFs describing a BN quickly exploits, making impossible to test all the possi-
bilities. However, not all BFs are biologically meaningful [17]. Moreover, the use
experimental information could greatly reduce the number of BFs to tests. Hence, a
set of procedures that allow us to generate only biologically meaningful BFs that at
the same time do not contradict previous experimental information, could help us to
generate a reduced number of BFs to test which should be experimentally testable.
We developed here a set of procedures capable to do this.

Recently we developed a Boolean GRN of the root stem-cell niche (RSCN) [4].
Our study revealed that the inferred RSCN GRN still lacks some important informa-
tion because the set of expected attractors did not coincide with the set of expected
attractors. In order to test the utility of our procedures, we use them to generate
the BFs of all possible missing interactions of the RSCN GRN. We analyze the ef-
fect in the set of attractors of including one by one each BF. Then, we examined
in further detail the BFs whose inclusion allowed us to recover the attractors ob-
served experimentally. Our procedures narrowed down the nature and number of
missing interactions in the RSCN GRN, produce biologically meaningful BF that
did not contradicted experimentally reported data and produced testable prediction.
Importantly, the procedures are general enough to be used in any BN, thus making
it suitable to explore more generic theoretical questions.
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Fig. 67.1 Truth tables with
examples of the procedures.
In (a) two examples of a
target gene (TGEN) whose
expression is independent of
its regulatory gene (RGEN1).
As observed, TGEN value
remains constant despite the
expression value of its
RGEN1. In (b) TGEN is
negatively regulated by
RGEN2 in the first pair of
rows of the truth table, and
positively in the second pair
of rows of the truth tables. In
(c) is highlighted how a
loss-of-function mutant of
RGEN1 may be represented
in a single line of the truth
table (enclosed in purple),
while a yeast two hybrid
analysis with a chromatin
immunoprecipitation is
represented by the whole
truth table (enclosed in grey)

67.2 Methods

67.2.1 Procedures

We designed a set of procedures that omitted the generation of BFs in which: (1) one
or more of the regulatory genes did not have any influence over the regulated gene,
(2) the proposed Boolean function was not consistent with experimentally reported
data, or (3) a gene could act as both a positive and negative regulator under different
conditions. Is important to note that genes with positive and negative activity have
been reported, however, they appear to be rare in biomolecular systems.

When a regulatory gene does not affect its target gene value, the expression value
of the target gene must remain unchanged despite the expression value of the regu-
latory gene (Fig. 67.1(a)). When a regulatory gene acts as a positive and a negative
regulator of its target gene, the expression value of the target gene must pass from
0 to 1 under some conditions when the regulatory gene changes from 0 to 1, and
the expression value of the target gene must pass from 1 to 0 under other conditions
when the regulatory gene changes from 0 to 1 (Fig. 67.1(b)). Finally, maintaining
consistency with experimental data is more complicated and requires several proce-
dures that depend on the quality and quantity of information available. For example,
some experiments, like loss-of-function mutants, provide information that is rep-
resented in a single row of a BFs’ truth table, while other, like a combination of
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a yeast two hybrid analysis with a chromatin immunoprecipitation can provide in-
formation that is represented with the complete truth table of a BFs (Fig. 67.1(c)).
Thus, we designed four different procedures that allow us to maintain consistency
with experimental information when: (1) the information is represented by single
row in the BFs’ truth tables, (2) to maintain the sign of regulation (positive or nega-
tive) of a regulatory gene, (3) to maintain regulatory genes interactions (e.g., dimer
formations) and (4) when the experimental information is represented by the whole
BFs.

To test the utility of the procedure we designed an algorithm to use them in a real
GRN. Our algorithm generated the BFs of all possible missing interaction in a GRN
and then test the effect of including one by one each BF on the set of attractors.
The interaction that most improved the model was incorporated into the model, and
then this new model was tested in the same way. The criteria to asses if the addition
of a regulatory interaction was an improvement are, in order of relevance: (1) the
number of expected attractors obtained, (2) the number of non-expected attractors
obtained, and (3) the number of total fixed-point attractors in the model. If more than
one interaction equally improved the model, one of them was randomly selected and
added to the BN model. After the inclusion of an interaction, we continued adding
interactions with the same criteria until: (1) the model reached only the expected
attractors, or (2) the inclusion of three consecutive interactions did not improve the
model by increasing the number of expected attractors obtained, or reducing the
number of non-expected attractors.

67.3 Results

To test our procedures we updated the RSCN GRN [4]. Because the objective of
this research was to detect missing interactions, to update the GRN first we omitted
the interactions predicted by our previous work. Then, even though it is well docu-
mented that PLT genes are essential for RSCN maintenance [8], we removed them,
since PLT genes acted only as an output node in the model. Third, we included in
the updated version of the model nodes for miRNA165/6, the transcription factor
PHABULOSA (PHB), and the receptor kinase ACR4 [5, 18]. Fourth, because the
auxin signaling pathway describe a unidirectional pathway we were able to reduced
it to only two nodes. Fifth, we included novel regulatory interactions reported in
the literature [15, 16]. Also, because our model does not incorporate space explic-
itly, to simulate molecular diffusion, we include a positive self-regulatory edge in
nodes whose products diffuse (i.e. SHR, CLE, and miRNA165/6) (Fig. 67.2). Fi-
nally, some nodes in the network already have four inputs, and the addition of a 5th
regulator over any node would be computationally very demanding, since the num-
ber of possible BFs increases from ≈ 6.5 × 104 to ≈ 4 × 109. For this reason, we
created intermediary nodes that integrate the influence of two regulators over any
gene with 4 regulators. For instance, WOX5 expression is repressed when CLE40
is perceived by the membrane receptor ACR4. Because WOX5 had 4 regulators, we
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Fig. 67.2 The updated RSCN GRN with predicted missing interactions. RSCN GRN with pre-
dicted missing interactions. For clarity intermediary nodes were not included here. Pink, green
and blue edges are the three predicted interactions required to recover the expected attractors, and
are grouped according to the nodes functions. Blue edges are always a regulation over PHB. The
pink edge is a positive regulation of MGP over JKD. The green edges are always a regulation over
WOX5. The doted green edge can be a negative or a positive regulation of WOX5 over itself

Table 67.1 Expected attractors

CT/G SHR miR JKD MGP PHB SCR IAA A/I WOX CLE ACR

CVC 1 0 0 0 1 0 0 1 0 0 0

PVC 1 1 0 0 0 0 0 1 0 0 0

End 1 1 1 1 0 1 0 1 0 0 0

Cor 0 1 1 0 0 0 0 1 0 0 0

LCC 0 0 0 0 0 0 1 0 0 1 1

VI 1 1 0 0 0 0 1 0 0 0 0

CEI 1 1 1 1 0 1 1 0 0 0 0

CLEI 0 1 0 0 0 0 1 0 0 1 1

QC 1 1 1 0 0 1 1 0 1 0 0

CT = Cell type, G = Gene, CVC = Central Vascular cells, PVC = Periferal vascular cells,
End = Endodermis, Cor = Cortex, LCC = Lateral root-cap and columella cells, VI = Vascu-
lar initials, CEI = Cortex-endodermis initials, CLEI = Columella and lateral root-cap-epidermis
initials, QC = Quiescent center, miR = miRNA165/6, IAA = Auxin, A/I = Aux/IAA, WOX =
WOX5, CLE = CLE40 and ACR = ACR4

reduced CLE40 and ACR4 activity to a single node. This strategy allows for the
exhaustive testing of BFs.

Based on available experimental data we expected 9 fixed-point attractors (Ta-
ble 67.1). Some attractors represented more than one cell type due to lack of ex-
perimental information that is still required to distinguish among them (Fig. 67.3).
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Fig. 67.3 The A. thaliana root tip and RSCN. Here, the expected attractors, which characterize
each cell type stable gene configuration, are distinguished with different colors. As observed, some
of the expected attractors represent more than one cellular type. QC = Quiescent center; END =
Endodermis; VI = Vascular initials; CEI = Cortex-endodermis initials; COR = Cortex; PVC =
Peripheral vascular cells; CLEI = Collumela-epidermis-lateral-root-cap initials; LCC = Collumela
and lateral root cap; CVC = Central vascular cells

The BN model was not able to recover the expected attractors showed in Table 67.1.
Thus, we algorithm to test our procedures utility with this GRN 10 times, ending
with 10 different models that predicted different putative interactions. Finally, we
analyzed the biological significance of the included interactions.

With the RSCN GRN model based exclusively on experimental information, we
obtained 7 of the 9 expected attractors, 21 attractors without meaning in the RSCN
context, and 4 cyclic attractors. Hence, as explained above, we included all possible
interactions and their associated Boolean functions one by one, then we selected
those changes that improved the consistency between the model and the experimen-
tal data. The inclusion of three types of interactions was sufficient to recover the
expected attractors. However, the addition of these interactions did not eliminate
cyclic attractors nor attractors without meaning in the RSCN context. In fact, the
inclusion of these three interactions always increased the number of cyclic and/or
unexpected attractors.

Interestingly, the three interactions mentioned above were functionally similar in
the 10 replicas of the search process (Fig. 67.2). The first interaction is a regula-
tion that restricts PHB expression domain to the vascular cells. This regulation was
accomplished through positive regulation by those nodes with a similar expression
domain (e.g. SHR) or through negative regulation by those genes with a comple-
mentary expression pattern (e.g. CLE and ACR4). Biologically, we believe that the
likely regulator of PHB is a member of the KANADI (KAN) gene family. KAN genes
were not included in this GRN model, because no connections with any node of the
RSCN GRN in the root has been described yet, but KAN have antagonistic roles
with PHB in the shoot and have a complementary expression pattern with PHB in
the root [11, 12]. The second interaction is a WOX5 self-regulatory loop. WOX5
loop could be direct or indirect, and positive or negative (Figure 67.2). Interestingly,
there is some experimental and theoretical evidence suggesting the existence of this
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loop through the auxin signaling pathway [4, 9]. The third interaction is a positive
regulation of MAGPIE (MGP) over JACKDAW (JKD). This is contrary to the pro-
posed antagonistic relation between JKD and MGP through a negative regulation of
MGP over JKD [19]. The interplay between JKD, MGP, SCR and SHR is complex
[16, 19] and there is no consensus on its mechanism. Our simulations suggest that
it is necessary to consider other possible regulatory mechanisms.

After the inclusion of 11 to 15 interactions, the performance of the resulting GRN
models no longer improved. After this point, almost all models reduced both the
number of cyclic and biologically meaningless attractors to 3. Interestingly, some
interactions were present in several of the 10 final models. Specifically, the most
common interactions were: (1) inhibition of SHR, (2) activation of SHR by PHB,
(3) negative regulation of PHB over auxin, and (4) negative regulation of Aux/IAA
or SHR over CLE. Our results emphasize the lack of data concerning the regulation
of key nodes of the RSCN GRN. Unraveling how these genes are regulated will be
fundamental to our understanding of how the RSCN is maintained.

As expected, the use of our procedures producer only experimentally testable
predictions that did not contradicted previously reported experimental data. The
procedures were capable to greatly reduce the number of BFs of putative miss-
ing interactions. For example, to predict the first putative missing interactions, sing
our procedures we only tested ∼ 3000 out of ≈ 8 × 109 possible BFs. Anyhow, to
produce each of the RSCN GRN that recovered the expected attractors, we needed
to test around 100000 BFs, which is a highly demanding computational process.
Moreover, if we consider that the number of BFs increase as a double exponential
function, there is still an important constrain that needs to be tackled in the future.

67.4 Conclusion

In GRNs it is possible to test the effect of adding or modifying all possible interac-
tions. However, even for small BNs, the number of possible BFs is overwhelming.
Nonetheless, we presented in this work a set of procedures to reduce the number of
BFs of putative missing interactions. Our procedures produce only experimentally
testable BFs that do not contradict experimental data. To systematically predict pos-
sible missing interactions, and we have applied our procedures to the A. thaliana
RSCN GRN. Importantly, the procedures were capable to greatly reduce the num-
ber of BFs generated. However the total reduction is dependent on the quality of the
experimental information and because the number BFs of a node increase as a dou-
ble exponential function, its utility is constrained for network with low connectivity.

For the specific case of the RSCN GRN we could not recover a network topol-
ogy that yielded the observed configurations alone, without additional unobserved
attractors. However, our work provides important predictions concerning additional
interactions and a novel RSCN GRN architecture that could be experimentally
tested. One limitation of this approach is the fact that additional missing nodes may
be required to recover the observed set of configurations without unobserved ones.
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Interestingly, some of the genes involved in RSCN maintenance are also involved
in other aspects of plant development such as epidermis differentiation [10] and
vascular development [20]. This challenges the stem cell pedigree idea, and as pro-
posed before, suggests that the stem cell state is not independent of the local cellular
micro-environments characteristic of the stem cell niche [14].

We believe our method would be improved by its incorporation into an exis-
tent dynamical network analyzer (e.g. [3]). Another possible improvement for our
methodology would be the inclusion of a genetic algorithm, which would allow us
to search for additional missing interactions. Given that the methodology used in
this study is very general, we believe that this kind of exploration could help guide
experimental research of any system amenable to BN analyses, as well as theoretical
questions. For instance, this methodology can be used to study the constraints that a
given network topology imposes on attractor evolvability.
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5.4.- Parte IV: Modelo bidimensional del acoplamiento entre transporte de auxinas 
y el mantenimiento del nicho de células troncales de la raíz de Arabidopsis thaliana 
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=0':*1!+,%!.'%0%0!-*!:)0:%0./*:'>0!(%!*,3'0*!0%:%1*/'*!2*/*!(%.)0*/!-*!%32/%1'>0!

(%!!"#$?!@-!6/*('%0.%!0)!1%!A%!*4%:.*()!;!1%!5*0.'%0%!%-!5B3'5)!(%!:)0:%0./*:'>0!

%0!%-!:%0./)!+,'%1:%0.%!C%&'()*+,$D?!!!

+

%&'()*+,$-+E! -*! '8+,'%/(*!1%!A%!%-! :*52)!(%!:)0:%0./*:'>0!(%!*,3'0*! ./*1!FGH9HHH!2*1)1?!E,0+,%!
('15'0,;%0!-)1!A*-)/%1!(%!:)0:%0./*:'>0!(%!*,3'0*!%0!.)(*1! -*1!:<-,-*19!%-!6/*('%0.%!1%!5*0.'%0%?!
E//'&*!(%/%:I*!1%!A%!-*!:)0:%0./*:'>0!2/)5%(')!(%!*,3'0*!2)/!.'2)!:%-,-*/?!E&*J)!(%/%:I*!1%!A%!-*!
:)0:%0./*:'>0!2/)5%(')!(%!!"#$!%0!:%0./)!+,'%1:%0.%!;!%0()(%/5'1?!K)5)!1%!)&1%/A*9!!"#$!1)-)!
1%!%32/%1*!%0!%-!:%0./)!+,'%1:%0.%?!!

!

L0*!A%8!)&.%0'()!%1.%!/%1,-.*()9!1'5,-*5)1!-)1!5,.*0.%1!2*/*!A*-'(*/!%-!5)(%-)9!

*,0+,%!1)0!2):)1!-)1!5,.*0.%1!/%2)/.*()1!I*1.*!%-!5)5%0.)?!@3'1.%0!/%2)/.*()1!
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6;=5,*4!<*!,'!G'65,5'!HAIJ,5)*!%&+'K,!*+!',-.!/00L!M!/0"#2-!&58!*6@'(C>.!4*!+*8<(E8!
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M!=>,=*(!'!4567,'(!,'!'<5??5;8!<*!XYZ[!>@+7=56>4!*,!(*47,+'<>!*4:*('<>-!I4!<*?5(.!
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a b s t r a c t

The ABC model postulates that expression combinations of three classes of genes (A, B and C) specify the
four floral organs at early stages of flower development. This classic model provides a solid framework to
study flower development and has been the foundation for multiple studies in different plant species, as
well as for new evolutionary hypotheses. Nevertheless, it has been shown that in spite of being necessary,
these three gene classes are not sufficient for flower organ specification. Rather, flower organ specification
depends on complex interactions of several genes, and probably other non-genetic factors. Being useful
to study systems of complex interactions, mathematical and computational models have enlightened
the origin of the A, B and C stereotyped and robust expression patterns and the process of early flower
morphogenesis. Here, we present a brief introduction to basic modeling concepts and techniques and
review the results that these models have rendered for the particular case of the Arabidopsis thaliana
flower organ specification. One of the main results is the uncovering of a robust functional module that is
sufficient to recover the gene configurations characterizing flower organ primordia. Another key result
is that the temporal sequence with which such gene configurations are attained may be recovered only
by modeling the aforementioned functional module as a noisy or stochastic system. Finally, modeling
approaches enable testable predictions regarding the role of non-genetic factors (noise, mechano-elastic
forces, etc.) in development. These predictions, along with some perspectives for future work, are also
reviewed and discussed. © 2009 Elsevier Ltd. All rights reserved.
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1. ABCs of flower development: from schemes to dynamic
models

Although 20 years have passed since the publication of the
ABC model of flower development [1–3], we still do not know
why it works. We now have a thorough description of the spa-
tiotemporal patterns of ABC gene expression patterns and mutant
phenotypes (e.g., [4,5]) yet we do not know how the interactions
among these and other genes dynamically render such patterns.
Completely unraveling the dynamic mechanisms that underlie the
ABC gene expression patterns and the stable ABC gene combi-
nations necessary for floral organ specification and arrangement
is still a challenge. These are, indeed, major issues since gene
expression patterns, which are required for development to take
place, are not a fixed or predetermined background field. Neither
are they specified by single or simple combinations of genes, but
are originated and dynamically maintained by several genetic and
non-genetic factors that interact among themselves in non-linear
manners [6,7]. Thus, in order to fully understand development,
evolution and phenotypic transformation, it is essential to under-
stand how gene expression patterns arise, and how such expression
patterns coordinate with non-genetic factors during develop-
ment.

We know that the ABC model works in Arabidopsis thaliana,
Antirrhinum majus [3], as well as in other flowering species [8].
This suggests a robust underlying mechanism that resists envi-
ronmental variations and that has been conserved throughout
evolution. We have also learned from molecular genetics exper-
iments that the genes involved in this model are necessary for
the specification of the primordial cells that will eventually form
sepals, petals, stamens and carpels from the floral primordium
periphery to the center as flower development progresses [9]. How-
ever, we also know that these genes alone are not sufficient for
this process [10,11]. Mathematical and computational models that
integrate information systematically and help studying the dynam-
ical aspects of flower development are useful for understanding
how steady gene expression patterns, like those characterizing
the ABC model, are generated. Actually, models that are able to
follow the concerted and dynamic action of the ABCs with sev-
eral other interactors have been used to postulate a regulatory
module that is sufficient to recover ABC combinations in con-
junction with other genes and proteins that have been shown to
co-express with them (see review [12]). In contrast to schematic
representations that depict gene regulatory interactions, dynamic
models may consider the non-linear aspects of regulation and
explore the way gene expression changes in time, both in wild type
and perturbed simulated systems. Certainly, these models have
helped to provide a dynamic account of the ABC model, as well
as novel predictions and input for experimental studies. Never-
theless, important challenges, such as a complete understanding
of the mechanisms and processes that lead to the observed mor-
phogenetic patterns characteristic of flower development, are still
open.

1.1. The gene regulatory module underlying cell-fate
determination and morphogenesis during early flower
development: the ABC genes are necessary, but not sufficient for
flower organ specification

The ABC model integrates three classes of genes (A, B and C
genes) and postulates that the combined expression of subsets of

these classes specifies the different flower organs at early stages
of flower development: A genes are necessary for sepal specifica-
tion; A and B for petals; B and C for stamens; and C for carpels
(reviewed in: [1,3–5], and elsewhere in this issue). A rather com-
plete set of data concerning the interactors of the ABC genes has
been gathered [5,12–15] for the model plant A. thaliana and, there-
fore, most modeling efforts concerning the ABCs have been done
for this species.

Most plant species, including A. thaliana (Fig. 2), and especially
eudicots, share an overall conserved flower body plan consist-
ing of concentric whorls of organs: the two outermost rings
are non-reproductive organs (sepals and petal) and the inner-
most are the reproductive organs (stamens and carpels) [9]. The
temporal order with which ABC genes are expressed and the
corresponding floral organ types specified are also quite con-
served among higher eudicots. The A genes are turned on and
the sepals determined first, then the B genes, and hence the AB
combination and petals, and almost at the same time, the sta-
men and carpel cells are specified once the C genes are turned
on and both BC and C genes alone are expressed ([16]; see
Fig. 3).

Developmental processes, such as flower development, are
often organized in a modular way, so different semi-autonomous
processes or functions may be defined [17]. In this review, we focus
on the regulatory module responsible for primordial cell-fate deter-
mination during early stages of flower development, in which the
floral meristem is subdivided into the four concentric rings of cells
that will form the floral organs [12,18,19]. We define a regulatory
module as a set of molecules, signals or other kinds of interact-
ing entities that constitute a functional unit and are sufficient for
a process to occur. As units, modules can function fairly robustly
and independently from other regulatory modules or entities (see,
for e.g., [20,21]). Importantly, the gene regulatory module associ-
ated with cell-fate determination during the early stages of flower
development seems to integrate environmental and internal sig-
nals (e.g., plant hormones) that also affect the flower meristem
behavior, as well as to connect with other genetic modules involved
in later stages of flower development (see review in [12]), for
instance, in cell-type sub-differentiation and organogenesis pro-
cesses.

Since the description of the ABC model, many other genes
involved in flower organ determination have been described
(reviewed in [14,15]). Several experiments have now demonstrated
that flower organ determination depends on the expression and
inter-regulation of the ABC genes (Fig. 2), but also of several non-
ABC genes like FLOWERING LOCUS T (FT), LEAFY (LFY), TERMINAL
FLOWER1 (TFL1), SEPALLATA genes (SEP1, SEP2, SEP3) and WUSCHEL
(WUS). The study of all of these genes has been instrumental
for understanding flower development (e.g., [22–26]; and other
reviews in this special issue) and has pointed at the genes and gene
interactions that are fundamental to flower organ determination.
Nevertheless, the characterization of isolated genes or of paired
interactions is not enough to fully describe and understand the reg-
ulatory module that is necessary and sufficient for the spatial and
temporal processes associated with flower organ determination.
As we will review, studies of the collective action of many interact-
ing genes are required and such studies have used mathematical
models.

We now turn to the basic concepts and definitions of the models
proposed by us and other groups in order to integrate molecular
genetic experimental data on development. We then review the
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achievements of such models, especially for understanding the ABC
model.

2. GRN models for understanding development

Developmental processes involve complex interactions among
multiple genetic and non-genetic elements, interactions that occur
in a wide range of spatiotemporal scales. Consequently, different
kinds of mathematical formalisms may be chosen depending on
the scales relevant to the system under study and on the nature of
the available data. Integrative approaches aiming at further under-
standing development may, however, encompass more than one
type of model. Here, we summarize some of the basic mathemati-
cal methods and concepts related to gene regulatory network (GRN)
modeling (see reviews by: [27,28]).

GRN models have been widely used to study gene collec-
tive dynamics as these and their regulatory interactions may be
intuitively represented as dynamic networks. Moreover, these rel-
atively simple models capture the non-linear character of the
interactions associated with the logic of gene regulation and seem
to be valid abstractions of such complex regulatory interactions,
as they recover important features of their dynamics and observed
stable multigenic configurations of cells at different stages of devel-
opment. In these models, the nodes of the network correspond to
genes, RNA, proteins or complexes that take part in gene regula-
tion, while the edges stand for the positive or negative regulatory
interactions among the network elements.

2.1. Discrete and continuous GRN models

There are two main approaches to modeling GRNs, namely, the
discrete and continuous methods. These two approaches differ in
scope; yet, they often yield equivalent qualitative results when
applied to concrete biological systems (e.g., [21]). This equivalence
suggests that the logic and overall dynamics of gene regulation
depend mostly on the network architecture and signs of the inter-
actions, rather than on the details of the mathematical specification
of the GRN.

2.1.1. Discrete models
The simplest case of discrete GRNs is that of the so-called

Boolean networks, first put forward by Kauffman ([29]; see Fig. 1).
In such models, nodes can be in one of two activation states in
time t, 0 (off) or 1 (on), depending on the state at time t − 1 of the
elements that regulate each of them. The regulatory interactions
determining the changes in gene activation states are defined as
logical rules in which logical connectors such as OR, AND or NOT
are used. Equivalently, the logical rules might be represented as
tables providing a corresponding output for a given input gene
profile.

For GRNs based on empirical evidence, the information needed
to define logical rules is obtained from diverse experimental results
(gene expression patterns, loss and gain of function phenotypes,
protein interaction assays, etc.). Then, the activation state of every
gene is given by:

gn(t + 1) = Fn(gn1 (t), gn2 (t), . . . , gnkn
(t)), (1)

where {gn1 , gn2 , . . . , gnkn
} are the regulators of the gene gn, and Fn

is the discrete function or logical rule.
Given the set of logical rules defining the GRN dynamics, it

is possible to update the gene states. In many cases of interest,
they all eventually attain a steady or equilibrium state. Those GRN
steady states at which all of the nodes (initial conditions) end up
are usually referred to as attractors. Kauffman [29] suggested that
GRN attractors corresponded to sustained gene activation profiles

characteristic of particular cell types and this has been substanti-
ated experimentally and validated in a handful of modeled systems
(e.g., [21,30,31]; see Fig. 2). Additional experimental and theoreti-
cal studies suggest that regulation at the transcriptional level might
be better represented by discrete, rather than continuous models
(e.g. [32]).

2.1.2. Continuous models
Continuous GRNs are defined by coupled non-linear differen-

tial equations describing changes in the concentration (rather than
the state of expression) of the molecules involved in the gene reg-
ulation processes. In continuous GRNs, nodes can take an infinite
number of state values and the equilibrium points may be found
by analytic means. Just like the attractors of discrete GRNs, these
equilibrium points are thought to match gene activation configu-
rations typical of particular cell types. This description stands on
largely developed analytical tools and is especially useful when the
system under consideration has few nodes, since large networks
become intractable with this approach.

The continuous approach can incorporate effects such as active
transport, diffusion, and elastic or mechanical phenomena, among
others. Moreover, this kind of implementation can include more
detail on the kinetics of gene regulation and yield quantitative
predictions that have provided insights into signal transduction
and oscillatory systems. The detailed experimental data to obtain
parameter values for the differential equations representing such
models are, however, extremely scarce.

As mentioned above, both discrete and continuous GRN models
enable a characterization of the collective gene regulatory dynam-
ics in terms of, among other features, the number and nature of
attractors and equilibrium points.

2.2. Deterministic and stochastic GRN dynamics

Deterministic GRNs are those for which it is possible to know
the state of every node at every moment, given an initial configu-
ration. In contrast, stochastic GRNs consider the noise originated,
for instance, by small numbers of molecules (example of a source of
intrinsic stochastic fluctuation due to the small sample sizes), envi-
ronmental fluctuations (example of a source of external stochastic
fluctuations) or other sources of uncertainties. In stochastic mod-
els, the updating rules, discrete or continuous, depend partially
on a stochastic variable, which, instead of attaining a fixed value,
has a distribution of possible values or states. This is, in fact, a
more realistic representation of a biological system (review in [33]).
Introducing stochasticity into GRN models has provided interesting
results suggesting, for example, that noise may play a constructive
role in biological systems (details below and in [34]).

3. Morphogenetic models encompassing GRNs

Even though GRN models are indeed useful to study develop-
ment and other biological processes, these generally constitute
abstractions of the one-cell level gene regulatory processes and
do not consider cell-to-cell communication, spatial components of
development or cellular dynamics, among other important aspects
of morphogenesis. In general, to understand cell-fate determina-
tion, one has to explain how identical cells become sufficiently
different as to appear as a particular type of cell (Fig. 1). It is an unde-
niable fact that the expression of genes, through their organization
in GRNs, is a central issue in the whole process of differentiation:
undifferentiated cells share the same gene expressions and differ-
entiated ones certainly express their genes differently. However, it
is evident that the genes by themselves have no means of canaliz-
ing which attractors of their GRN to “choose”, and it is mostly seen
that this “decision” is driven by the situation (e.g., depending on its
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Fig. 1. The dynamic modeling of gene regulatory networks (GRNs). (A) GRNs are established by the non-linear cross-regulation of genes. Here, three transcription factors that
regulate a target gene are exemplified. Each gene or node in a GRN is regulated by k transcription factors. If GRNs are modeled with discrete dynamic models, each gene has
a truth table as the one shown here, in which the combinations of gene activation states (gene configurations of k entries, in this example, k = 3) leading to an “ON” or “OFF”
activation state of the target gene are tabulated. Hence, the dynamics of the expression state of each gene is given by a Boolean logical function (Fn), which, in turn, depends
on the expression states in previous time steps, of the genes that regulate it. Each gene configuration (conformed in the Boolean case of 0’s and 1’s or initial configuration of a
GRN, will lead to a stable configuration, which is called an attractor state. Attractors can be of the fixed-point type (a single configuration), or cyclic (several configurations).
Kauffman proposed that GRNs underlying cell differentiation may attain fixed-point attractors, in which configurations correspond to multigenic profiles characterizing each
cell type. (B) In this figure, we show a diagram for the set of initial configurations that lead to the sepal and petal stable configurations or attractors. All of the configurations
that lead to a given attractor are called basins of attraction. Hence the basins of attraction of sepal and petal primordial cells are shown in the form of colored fan diagrams
with the attractors’ configurations in the point in the central part or to which all other converge via connecting lines in these fan diagrams and all the possible configurations
in the points around such central one. The colors, lengths or angles of the lines in the fan diagrams do not have any meaning and are drawn as such just for design reasons.
However the number of points and lines do indicate the number of configurations that lead to each attractor (point to which all others converge). In tabular form, to the
right of the basins of attraction, an example of how different initial configurations (“ON” in green and “OFF” states in black) lead to different attractors is shown. On the right,
scanning electron micrographs of sepal (top) and petal (bottom) cell types are shown.

lineage) or position of the cell in the organism. Therefore, it is essen-
tial that each cell extracts temporal and positional information
from its environment, and for this we need to postulate processes
that generate this positional information at all times, and produce
changes in the operation of the identical GRN accordingly (Fig. 4).
That is, short-range (cell-to-cell) and long-range communication
are needed to allow a complete relative positional information and
the regulation of sizes and dimensions of tissues, as well as the
relative position of organs.

This is why one of the challenges ahead consists of rendering
spatio-temporal models that consider GRNs in cellularized domains
and that encompass cellular dynamics, chemical gradients, cell-
to-cell communication, etc. (Fig. 4). There have now been some
efforts in this direction (e.g., [35,36]). For instance, GRN models
have recently contributed to specify the metaphor of epigenetic
landscapes [37,38] for particular systems. In such a metaphor, devel-
opmental processes are viewed as a ball rolling through pathways
in a landscape, and the topology of the landscape is defined by the
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Fig. 2. The Arabidopsis thaliana flower has the stereotypical floral arrangement of eudicots, with sepals, petals, stamens and carpels from the periphery to the flower center.
(a) Flower meristems form in the axils of rudimentary bracts that appear in the flanks of the inflorescence meristem of which a scanning electron micrograph is shown in
(b). Here a flower meristem in which the sepal primordia are already visible is colored with the primordial cells of sepals in green (A function alone), those of petals in brown
grey (green and red from A + B functions), the stamens in orange (yellow and red from B + C functions) and the carpels in yellow (C function alone). In (c), the ABC model
and the floral organ determination GRN (FOS-GRN) stable configurations that correspond to A, A + B, B + C and C gene combinations necessary for sepal, petal, stamen and
carpel development, respectively. The activation states correspond to each of the GRN nodes starting on the left with “EMF1” and consecutively progressing clockwise the
rest of the genes in the GRN shown in (d). (d) The FOS-GRN that underlies the dynamic attainment of the ABC combinations, with the A, B and C genes colored as in (c). In the
FOS-GRN, arrows correspond to activations and blunt ended edges to repressions.

interactions among genes and other elements (Fig. 3). Continuing
with the metaphor, the bottoms of valleys correspond to steady
states or final stages of development (e.g., the attractive states of
GRNs as defined above). Yet further work needs to be done in order
to generate integrative morphogenetic models. Some general ideas
for advancing these kinds of models for the case of flower develop-
ment will be discussed below.

4. The floral organ specification GRN (FOS-GRN): recovering
the ABC gene configurations characteristic of primordial
cell types during early flower development

We have modeled the experimentally grounded GRN model
for flower organ specification (FOS-GRN) that integrates molec-
ular genetic data for the ABC genes and their main interactors
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Fig. 3. The four floral organs appear in a well-defined temporal sequence that is recovered by a stochastic GRN model. Sepal primordial cells are the first to be specified (green),
then petals (brown) and finally, almost at the same time, stamens (orange) and carpels (yellow). (A) Alvarez-Buylla et al. [34] demonstrated that stochastic perturbations
in the FOS-GRN in Fig. 2 are sufficient to recover the observed temporal sequence of ABC gene expression and floral organ specification. (B) A schematic representation of
the epigenetic landscape generated by a stochastic exploration of the FOS-GRN for flower development. This schematic landscape is equivalent to the epigenetic landscape
proposed by Waddington [37]. Basins comprise the cell genetic configurations that lead to attractors (in this case, gene configurations characteristic of floral organ primordial
cell-types: sepals, petals, stamens, and carpels. Se: Sepals (green), pe: petals (brown), st: stamens (orange), car: carpels (yellow).

([30,34,39,40]; Figs. 1 and 2). This GRN includes key regulators
underlying the transition from shoot apical meristem once it
produces the apical inflorescence (we call it the inflorescence
meristem, IM) to flower meristem (FM) (FT, TFL, EMF, LFY, AP1, FUL),
the ABCs and some of their interacting genes (AP1, AP3, PI, AP2,
AG, SEP), as well as some genes that link floral organ specification
to other modules regulating primordia formation and homeostasis
(AG, CLF and WUS), and some regulators of organ boundaries (UFO
and LUG).

Interestingly, the postulated discrete regulatory module has
over 130,000 different 15-gene activation configurations, but it
only converges to ten attractors: four corresponding to gene com-
binations characteristic of four sub-regions in the IM, and the rest
to gene activation states configurations observed in sepal (one

attractor), petal (two attractors; with and without UFO “ON”), sta-
men (two attractors; with and without UFO “ON”) and carpel (one
attractor) primordia (Figs. 1 and 2; see [30]). This first result is out-
standing, as it is extremely rare that randomly generated complex
networks of the size of this one attain so many fixed-point attrac-
tors (ten in this case). This result also suggests that the postulated
regulatory module is robust to certain alterations (i.e., those stem-
ming from its connections to other components not considered
here and which modify the initial configurations of the FOS-GRN)
and that this GRN is sufficient to specify gene configurations char-
acteristic of primordial cells during the first stages of flower organ
development, thus constituting a functional module.

Various robustness analyses were performed on the FOS-GRN
and showed that the recovered attractors are also robust in the
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face of permanent alterations of the logical functions of gene inter-
actions and gene duplications [30,40,41]. These results suggest that
the multigenic configurations that are sufficient for flower organ
specification, dynamically and robustly emerge from complex net-
works of molecular components, rather than from a series of linear
or hierarchical gene interactions, or from the action of particular
genes or simple gene combinations. Moreover, the robustness anal-
yses indeed support that such a GRN could account for the overall
widespread conservation of the ABC patterns and floral bauplan
(particularly that of eudicots; see [9,42,43]).

Since the first publications of the FOS-GRN [39,44], this GRN
has been continuously updated. However, the basic structural
characteristics of it have been stable and the additions, while
providing important new insights, have not substantially altered
the main conclusions originally put forward. Recent updates have
been implemented with the new software, ATALIA (available at:
http://www.ecologia.unam.mx/∼achaos/Atalia/atalia.htm), devel-
oped in the Alvarez-Buylla laboratory by Alvaro Chaos. This
software can run a GRN dynamics and obtain its attractors, basins of
attraction, among other significant dynamic signatures (see exam-
ples in [12]).

In conclusion, the basic FOS-GRN proposed has provided a suf-
ficient explanation for the observed ABC patterns and the stable
gene expression configurations observed in IM and FM during early
flower development in A. thaliana. Such dynamic account of the
robustness and overall dynamic effects of particular genetic alter-
ations would have been impossible to achieve without integrative
approaches considering mathematical models and computer sim-
ulations.

5. Temporal and spatial patterns of cell-fate attainment
during early flower development

The FOS-GRN reviewed above only considers a deterministic,
single-cell GRN that is able to recover different gene configura-
tions, which can be compared to observed gene profiles in different
primordial cell types at early stages of flower development. How-
ever, in real developmental processes, groups or populations of
cells attain distinct fates with certain spatial and temporal pat-
terns. Thus, as mentioned above, we need morphogenetic models
that are able to recover and enlighten such temporal and spatial
morphogenetic patterns.

We have addressed the challenge of studying the temporal pat-
tern of flower organ determination by exploring the sequence with
which attractors for primordial flower organs are attained. We
achieved this goal by introducing stochasticity into the GRN model
described in the previous section. Since biological systems have
evolved in inherently noisy environments, it is postulated that
GRNs have been assembled in such a way that observed patterns are
recoverable under noisy conditions. Indeed, recent studies show
that stochasticity at the molecular scale may actually contribute
to the formation of spatio-temporal patterns at higher levels of
organization during development in other systems (see reviews in
[33,45]).

Considering that noise could trigger transitions among attrac-
tors, we expected that in a stochastic model for a population of
cells initialized in the sepal state (A genes expressed), the next
most probable state would be AB (petals), then BC (stamens) and
C (carpels) [9,46,47]. By introducing a certain degree of error in
the updating of the dynamical rules of the FOS-GRN we actually
recovered such a temporal sequence of cell-fate and ABC gene acti-
vation combinations ([34]; Fig. 3). In the latter study, this result
was repeated with two GRN versions: the Boolean one described
above and a continuous implementation that mimics the discrete
case.

6. Recovering the epigenetic landscape of the FOS-GRN

Having shown that noisy fluctuations alone are able to drive
transitions among attractors and that those transitions follow tem-
poral patterns that reproduce the sequence with which ABC-genes
are activated, it is reasonable to use the stochastic GRN model
to postulate an epigenetic landscape (EL; [37,38]) associated with
flower organ determination. Such an EL would be generated by the
stochastic GRN dynamics and the GRN attractors would constitute
the landscape’s valleys (Fig. 3). It is interesting to note that, far
from what could be intuitively expected, noise should not always
be considered as a perturbation favoring disorder or instability. On
the contrary, in view of these results, noise should be considered
as a necessary factor in order for some developmental features to
emerge in a robust way; in this case, the typical temporal sequence
of activation of some genes, and probably also the spatial arrange-
ment of gene configurations to some extent.

Studies with the stochastic version of the FOS-GRN also con-
cluded that the relative position of the landscape’s basins (GRN
attractors) is important in determining the most probable temporal
sequence of cell-fate attainment referred above [34]. This fascinat-
ing result certainly suggests that the stereotypical temporal pattern
of cell-fate specification within the floral meristem at early stages of
flower development may be an emergent and robust consequence
of the complex GRN underlying cell-fate determination. In princi-
ple, such temporal sequence of cell differentiation could take place
in the absence of inductive signals, emerging only as a result of the
stochastic fluctuations that occur during transcriptional regulation
[12].

Conceptually, this analysis was performed in a population of
cells (or GRNs), updating each genetic configuration independently
of each other. The next modeling step will be the integration of a
collection of these networks, corresponding to the meristem, in a
spatio-temporal framework (Fig. 4). This will allow a better under-
standing of the morphogenetic implications of the structure of the
EL and is the object of current research. Moreover, this approach can
also be used to test specific hypotheses. Questions of special interest
are: (i) what is the mechanism by which the spatial disposition of
the floral whorls is established, and (ii) what is the minimum num-
ber of necessary changes in the FOS-GRN and in the corresponding
EL required for the whorls corresponding to stamens and carpels
to be exchanged as in the atypical plant Lacandonia schismatica
([48,49]).

In another theoretical study, Lenser et al. [50] formulated a
computational model that enabled the testing of the role of joint
self-regulation of DEF-like and GLO-like floral homeotic genes in
the robustness of petal and stamen development when stochas-
tic noise is considered. In accordance with the results reviewed
above, the authors found that the heterodimerization of these
B floral homeotic proteins enhanced the robustness of cell-fate
organ determination in the presence of stochasticity. Further-
more, their analysis suggests that mechanisms such as protein
heterodimerization may play a central role in the canalization of
flower development and evolution. This kind of prediction can
hardly be formulated or tested without the aid of dynamical mod-
els.

7. Not in the genes: the role of geometrical and mechanical
forces during development

A complete understanding of flower morphogenesis will con-
tinue to require multidisciplinary approaches and modeling tools
that help at underpinning the coupling of such single-cell GRNs
in explicit spatial and cellularized domains (e.g., [35,36,51]), with
aspects like morphogen (e.g., auxin) metabolism, signaling path-
ways, gradients, cell growth and proliferation, mechanical forces,

http://www.ecologia.unam.mx/~achaos/Atalia/atalia.htm
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Fig. 4. Feedback between the FOS-GRN and physical fields could lead to the establishment of different regions within the meristem, each reaching the same stable multigene
expression configurations or attractors. An idealized diagram illustrating the coevolution process of cell differentiation in a meristem is shown. A group of undifferentiated
or stem cells (in yellow) secrete substances that produce a physical field of concentrations (!) that forms a spatial pattern. According to the value of this field, the GRN of
each cell (encircled) attains a different attractor, with a particular gene expression configuration that locally modifies the field, as well (double red arrows). Eventually, such a
feedback process will allow cells to attain a different fate and become, for example, committed to form sepals or petals (cells with different colors at the bottom), depending
on their relative position in the meristem.

and cell–cell communication mechanisms. All such aspects are
likely to interact in non-linear ways both to and from the intra-
cellular GRNs regulating cell differentiation and proliferation.

A central question in developmental biology is whether and how
mechanical forces serve as cues for cellular behavior and thereby
regulate morphogenesis [52]. Perhaps the most challenging aspect
in understanding how mechanics, geometry and growth contribute
to the formation of functional and robust structures is that these
aspects not only influence each other, but are also coupled with at
least two other fundamental interactions, genetic regulation and
the cell cycle, at different time and spatial scales.

Several processes of cell communication may be relevant to
understanding development, either by direct contact through their
membranes, by the release of chemicals to the intercellular space,
by electrical signals [53] or by the detection of pressure gradi-
ents and changes of curvature in tissue or organ surfaces [54].

Let us concentrate on the chemical signals, because meristem-
atic cells are continuously exchanging and releasing all sorts of
compounds (such as mRNAs, proteins, amino acids, hormones,
etc.) to the extracellular matrix. These compounds must arrange
themselves in space to form a macroscopic pattern of molecules,
which, in turn, should be detected by GRNs in each cell altering
their gene expression configurations accordingly. In other words,
in order to accomplish this extraordinary choreography (without a
choreographer!), the behavior of the chemicals and communication
mechanisms should be coupled to the dynamics of the GRN in such
a way that the chemical composition dictates the attractor of the
GNR, and at the same time, the modified gene activity configuration
of the GRN regulates the spatial pattern of chemical concentrations.

As mentioned before, the famous ABC model is able not only
to predict the specification of the four whorl types in the flower,
but also the different mutations found when one or several of the
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ABC gene functions is lost. The problem is that this model does
not explain why the spatial disposition of organs is ordered in con-
centric regions with the correct geometry or spatial arrangement
and in the correct temporal sequence, that is, it does not address
the central problem of self-organization in space–time during cell
differentiation. In our opinion, this central issue remains unsolved.

The problem could be stated as follows: the GRN in each cell
in the meristem is in a state of undifferentiated complacency, yet
producing certain chemicals that act as transcription factors. These
substances move in the intercellular space and respond to some
physical field that dictates their concentrations in different regions
of space, forming a geometrical pattern in space, which, in turn,
provides each genetic network with a chemical environment that
depends on this geometry (Fig. 4). The pertinent GRN for flower
development in each cell senses this composition of chemicals and
changes its configuration, expressing its genes in a different way,
reaching a particular attractor (stable configuration of gene expres-
sion states), and consequently differentiating.

One could think of various physical fields that provide the size
and form of the macroscopic domain where the microscopic pro-
cesses (pertaining to the intracellular GRN dynamics) take place. A
Turing mechanism is the most immediate and simple way of obtain-
ing spatial stationary patterns through the diffusion of chemicals
[51,55], but other mechanisms could be involved. In an ongoing
work, we have proposed that a phase field with spontaneous curva-
ture could be one of the mechanisms on which the accommodation
of the ABC genes in space relies.

In other attempts to integrate physical fields and forces into
models of development, meristem growth has been modeled using
the principles of continuum mechanics (see review in [56–58]).
Also, some quantitative mesoscopic models for flower develop-
ment and growth in A. thaliana and other angiosperms have been
put forward (e.g., [59–62]). More recently, it was shown that cells
in the A. thaliana shoot apical meristem orient their microtubules
along mechanical stress patterns generated during tissue forma-
tion, and this then affects the mechanical properties of the cell,
thus establishing a feedback loop [52].

Even though, during the last years, genetics based approaches
have been favored, it is recently being accepted that the richness
and robustness of biological forms are not encoded only in the
genes. Recent research is consistently showing that there are non-
trivial interactions at all the levels mentioned above and, therefore,
in order to achieve a global understanding of development, an inte-
grated view has to be adopted [63,64].

If this program is to be carried out, the implementation of math-
ematical models becomes necessary. From the methodological
perspective, modeling should be done in a multi-scale framework
[65]. For the mechanical effects, the standard tool is continuum
mechanics. There are several possibilities for GRN modeling, and
assessing the performance of different models is still the subject of
intensive research. However, we can safely say that no matter what
formal mathematical description is used (a Boolean network, a sys-
tem of ordinary differential equations, etc.), a non-linear dynamical
system will account for the behavior of the genetic interactions.

However, this is only part of the required mathematical models,
since, as it was pointed out before, all these three complexity levels
interact non-trivially. We already mentioned that a central issue
is how such levels of complexity are coupled. For example, what
might have been considered as a parameter at some level becomes
a variable dependent on variables at the other scales.

8. Conclusions

Understanding the emergence of spatiotemporal patterns that
underlie organ formation during development remains a major
challenge in biology. Moreover, understanding the origin and evo-

lution of such patterns and developmental processes remains
central to comprehending phenotypic transformations and is thus
key to evolutionary biology in general [66–69]. Mathematical and
computational modeling are playing a key role in the study of these
central aspects of evolutionary developmental biology, as they (i)
provide ways to uncover functional modules that are necessary and
sufficient for developmental processes to occur, and (ii) can then be
used to test how genetic or other kinds of variation in these mod-
ules that render new phenotypes. Pursuing this type of study could
indeed shed light on the problem of the origin of morphological
themes in plant and animals, this is, on the origin of structures that
are observed in several lineages and that remain unchanged under
a wide range of environmental conditions. Moreover, such research
could help account for the origin of variations of these themes and
morphogenetic novelties.

Modeling has proven particularly useful in the study of plant
morphogenetic themes, specifically that of flower organ specifica-
tion and arrangement. As reviewed above, theoretical efforts based
on a vast set of experimental data resulted in the formulation of a
functional module that includes the ABC genes and underlies cell-
fate determination during early flower development. Furthermore,
a morphogenetic model that could account for the spatiotemporal
patterns that characterize flower organ arrangement is now being
developed. We are starting to understand how the collective action
of ABC genes, other genes and non-genetic factors give rise to the
robust flower development theme. It is now possible to perform
joint theoretical and experimental work aimed at exploring the
variations that could underlie diversification and the generation
of novelties throughout flower evolution.
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Abstract

Background: In Thomas’ formalism for modeling gene regulatory networks (GRNs), branching time, where a state
can have more than one possible future, plays a prominent role. By representing a certain degree of unpredictability,
branching time can model several important phenomena, such as (a) asynchrony, (b) incompletely specified
behavior, and (c) interaction with the environment. Introducing more than one possible future for a state, however,
creates a difficulty for ordinary simulators, because infinitely many paths may appear, limiting ordinary simulators to
statistical conclusions. Model checkers for branching time, by contrast, are able to prove properties in the presence
of infinitely many paths.

Results: We have developed Antelope ("Analysis of Networks through TEmporal-LOgic sPEcifications”, http://turing.
iimas.unam.mx:8080/AntelopeWEB/), a model checker for analyzing and constructing Boolean GRNs. Currently,
software systems for Boolean GRNs use branching time almost exclusively for asynchrony. Antelope, by contrast,
also uses branching time for incompletely specified behavior and environment interaction. We show the usefulness
of modeling these two phenomena in the development of a Boolean GRN of the Arabidopsis thaliana root stem
cell niche.
There are two obstacles to a direct approach when applying model checking to Boolean GRN analysis. First,
ordinary model checkers normally only verify whether or not a given set of model states has a given property. In
comparison, a model checker for Boolean GRNs is preferable if it reports the set of states having a desired property.
Second, for efficiency, the expressiveness of many model checkers is limited, resulting in the inability to express
some interesting properties of Boolean GRNs.
Antelope tries to overcome these two drawbacks: Apart from reporting the set of all states having a given property,
our model checker can express, at the expense of efficiency, some properties that ordinary model checkers (e.g.,
NuSMV) cannot. This additional expressiveness is achieved by employing a logic extending the standard
Computation-Tree Logic (CTL) with hybrid-logic operators.

Conclusions: We illustrate the advantages of Antelope when (a) modeling incomplete networks and environment
interaction, (b) exhibiting the set of all states having a given property, and (c) representing Boolean GRN properties
with hybrid CTL.

Background
Gene regulatory network models
A major challenge in current biology is relating spatio-
temporal gene expression patterns to phenotypic traits
of an organism. These patterns result partly from

complex regulatory interactions sustained principally by
genes and encoded proteins. The complexity of such
interactions exceeds the human capacity for analysis.
Thus, mathematical and computational models of gene
regulatory networks (GRNs) are indispensable tools for
tackling the problem of mapping the genotype into the
phenotype. These models have been fruitfully applied in
numerous biological systems (e.g., [1-4]).
Within the various kinds of GRN models [5], Boolean

GRNs are especially valuable for their simplicity and for
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nonetheless having a rich behavior yielding meaningful
biological information [6,7]. Examples where Boolean
GRNs have been successfully used are: the segment
polarity gene network of Drosophila melanogaster [4,8],
the flower organ determination GRN of Arabidopsis
thaliana [9], the mammalian cell cycle [10], and the
yeast cell cycle [11,12].
In a Boolean GRN, each gene has only two possible

activation values: active (1) or inactive (0); intermediate
expression levels are neglected. A network state at time
t is a vector containing the activation values of all the
genes in the GRN at time t. In addition, time is viewed
as proceeding in discrete steps. The value of every gene
X at time t + 1 is specified by a Boolean function of the
values of its regulators g1, g2, . . . , gnX at time t.

Branching time
Boolean GRNs are closely related to the formalism
developed by Thomas and his collaborators [13-15].
Thus, computer systems for Boolean GRNs are often
influenced by Thomas’ formalism, which employs GRN
models with branching time, allowing states with more
than one immediate future [[13], p. 33]. A network state
with more than one immediate future represents the
fact that the next state of the regulatory system mod-
eled by such a GRN can be any one of several states.
Hence, the next state of the modeled system is only
partially determined. Let us then say that there is an
indetermination in the network. This indetermination in
the system’s behavior reflects a certain degree of unpre-
dictability that can be identified with several important
phenomena.
Asynchrony
One such phenomenon is asynchrony [[13], p. 33].
Experiments for inferring gene interaction do not nor-
mally establish the length of time between state changes.
Hence, when such experiments indicate the change in
value of two genes, say, it is preferable to model such a
situation with a single state having two successors, one
for each change, as illustrated in Figure 1. The reasons
are that we do not know the relative values of both
delays in real biological systems [[13], p. 44] and that

complete synchrony might be practically impossible
[[13], pp. 33, 55].
Many computer systems based on, or inspired by,

Thomas’ formalism (such as BooleanNet [16], BoolNet
[17], GINsim [18-20], GNBox [21,22], SMBioNet
[23,24], and SQUAD [25-27]) employ asynchronous
models. Thomas’ formalism, however, incorporates two
additional phenomena with indeterminations, that are
typically excluded in such systems.
Incompletely specified behavior
One such additional phenomenon is incompletely speci-
fied behavior [[13], p. 24]. This behavior may emerge,
first, from a “synthetic” approach [[13], pp. 60-67],
where we are interested in all Boolean GRNs having cer-
tain properties (e.g., a certain set of steady states)
regardless of other properties. The tables specifying the
network behavior would then have outputs whose value
“does not matter” [[13], p. 24]. Second, lack of some of
the experimental information of a regulatory system also
emerges as incompletely specified behavior. In this case,
the behavior tables would have outputs whose value we
do not know.
Interaction with the environment
Another phenomenon usually neglected in computer
systems for GRN analysis and that can be modeled with
branching time is that of interaction with the environ-
ment. Assume that the next state of a regulatory system
depends on the temperature: If the temperature is low,
the system’s next state will be one, but if the tempera-
ture is high, the system’s next state will be different.
Another example is the unpredictability of radiation-
induced apoptosis [28]. In this case, for the same degree
of radiation some cells will initiate apoptosis while
others will not. Thomas and D’Ari reflect such an
unpredictability with an “input variable” [[13], pp. 33-
35] of an unknown value. This phenomenon can be
readily incorporated with indeterminations.

Simulators
Boolean GRNs are sometimes studied with simulators
(e.g., Atalia [9], BooleanNet [16], and BoolNet [17]). A
simulator attempts to replicate the behavior of a system

(a)
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Figure 1 A fragment of the state-transition graph of a Boolean GRN exemplifying asynchrony. Assume that the behavior of a network
specifies a simultaneous transition of the value of the two rightmost genes from 0 to 1 (panel (a)). If we exclude the possibility of simultaneous
changes, it might be more realistic to model such a phenomenon with an indetermination (panel (b)).
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by performing state changes in the same order as they
occur in the system being modeled. Hence, network
paths are traversed forward from one state to the next.
In the presence of a state with more than one successor,
such a straightforward approach must be complemented
with additional mechanisms. Two of such mechanisms
are: (a) a random device (randomly selecting one succes-
sor) and (b) backtracking (systematically selecting one
successor after another by remembering which succes-
sors of each state have already been selected) coupled
with a cycle-detection mechanism.
A random device, on the one hand, allows for only

drawing statistical conclusions. The reason is that in the
presence of a state with more than one successor, the
number of paths may be infinite [6], as depicted in Fig-
ure 2. Backtracking and cycle detection, on the other
hand, can be inefficient (taking, in the worst case, an
exponential amount of time in the size of the network
[[29], p. 82]).
There are two important approaches for circumvent-

ing these difficulties. One of these techniques is an ela-
boration of backtracking so as to increase its efficiency
by requiring certain constraints to be satisfied as the
network is traversed [30]. The work by Corblin et al.
[21,22] uses this approach. Another relevant method is
model checking.

Model checking
Model checking [31,32] is a collection of techniques for
automatically verifying properties especially of discrete
systems. The main ideas of model checking appeared 30
years ago [31,32]. At present, numerous model-checking
tools exist. Model checking is routinely used, mainly for
hardware verification, but also for software verification
[33], and was distinguished with the A. M. Turing
award in 2007. Model checking has been advocated for
analyzing biological systems with increasing interest
[6,24,34-43].
A model checker normally has as input (1) a “Kripke

structure” representing a discrete system (comprising a
finite number of states), (2) a distinguished “initial” state
(or set of states) in the Kripke structure, and (3) a “tem-
poral-logic” formula expressing a desirable property,

that may or may not hold (i.e., be true) at a state. The
output of the model checker is either a confirmation or
a denial that the formula holds at the initial state(s)
(given by the user as part of the input).
In a Kripke structure time is branching, so that there

may be more than one possible future of a given state.
The introduction of branching time may produce infi-
nitely many forward traversals (see Figure 2). Model
checkers, however, unlike simulators randomly selecting
a successor state, can systematically analyze such infi-
nitely many possibilities [6]. Intuitively, this is often
done by traversing the Kripke structure in reverse and
accumulating the set of all states at which a subformula
holds. Model checking amounts, thus, to performing an
exhaustive search (in the presence of branching time).
Such a search plays the role of a mathematical proof
establishing a property for infinitely many paths.

Programming vs. formula writing
By being based on properties formalized in temporal
logic, model checkers have another advantage over
simulators. The decision of whether or not a state satis-
fies a property of interest is programmed in the simula-
tor itself. Therefore, if an unforeseen property appears
during the usage of a Boolean GRN simulator, such a
property must be incorporated in the simulator by mod-
ifying program code. This renders simulators rigid:
either the user’s needs are anticipated or reprogramming
must be done.
Compared with simulators, model checkers exhibit the

benefit of having replaced programming with temporal-
logic formula writing. Instead of having to modify the
computer program of a simulator, many new queries
can be dealt with by writing new temporal-logic formu-
las (as long as the queries can be expressed in the
selected logic), which (unlike large programs and their
modifications) are concise and self-contained.

Organization of this paper
In the Implementation section, we first illustrate both
Computation-Tree Logic (CTL) [31] and its hybrid
extension, Hybrid CTL (which we based on [44,45]),
chosen to be able to express interesting properties for

01010111

s0

11010110

s1

00101000

s2

Figure 2 A fragment of the state-transition graph of a Boolean GRN showing the appearance of infinitely many paths. Infinitely many
paths appear in this Boolean GRN because of one state (s1) having more than one future and occurring in a cycle. Some paths are: (s0s1s2 ...),
(s0s1s1s2 ...), (s0s1s1s1s2 ...), ... A simulator using a random device traverses the model forward, state by state, following a single path of the state
graph, limiting the use of such a tool to drawing only statistical conclusions about all paths in models such as this one. Model checkers, by
contrast, can prove precise properties, even in the presence of infinitely many paths resulting from states having more than one future.
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Boolean GRN analysis and construction. The term
“hybrid” here means a combination of propositional
modal logic with classical predicate logic, and should
not to be confused with hybrid model checking, com-
bining discrete with continuous variables. The Imple-
mentation section subsequently covers the model-
checking algorithms and some implementation details.
Next we show, in the Results section, the use of the
Antelope model checker in the presence of indetermina-
tions either caused by environment interaction or by an
incompletely specified behavior. Finally, the Discussion
section reviews other similar software systems, compares
Antelope with such systems, and outlines features
planned for the future.

Implementation
This section first covers the temporal logics used by
Antelope. After explaining CTL, we turn our attention to
its hybrid extension. Next, we cover the model-checking
algorithms, as well as additional implementation issues.

Computation-Tree Logic
We now give a short account of CTL and refer the
reader to additional file 1 of this paper for a gentle
introduction and to additional file 2 for a formal defini-
tion of CTL. More thorough treatments can be found in
[46-50].
Boolean and temporal operators
Formulas in CTL can have Boolean operators, such as
not and or. In addition, such formulas can have “tem-
poral operators”, allowing us to refer to formulas hold-
ing in the future of a particular state. In this case, we
must indicate whether we mean some future or all
futures. Hence, it is possible to refer either (1) to some
path starting in the present with the “modality” E, or (2)
to all paths starting in the present with the modality A.
Similarly, it is possible to refer (a) to the immediate
future with the modality X, (b) to any state in the pre-
sent or any point in the future with the modality F, or
(c) to all states in the present and in the future with the
modality G. Table 1 summarizes these modalities.
A temporal operator is composed of a modality in the

upper part together with a modality in the lower part of this
table, which results in six temporal operators. (Often more
temporal operators are included in CTL [49].) For example,

a formula asserting that there exists a path such that in the
present or in the future g0 does not hold (i.e., g0 is inactive)
and g1 does hold (i.e., g1 is active) would be: “EF((not g0)
and g1)”. Hence, assuming that there is a single state s in
which g0 does not hold and g1 does hold, this formula can
be used to obtain the basin of attraction of such a state,
with a model checker computing all states at which a given
formula holds. The formula “AX ((not g0) and g1)” holds at
all states from which it is necessary to reach s in one step, i.
e., states which have s as their only next state. The formula
“EX ((not g0) and g1)” holds at all states from which it is
possible to reach s in one step, i.e., states which have s as a
next state (and possibly other next states because of indeter-
minations). Other CTL formulas can characterize, for
instance, whether or not it is necessary to go through a state
s1 to reach another state s2. See [51] for a list of CTL formu-
las specifying various biological properties.
Some properties not expressible in CTL
There do not exist, however, CTL formulas for charac-
terizing steady states (i.e., a formula holding exactly at
the set of all steady states of an arbitrary Boolean GRN)
[51], or oscillations. This motivates the use of a more
expressive logic than CTL. Antelope provides a “hybrid”
extension of CTL.

Hybrid Computation-Tree Logic
This subsection is devoted to Hybrid CTL. We refer the
reader to additional file 1 of this paper for a gentle introduc-
tion and to additional file 2 for a formal definition of Hybrid
CTL. Deeper treatments of hybrid logics are in [52,53].
State variables
The main idea behind the hybrid extension of a temporal
logic consists in the addition of variables allowing us to
refer to states (i.e., state variables). The downarrow binder
“↓s“ sets the state variable s to the current state of evalua-
tion. The formula “↓s.AX s“, for example, characterizes
the set of states which have themselves as their only next
state. Hence, Hybrid CTL allows us to characterize the set
of steady states. Moreover, by employing branching time,
we are able to distinguish between two kinds of steady
state. When a state has only one transition from and to
itself, following Thomas and D’Ari [13], we will call it a
stable steady state. When a state has, in addition to a self-
loop, other transitions going to other states, following [13],
we will call it an unstable steady state (named “stationary”
state in [51]). Hybrid CTL formulas for calculating both
these sets of states are: “↓s.AX s“, for the set of stable
steady states, and “↓s.EXs“, for the union of the sets of
stable and unstable steady states.

Other formulas
Attractors of various sizes and oscillations
The notion of a steady state can be generalized in an
attractor, possibly involving more than one state. A

Table 1 CTL modalities
modality meaning

E some path (i.e., there Exists a path)

A All paths

X neXt state (i.e., immediate future)

F any state either in the present or in the Future

G all states in the present and in the future (Global)
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steady state would then be a one-state attractor. A for-
mula characterizing attractors of any size would be: “↓s.
EX EF s“.
Another interesting formula would be “↓s.EX((not s)

and EX s)”, which holds at states belonging to a size-
two attractor. Oscillations, where a gene is alternatively
active and inactive, can also be characterized in Hybrid
CTL: Additional file 1 explains a formula for the basin
of attraction of possible oscillations. We refer the reader
to the Antelope web site http://turing.iimas.unam.
mx:8080/AntelopeWEB/ for more formulas.

Algorithms
CTL
Antelope uses a standard “labeling” algorithm [46] for
ordinary CTL formulas. Labeling algorithms for model
checking are so called because we can think of each
state as being labeled with the subformulas holding at
that state.
Say that the formula given by the user is !. The label-

ing algorithm starts by considering the simplest subfor-
mulas of !, that is, the names of the genes. For each
gene g, labeling all states at which the formula “g“ holds
is easy, as that information is already present in the
Kripke structure.
Next, the labeling algorithm proceeds to more com-

plex subformulas, until ! is reached, by treating the
operator of each such subformula by cases. For instance,
if the subformula is of the form “ψ1 and ψ2“, then the
labeling algorithm computes the set of states at which
such a subformula holds as the intersection of the set of
states at which ψ1 holds with the set of states at which
ψ2 holds. All Boolean operators can be treated by com-
bining set operations, like union, intersection, and set
difference.
The labeling algorithm treats some temporal opera-

tors, such as AX, by using equivalences. For example,
“AX ψ“ is equivalent to “not EX not ψ“. The rest of the
temporal operators, however, must be dealt with expli-
citly. For all such primitive operators the labeling algo-
rithm traverses the Kripke structure in reverse. Take for
instance “EX ψ“, which holds if there Exists a neXt state
at which ψ holds. Given the set of states at which ψ
holds, the labeling algorithm treats “EX ψ“ by obtaining
all states which have an immediate successor in such a
set, i.e., all the predecessors of the states in such a set.
The labeling algorithm processes operators such as EG
by repetitively traversing the Kripke structure in reverse.
Hybrid CTL
The labeling algorithm is efficient (taking polynomial
time in the size of the Kripke structure). The additional
expressiveness of hybrid operators, such as “↓” comes at
a price, however. Given a CTL formula !, the computa-
tion of the set of states at which a formula of the form

“↓s.!“ holds involves calling the labeling algorithm with
! once for each state. The decrease in efficiency is even
more if the “↓” operator appears nested. Antelope, how-
ever, treats certain patterns in special ways, requiring
less time than a direct approach.

More implementation issues
Antelope is a symbolic model checker [54], representing
state sets by Reduced, Ordered Binary-Decision Dia-
grams (BDDs) [55]. (In particular, Antelope employs
JavaBDD [56], which in turn uses BuDDy [57].)
Representation of a set of states
A BDD is a representation of a Boolean function. Thus,
to use a BDD for representing a set of states in a Kripke
structure we must view such a set as a Boolean function.
This is possible if each row of the truth table of the
Boolean function corresponds to an element which may
or may not belong to such a set. The value of such a
function will be 1 at exactly those states belonging to
the set.
Representation of a set of transitions
In addition to representing sets of states, BDDs are used
for representing the set of transitions of Kripke struc-
tures. In this case, the Boolean function has twice as
many variables as there are genes. The reason is that
each transition (corresponding to a row in the truth
table of such a function) has both a source and a termi-
nating state. BDDs are often surprisingly concise, allow-
ing the verification of many large Kripke structures,
with more than 1020 states [54]. We refer the reader to
[49] for a detailed description of BDDs and their use in
symbolic model checking.
Optimizations
Apart from the use of BDDs, Antelope has several “opti-
mizations” (i.e., special treatment of particular patterns
so as to increase the efficiency). For example, a straight-
forward formula characterizing the states with more
than one successor has the pattern “↓s.EX ↓τ.!“. If eval-
uated as described in the Algorithms section, this for-
mula would call the labeling algorithm a number of
times proportional to the square of the number of states
(O(|S|2), where |S| is the number of states). To find the
set of states with more than one successor, however, it
is not necessary to visit all states for each state of the
Kripke structure. It suffices to be able to enumerate the
successors of each state. Antelope treats the formula for
characterizing the states with more than one successor
as a special case so that the CTL model-checking algo-
rithm is called with ! as input a number of times linear
in the size of the Kripke structure (O(|S| + |R|), where |
R| is the number of transitions).
Another optimization is that of the operator EY (for

“Exists Yesterday”), which is the converse of EX.
Although this operator need not be primitive, Antelope
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does treat it as primitive by simply traversing the transi-
tions forward. This operator allows the user to view
Antelope as a kind of simulator.
Additional file 3 has a table comparing the verification

times for a few models with respect to some properties
of increasing complexity.
Input formats
Antelope accepts two formats for describing the Boolean
GRN: tables and equations. In both cases, the values of a
gene (at the current time step) are specified as a Boolean
relation which depends on the values of (some) genes (at
the previous time step). A table can be viewed as an exten-
sion of an ordinary truth table, where stars are allowed on
the right-hand side, denoting indeterminations. Some-
times, however, it may be more convenient to use a logical
formula instead of a truth table. Hence, Antelope accepts
equations, each of which is of the form:

X := fX(g1, g2, . . . , gnX )

where the left-hand side represents the value of the
gene X at the current time step, and the right-hand side
is an arbitrary Boolean function (defined employing the
usual Boolean operators, such as conjunction, disjunc-
tion, or negation) on the values of genes at the previous
time step. To be able to represent indeterminations, we
need two equations with the same left-hand side. We
refer the reader to the Antelope user’s manual, which
appears in additional file 4, and in the URL http://tur-
ing.iimas.unam.mx:8080/AntelopeWEB/.

Results
We now exemplify the use of Antelope for analyzing
Boolean variants of the A. thaliana root stem cell niche
GRN. Stem cells or initials are undifferentiated cells
from which particular cell types of the organisms are
generated; the microenvironment in which stem cells
are located is called the stem cell niche.
Anatomically, stem cell niches are conformed by two

different cell types, the stem cells themselves, and
another cell or group of cells sometimes generically
called organizer cells [58]. The organizer cells maintain
the stem cells in the undifferentiated state through
short-range signals. Understanding how the different
cells conforming stem cell niches are specified, as well
as how the balance between cell division and cell differ-
entiation is maintained in the niches, is central for
understanding the development, growth and regenera-
tion processes occurring in plants and animals. In parti-
cular, plant stem cell niches constitute valuable model
systems for studying regenerative and plastic develop-
mental processes, as these organisms grow new organs
and structures throughout their life [58,59].

We focus on the root stem cell niche of A. thaliana,
that is located near the root tip and is well characterized
at the anatomical and molecular level (see the recent
review in [60]). This niche is conformed by the so-called
quiescent center (QC), which is in turn conformed by
the organizer cells of the root SCN, and is surrounded
by four different stem cell types [59]. Each of these four
types of stem cell will give rise to a different cell lineage:
vascular, cortex/endodermal, epidermal, and columella/
root-cap cells. However, in this contribution two of the
stem cell types (epidermal and root-cap cells) are
considered as only one since the available experimental
evidence is not enough to distinguish between them at
the gene expression level (see more details in [61]), leav-
ing only four types of initial cells (QC, vascular, cortex/
endodermal (CEI), and epidermal/root-cap (CEpI)
initials).
Besides being thoroughly characterized at the anato-

mical level, the root stem cell niche of A. thaliana has
been relatively well described from a molecular and
genetic perspective. Indeed, some of the molecular com-
ponents that are necessary to establish and maintain the
root SCN cellular patterning have been recently uncov-
ered. Among these components are the genes SHORT-
ROOT (SHR) and its target gene SCARECROW (SCR),
the immediately downstream genes of the dimer SHR/
SCR, and other genes that interact with them. Another
set of relevant genes includes the PLETHORA (PLT)
genes, which have been proposed to be key components
of the molecular readout of the plant hormone auxin.
Finally, the QC specific gene WUSCHEL RELATED
HOMEOBOX5 (WOX5) is fundamental for root SCN
organization [60,62-64]; see the graphical representation
of the interactions between these genes in Figure 3.
Moreover, the expression patterns of these genes and
the localization of their corresponding proteins have
been described. Thus, it is possible to postulate a gene
expression profile that characterizes each of the SCN
cell types mentioned above according to the Table 2.
In order to define the rules for a Boolean GRN model

for this system, we considered all the genes that have
been reported to play a relevant role in the specification
of the root stem cells and gathered the available experi-
mental information for the regulation of their expression
[60,61]; see Figure 3. These data included mostly mole-
cular genetics experiments, such as experiments with
plants containing a mutant allele of a gene. The result-
ing rules can be summarized in the following logical
statements (uploaded in Antelope under the name ‘Root
gene regulatory network’’):
// SHR; without regulators
// Auxin; without regulators
PLT: = ARF;
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AUXINS: = AUXINS;
IAA: = ~ AUXINS;
ARF: = ~ IAA;
SHR: = SHR;
SCR: = SHR & SCR & (JKD | ~MGP);
JKD: = SHR & SCR;
MGP: = SHR & SCR &~ WOX;
WOX: = ARF & SHR & SCR & (~ MGP | WOX);
As has been proposed for other systems (e.g., [1,9]),

we expected the stable steady states of our GRN model
to correspond to the gene expression profiles character-
izing the different stem cells within the root niche of A.
thaliana (table above). Thus, from our knowledge of the
system, we expected four stable steady states. The
expected steady states are indeed obtained after

postulating a mutual negative interaction between
WOX5 and MGP, which gives rise to a new testable pre-
diction [61].
Using this GRN model, we first illustrate the use of

indeterminations representing incomplete experimental
data. Next, we use indeterminations for modeling the
influence of unpredictable external signals.

Experimental gap
Steady states and SCARECROW
While developing the truth tables for this GRN, we
detected an experimental gap. We know that SCARE-
CROW (SCR), a target gene of the dimer SHORTROOT
(SHR)/SCR [62,63], either loses or diminishes its own
expression in the JACKDAW single mutant (jkd) in the
stem cell niche [64]. The same is true for SCR-depen-
dent quiescent-center marker QC25 [65]. The MAGPIE
mutant (mgp), by contrast, has no visible phenotype.
Finally, the mgp jkd double mutant recovers the SCR
expression [64] (but see [66] for different results).
Based on this information, we established the truth

table for SCR, which appears in Table 3. Observe the
indetermination, reflecting the fact that activity could or
could not be lost in a jkd background. Antelope pro-
duced three stable steady states, but four unstable steady

SCR

JKD MGP

WOX5

SHR

ARF

PLT

IAA

Auxin

Figure 3 The interaction diagram of the GRN underlying cell type determination in the root stem cell niche of the model plant A.
thaliana. The abbreviated names of the genes are inside ellipses and the edges correspond to the regulatory interactions. Auxin is a
morphogene. The genes are: Auxin/INDOLE-3-ACETIC ACID (Aux/IAA), AUXIN RESPONSE FACTOR (ARF), JACKDAW (JKD), MAGPIE (MGP), PLETHORA
(PLT), SCARECROW (SCR), SHORTROOT (SHR), and WUSCHEL-RELATED HOMEBOX5 (WOX5). Ordinary arrow heads denote activation; T-bar arrow
heads denote inhibition.

Table 2 Expected expression profiles for the cells
conforming the A. thaliana root stem cell niche
Cell
type

PLT Auxin ARF Aux/
IAA

SHR SCR JKD MGP WOX5

QC 1 1 1 0 1 1 1 0 1

Vascular 1 1 1 0 1 0 0 0 0

CEI 1 1 1 0 1 1 1 1 0

CepI 1 1 1 0 0 0 0 0 0
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states (see the Hybrid Computation-Tree Logic subsec-
tion for definitions of stable and unstable steady states).
Hence, removing the indetermination in the above table
may recover the four expected stable steady states. We
performed the jkd loss-of-function simulation in our
models to distinguish which of the two possibilities (i.e.,
no SCR transcription in jkd or SCR transcription in jkd)
recovered the expected states. Interestingly, following
the GRN state transitions backwards, using the EX
operator, we noted that if SCR is unable to be expressed
in jkd, then neither the WUSCHEL-RELATED HOME-
BOX5 (WOX5) (another quiescent-center marker,
dependent on SCR [60]) expression nor the SCR expres-
sion disappeared at the quiescent-center.
Furthermore, our jkd mutant does cause a loss of the

cortex-endodermis initials attractor, contrary to what is
observed in experimental jkd mutants [64], suggesting
that jkd only diminishes SCR expression. Again, follow-
ing the GRN transitions backwards for the case in
which jkd loss-of-function does not lose SCR expression,
we found that the system was able to recover the jkd
loss-of-function mutant. Based on the result found with
the system including indeterminations, we replaced the
star by a 1 in the table for SCR. Once the indetermina-
tion was so removed, we obtained four stable steady
states.

External signals
FAS and SCR
Let us now exemplify Antelope as used for modeling the
effect of external signals that affect one or more GRN
nodes. The root stem cell niche of A. thaliana is
affected by several external signals, such as genes and
molecules from modules involved in other processes in

the organism. For example, Kaya and collaborators [67]
reported that FASCIATA1 (FAS1) and FASCIATA2
(FAS2), hereafter collectively called FAS, affect SCR
expression. In the fas mutant, SCR expression is deregu-
lated and can be either expressed or not expressed in
almost any cell of the root stem cell niche. Similarly,
Inagaki and collaborators [68] reported the TECHBI
(TEB) mutants also affecting SCR expression. Again,
when TEB is mutated, SCR may or may not be
expressed through the endodermal layer, the cortex-
endodermis initial cells, and the quiescent center.
We incorporated FAS by adding a variable FAS to the

truth table for SCR. For FAS = 1, the truth table
obtained in the “Experimental gap” subsection was used.
For FAS = 0, by contrast, all the right-hand sides of the
new truth table had indeterminations. In the case of
TEB, we only used indeterminations for the right-hand
side of the SCR table where the output was 1 for the teb
mutant. We found that under these conditions the origi-
nal four attractors were preserved in both cases. We
also found that in the fas mutant, SCR could be
expressed in any of the four original attractors, while in
the teb mutant SCR could or could not be expressed
either in the quiescent center or in the cortex-endoder-
mis attractor. It is worth noting that in both cases the
basins of attraction changed. For instance, consider the
states that without any indetermination originally led to
the cortex-endodermis attractor. Such states could now
lead to vascular initials due to SCR indeterminations, as
expected given the experimental evidence. It is also
important to note that even though SCR expression is
clearly affected in real roots, cells may not switch
among cell types. However, the results derived from
modeling the GRN using Antelope are consistent with
data currently available and demonstrate the utility of
this tool when we deal with networks in which the truth
tables for some genes are not completely known. Figures
4 and 5 show screenshots of this analysis.

Other properties
These two analyses were based on indeterminations,
stable and unstable steady states, and basins of attrac-
tion of such states. When designing and analyzing larger
GRNs, more complex state attributes, such as global
properties or conditional reachability may be useful.
For example, all the states occurring in either one-

state or two-state attractors (which may be either stable
or unstable) satisfy the formula “↓s.EX EX s“. The for-
mula “EF(↓s.EX EX s)”, in turn, can be used to calcu-
late the basins of attraction of all such attractors. Hence,
the formula “not(EF (↓s.EX EX s))” would characterize
the complement of all such basins of attraction. This is
equivalent to the set of all states in the basins of attrac-
tion of attractors with more than two states. Similarly,

Table 3 Truth table for SCR
SHR SCR JKD MGP SCR’

0 0 0 0 0

0 0 0 1 0

0 0 1 0 0

0 0 1 1 0

0 1 0 0 0

0 1 0 1 0

0 1 1 0 0

0 1 1 1 0

1 0 0 0 0

1 0 0 1 0

1 0 1 0 0

1 0 1 1 0

1 1 0 0 1

1 1 0 1 *

1 1 1 0 1

1 1 1 1 1
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the set of states occurring in exactly two-state attractors
can be calculated with the formula “↓s.EX ((not s) and
EX s)”. These global properties cannot be expressed by
CTL formulas.
Conditional reachability can be expressed with the EU

operator (for “Exists Until”), a generalization of EF.
Whereas “EFs2“ holds at all states from which it is pos-
sible to reach state s2, “E[! U s2]” holds at all states
from which it is possible to reach s2 by going only
through states at which the formula ! holds. For
instance, the set of states from which it is possible to
reach s2 without going through s1 corresponds to the
formula “E[(not s1) U s2]”. By contrast, the set of states
from which it is possible to reach s2 only by going
through s1 at least once is the complement of the pre-
vious set of states with respect to the basin of attraction
of s2: “not(E[(not s1) U s2]) and EF s2“. In formulas hav-
ing such schemata, we would need to name states. Such
a naming is possible in CTL by identifying a state with
the conjunction of its nonnegated active genes and its
negated inactive genes. Antelope, by contrast, provides
more concise ways of referring to a state, with a number

which, if written in binary, follows the lexicographic
order of the names of the genes. We refer the reader to
the Antelope user’s manual and site.

Discussion
Other related systems
We now describe other systems relevant for us. For
brevity, we have to exclude certain works: First, we leave
out Boolean GRN simulators, such as Atalia [9], Boo-
leanNet [16], and BoolNet [17]. Second, we omit
research based on structures other than Kripke struc-
tures; examples are: a work utilizing the LTL (Linear-
time Temporal Logic) model checker of the Maude sys-
tem [34], works using reactive modules with the Mocha
model checker [42,43], and those employing probabilis-
tic model checking with PRISM [35,37,38]. We start
with systems based on Thomas’ formalism and proceed
with systems using continuous approaches.
GNBox
GNBox [21,22] applies constraint logic programming
techniques [30] to Thomas ’ formalism [13]. Such a
formalism establishes a search space resulting from

Figure 4 Screenshot of Antelope showing the stable steady states for the stem cell niche GRN without indeterminations. The upper
frame displays the name of the file being analyzed, the analysis performed (with the Hybrid CTL formula), and the mode by which the property
was checked (synchronous or asynchronous). The middle frame displays the analysis results. The bottom frame displays new actions that can be
done. The stable steady states correspond to the root SCN cellular types.
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states possibly having more than one successor. A
straightforward implementation of a logic programming
language (without constraints) typically traverses a
search space following a depth-first, top-down discipline
in the same way as an ordinary simulator. Unlike a
simulator employing a random device, however, such an
implementation utilizes backtracking. Observe that a
depth-first, top-down discipline together with backtrack-
ing can take an exponential amount of time in the size
of the model [[29], p. 82]. Constraint logic programming
languages, nevertheless, use constraints to efficiently tra-
verse the search space. In particular, GNBox expresses
constraints as a Boolean satisfiability (SAT) problem
that is turned over to a dedicated SAT solver. This
approach is able to model many possible GRNs, thereby
pruning the search space and eliminating the need for
performing numerous simulations. By expressing desired

properties as constraints, GNBox can find parameter
values of GRNs represented in Thomas’ framework.
GINsim
GINsim [18-20] also uses a variant of Thomas’ formal-
ism. As in such a formalism, networks in GINsim have
indeterminations representing asynchrony. GINsim
computes the state transition graph of the GRN (pre-
sumably with forward traversal together with backtrack-
ing because of the indeterminations) before proceeding
to analyze a trajectory selected by the user. GINsim can
also classify circuits in the interaction diagram (i.e., can
identify “functional” circuits) and can compute the set
of all (stable) steady states of GRNs which do not have
indeterminations using MDDs, a multi-value generaliza-
tion of BDDs. Finally, GINsim can find the strongly con-
nected components of the state-transition graph or the
interaction graph.

Figure 5 Screenshot of Antelope showing the results for unstable steady state search for the stem cell niche GRN with an
indetermination in the SCR logical rule. This indetermination represents a mutation in FAS. As observed, SCR activity is present even in the
absence of SHR, which is indispensable for SCR activity. It is important to note that some of the changes can only be observed analyzing the
basins of attraction. For instance, the steady states for QC and CEI (two different cell types) are not possible without SCR presence; hence, a
change of one steady state for another is only observable through their basins of attraction.
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SMBioNet and Mateus et al.’s system
SMBioNet [23,24] employs a variant of Thomas’ formal-
ism as well. The input is an interaction diagram of the
GRN under study, together with desired properties
expressed as CTL formulas. The output is a set of all
the models conforming to the given interaction diagram
and which also satisfy the given formulas. Candidate
models are generated by instantiating parameters and
then tested with a model checker.
Another system also using both Thomas’ formalism

and temporal logic is that by Mateus et al. [39]. Inequal-
ities over the parameters of the model are obtained from
the interaction diagram. These inequalities are augmen-
ted with LTL formulas specifying desirable properties of
the model. The model is traversed forward and paths
that do not satisfy the constraints are eliminated, so that
only paths satisfying the constraints are retained.
SQUAD
SQUAD [25-27] combines a continuous model, employ-
ing ordinary differential equations, with a Boolean
model of the network. The user provides the interaction
diagram of the network, from which SQUAD obtains a
continuous model. To find steady states of the continu-
ous model, SQUAD first converts such a model into an
approximate Boolean asynchronous model. (Thomas’
formalism is not used because such a formalism has
“proved to scale badly for large networks” [26].) In the
Boolean model, SQUAD then computes, using BDDs
and a random device, the set of states probably belong-
ing to attractors of any size and occurring in attractors
without indeterminations (called “steady” states in
[26,27]). Next, SQUAD repetitively uses such states as
initial states in a continuous simulator to search for
steady states in the continuous model. Perturbations
may be introduced to confirm that such steady states
are stable and to identify the effect of specific genes.
GNA
GNA [40,69-72] is based on piecewise-linear differential
equations. Unlike other systems using this formalism,
the user need not specify precise values of parameters.
Instead, less precise intervals are employed. States are
qualitative and represent ranges of concentrations of
proteins, so that simulations are also qualitative. In addi-
tion, GNA computes a discrete abstraction [73] of the
continuous model, that can be verified with standard
model checkers (NuSMV and CADP). The user in this
case can express simple properties in CTL. For more
complex properties, the GNA group has developed its
own logic, called Computation Tree Regular Logic [74].
This logic extends CTL with regular expressions and
fairness operators, allowing the expression of properties
such as multistability and oscillations. Finally, GNA has
a formula editor, guiding the user in writing new
formulas.

BIOCHAM
BIOCHAM [41] can analyze and simulate biochemical
networks using Boolean, kinetic, and stochastic models.
In addition, properties can be formalized in temporal
logic (CTL or LTL with numerical constraints), so that
a model checker can be used to validate such properties.
BIOCHAM models a network of protein interactions as
a set of biochemical reaction rules, such as A+B = > C.
Indeterminations appear because such a rule, for
instance, is translated into four transitions going out of
the same state, resulting from the four combinations of
either reactant A or reactant B being completely or
incompletely consumed. In addition, BIOCHAM has a
model-update module, repairing models that do not
satisfy the formalized properties.

Comparison and planned features
On the one hand, compared with systems employing
constraints, Antelope, by using BDDs, can compute large
sets of states having a certain CTL property (e.g., a
basin of attraction). On the other hand, compared with
simulators, in addition to this benefit, Antelope can
prove assertions about infinitely many paths, as opposed
to only drawing statistical conclusions. It is interesting
to observe, though, that some systems built around a
simulator (e.g., GINsim and SQUAD) leave the simula-
tion technique for BDDs when calculating steady states
(or approximations to such states).
We also find differences between Antelope and other

systems using model checking. For instance, SMBioNet,
Mateus et al.’s system, GNA, and BIOCHAM perform
model checking for verification, using a model checker
to confirm or deny that a certain formula is satisfied.
Antelope, by comparison, employs model checking for
calculating sets of states.
A first clear limitation of Antelope when compared

with systems based on Thomas’ formalism (GNBox,
GINsim, SMBioNet, and Mateus et al.’s system) is its
being restricted to Boolean genes. We thus plan to
extend Antelope with multi-valued genes. In this case, it
would be interesting to try to incorporate into Antelope
techniques using constraints, like those of GNBox, for
determining parameter values.
Currently, Antelope’s GRNs are only either completely

synchronous or completely asynchronous. Another
improvement would then be the possibility of represent-
ing partially asynchronous GRNs, as employed in [10].
Many of the systems we reviewed allow the user to
draw the GRN, whereas currently Antelope only accepts
textual formats for describing the GRN. Clearly, future
versions of Antelope should also have such drawing cap-
abilities. In addition, GNA, for instance, has a formula
editor, which would be desirable in Antelope as well. By
contrast, Antelope is a web application, requiring no
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installation of any local software from the user other
than a standard web browser. Moreover, Antelope can
also run locally, exhibiting advantages of both web and
local applications.
We can mention two further additions requiring more

substantial work. BIOCHAM has an update module,
repairing faulty models. A similar update module would
also enhance Antelope’s features.
Another improvement, as with any model checker,

would be the addition of more powerful methods for
approaching the state-explosion problem. Currently,
Antelope only has BDDs for representing large sets of
states, but new techniques, such as CEGAR (Counterex-
ample-guided abstraction refinement) [75] would enable
Antelope to deal with larger GRNs.

Conclusions
Systems for analyzing and building Boolean GRNs
employ branching time almost exclusively for represent-
ing asynchronous transitions. Thomas’ work, however,
represents two other important phenomena with
branching time, namely incomplete specifications and
environment interaction. A consequence of including
these two other kinds of indetermination is that
unstable steady states may appear. We have shown how
having both stable and unstable steady states is useful
for developing Boolean GRNs.
In addition, we reviewed and extended the advan-

tages of model checking, as compared with simulation,
in the presence of indeterminations. In particular, we
observed that model checkers, unlike simulators ran-
domly selecting a successor, can prove properties of a
set of infinitely many paths. Another advantage we
reviewed is that of handling new, unforeseen proper-
ties: While model checkers can often represent new
properties with additional temporal-logic formulas,
simulators require the incorporation of such properties
in their program code.
We illustrated the advantages of two extensions to

ordinary model checking. First, we noted that ordinary
model checkers would only confirm or deny that all the
states in a given set of states have a certain property. By
contrast, we claimed that model checkers are more use-
ful for reasoning about Boolean GRN when exhibiting
the set of states that have a property of interest. Second,
we observed that the logics (e.g., CTL and LTL) under-
lying many model checkers are not expressive enough
for representing many interesting properties of Boolean
GRNs. Antelope tries to overcome these two limitations
by showing the set of states satisfying a given formula,
and by employing a hybrid extension of CTL.
It is important to remark that model checkers for

hybrid logics are both relevant and neglected. As
pointed out in [76], “The implementation of model

checkers for hybrid logics still remains a quite unex-
plored field of research”. Other than Antelope, we only
know of two hybrid model checkers [52,76]. These,
however, employ a basic modal logic instead of CTL,
and their implementations do not use BDDs. This
makes Antelope the first symbolic model checker for
Hybrid CTL (as far as we know) with which to experi-
ment in the development of Boolean GRNs.

Availability and requirements
•Project name: Antelope
•Project home page: http://turing.iimas.unam.
mx:8080/AntelopeWEB/
•Operating system(s): Platform independent
•Programming language: Java
•Other requirements: Any standard web browser
•License: GPL
•Any restrictions to use by non-academics: none
other than those in GPL

Additional material

Additional file 1: A gentle introduction to (Hybrid) Computation-
Tree Logic. This additional file has gentle introductions to Computation-
Tree Logic and Hybrid Computation-Tree Logic.

Additional file 2: (Hybrid) Computation-Tree Logic. This additional file
has formal definitions of Computation-Tree Logic and Hybrid
Computation-Tree Logic.

Additional file 3: Benchmarks. This additional file shows the execution
time for several examples.

Additional file 4: Antelope User’s Manual. This additional file has the
Antelope user’s manual.
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Hormone Symphony During Root Growth and
Development
Adriana Garay-Arroyo,1,2†* Marı́a De La Paz S!anchez,1,2† Berenice Garcı́a-Ponce,1,2

Eugenio Azpeitia,1,2 and Elena R. Álvarez-Buylla1,2,3*

Hormones regulate plant growth and development in response to external environmental stimuli via com-
plex signal transduction pathways, which in turn form complex networks of interaction. Several classes
of hormones have been reported, and their activity depends on their biosynthesis, transport, conjugation,
accumulation in the vacuole, and degradation. However, the activity of a given hormone is also dependent
on its interaction with other hormones. Indeed, there is a complex crosstalk between hormones that regu-
lates their biosynthesis, transport, and/or signaling functionality, although some hormones have overlap-
ping or opposite functions. The plant root is a particularly useful system in which to study the complex
role of plant hormones in the plastic control of plant development. Physiological, cellular, and molecular
genetic approaches have been used to study the role of plant hormones in root meristem homeostasis. In
this review, we discuss recent findings on the synthesis, signaling, transport of hormones and role during
root development and examine the role of hormone crosstalk in maintaining homeostasis in the apical
root meristem. Developmental Dynamics 241:1867–1885, 2012. VC 2012 Wiley Periodicals, Inc.
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INTRODUCTION

Normal cell growth and morphogene-
sis result from the concerted modula-
tion of cell proliferation and cell elon-
gation, which in turn respond and feed
back to a complex combination of envi-
ronmental and endogenous stimuli.
Hormones are key endogenous stimuli
in plant development that affect plant
growth in small concentrations. Thus
far, eight different plant hormones
have been identified and isolated: aux-
ins, gibberellins, cytokinins, ethylene,
abscisic acid, brassinosteroids, strigo-
lactones, and jasmonic acid (Santner
et al., 2009; Santner and Estelle, 2009;

Wolters and Jurgens, 2009). Plant hor-
mones are small, naturally occurring
substances with very diverse chemical
natures and structures. These com-
pounds regulate plant growth and de-
velopment in response to external
environmental stimuli via complex
signal transduction pathways, which
in turn exhibit feedback regulation of
networks controlling cell differentia-
tion and proliferation (Santner et al.,
2009; Santner and Estelle, 2009; Wol-
ters and Jurgens, 2009; Depuydt and
Hardtke, 2011).

The activity of a given hormone
depends on its biosynthesis, trans-

port, conjugation, accumulation in the
vacuole, and degradation. All hor-
mones regulate several processes in-
dependently, and recent studies indi-
cate that there is a complex crosstalk
between hormones that regulates
their biosynthesis, transport, and/or
signaling functionality, although
some hormones have overlapping or
opposite functions (Benkov!a and
Hejatko, 2009; Galinha et al., 2009;
Santner et al., 2009; Santner and
Estelle, 2009; Wolters and Jurgens,
2009).
The size of meristems results from

the balance between cell proliferation
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and differentiation rates. Meristem
size regulation, which is clearly
affected by plant hormones, is fun-
damental for normal development
(Dharmasiri et al., 2005; Dello Ioio
et al., 2007, 2008a; Benkov!a and
Hejatko, 2009; Galinha et al., 2009;
Ubeda-Tomas et al., 2009). The root
meristem is a particularly useful
system in which to study such bal-
ance as the result, among others,
of the complex role of plant hor-
mones in the plastic control of
plant development and physiology;
both molecular genetic and cellular
approaches have been used to
study the role of plant hormones in
root meristem homeostasis (Dhar-
masiri et al., 2005; Dello Ioio
et al., 2007, 2008a; Benkov!a and
Hejatko, 2009; Galinha et al., 2009;
Ubeda-Tomas et al., 2009). How-
ever, an integrated view of the in-

dependent and concerted action of
all plant hormones in root meris-
tem homeostasis has not been pro-
vided in previous reviews (Dello
Ioio et al., 2007, 2008a; Benkov!a
and Hejatko, 2009; Galinha et al.,
2009).

ROOT DEVELOPMENT

During embryogenesis, plant meris-
tems are established and provide
most of the post-embryonic cells that
constitute the organs of plants
throughout their life cycle. There are
two main meristems: an aerial meris-
tem at the growing tip of the shoot

(shoot apical meristem; SAM) and an
underground meristem at the root
apex (root apical meristem; RAM).
The Arabidopsis thaliana RAM con-
tains a self-renewal stem-cell niche
(SCN) with a central organizer
termed the quiescent center (QC)
because it comprises four cells with a
very low division rate. The QC is sur-
rounded by the stem (or initial) cells,
which yield the cells of all the major
tissues that compose the root. The ini-
tial cells divide asymmetrically with
an intermediate proliferation rate.
One of the daughter cells of each of
the stem cells remains close to the QC
and retains its stem cell identity,
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Fig. 1. Longitudinal confocal section of
Arabidopsis root tip showing two of the three
root zones. The proliferation zone (MZ)
includes the stem cell niche and the zone in
which cells divide actively. The elongation
zone (EZ) is the region in which cells stop
dividing and elongate. When elongation termi-
nates, the cells attain their final fates. E,
epidermis; C, cortex; En, endodermis; St,
stele; Col, columella.

Fig. 2. Schematic representations of mutant root phenotypes for hormone pathways com-
ponents. Loss- or gain-of-function mutants (top) and meristem sizes (bottom) are shown. The
black arrows indicate the boundary between proliferation and elongation zones. Repression
of auxin, Brassinosteroids (BRs), and Gibberelins (GAs) signaling causes short root pheno-
types and a reduction in meristem size as observed in shy2-2 gain-of-function and bri1-116
loss-of-function mutants that repress auxin signaling (Dello Ioio et al., 2008b) and BR signal-
ing (Gonzalez-Garcia et al., 2011), respectively; the same root growth phenotype is observed
in ga1-3 (GA) and abi4-104 (Abscisic Acid; ABA) -deficient mutants (Achard et al., 2009; Cui
et al., 2012). However, arr12-2 loss-of-function mutants that repress Cytokinins (CKs) signal-
ing have longer roots and meristems (Dello Ioio et al., 2007). The constitutive triple response
ctr-1 mutants exhibit enhanced ethylene signaling and short roots with smaller meristems as
well as ectopic QC cell division (Ortega-Martinez et al., 2007; Negi et al., 2008; Thomann
et al., 2009).
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TABLE 1. Summarized Characterization of Six Plant Hormones and Their Role During Root Development

HORMONE

Site of synthesis

in the plant Precursors

Conjugates

(reversible

storage) Inactivation Movement

Receptor and

subcellular

localization

Signal

transduction

components

DNA

binding

motif

Role in root

development

Root mutant

phenotype

AUXIN In the shoot apical
meristem and
young leaves. In
the roots along
the meristem and,
very importantly,
in the QC.

Tryptophan and
indole-3-
glycerol
phosphate.

Ester or amide
linkages to
sugars, amino
acids, or
peptides.

Oxindole-3-acetic
acid.

Passive and active
(influx carriers:
AUX and LAX
and efflux
carriers: PIN
and ABCB).

TIR-like and
ABP1. Nuclear
localization.

AUX/IAA and
ARF.

50-GTGCGC-30 It has a central role
in the establishment,
organization and
maintenance of
the RAM, also
affects root
proliferation and
elongation.

shy2-2, the triple
mutant tir1-1/
afb2-1/afb3-1 and
the quadruple
tir1-1/afb1-1/
afb2-1/afb3-1
mutants have
short roots.

CYTOKININ Abundant in
proliferating
tissues, such as
root and shoot
apical meristems,
young leaves, and
immature seeds.

Adenine. Cytokinins exist
in plants not
only as free
bases but also
in the form of
nucleosides
and nucleotides.

Depends on the
activity of the
CKX proteins.

Passive: tZ-type
has been found
on the xylem
sap and iP-type
in leaf exudates.

AHK2, AHK3 and
AHK4. Plasma
membrane
localization.

AHP, A-ARR,
B-ARR and
CRF.

50-(A/G)GGAT(T/C)-30 Affects the rate of
cell differentiation
in the vascular
tissues.

The triple mutant
ahk2/ahk3/ahk4
showed reduced
root meristem.
ahk3 or (ipt3/ipt5/
ipt7) have longer
roots and
meristems than wt.

GIBBERELLINS In rapidly growing
tissues such as
the shoot and root
tips, developing
flowers and seeds.

Terpenoids. GA-O-glucosyl
ether or
GA-glucosyl
ester. There
are many
biosynthetic
intermediates
or catabolites.

2b-hydroxylation
by GA 2-oxidases
(GA2oxs).

Transport of
intermediate
pathway
compounds
between cells.

GID1a, GID1b and
GID1c. Nuclear
localization.

DELLA. 50-TAACAAA/G-30 Regulates root
growth controlling
cell proliferation
and elongation
(only in the
endodermis).

Only one of the
double mutant
receptor combinations
(atgid1a/atgid1c)
shows a dwarf
phenotype. ga1-3
and ga3ox1/ga3ox2
have smaller roots
and root
meristems.

BRASSINOSTEROIDS In young aerial
tissues, such as
apical shoots,
pollen and
siliques.

Steroids. Glycosylation
and
sterefication
(myristate,
palmitate and
laurate).

25 and 26
hydroxylation.

Probably by
short-distance
that involves
unknown carrier.

BRI1, BRL1 and
BRL3. Plasma
membrane
localization.

BZR1 and
BZR2/BES1.

50-CGTG(T/C)G-30

and 50-
CANNTG-30

Affects root cell
expansion and
root cell division.

bak1-1, dwf1-6, cbb3,
bri1-116 mutants
and bak1-4/bkk1-
1/serk1-8 triple
mutant have short
roots; bri1-116 also
has short meristems.

ETHYLENE Leaves, roots,
shoots and
flowers.

Methionine. N-malonyl-ACC. Ethylene oxide. Diffusion freely
through
membranes. The
gas is distributed
through
intracellular
spaces.

ETR1, ETR2,
ERS1, ERS2,
EIN4. Plasma
membrane
localization.

EIN2, EIN3. 50-TAAGAGC
CGCC-30

Regulates root cell
elongation and
root hair
differentiation.
In the QC can
promote cell
division.

Mutants that increase
the levels of ethylene
as ctr1-1 and eto1-2
have short roots
and QC ectopic cell
division.

ABSCISIC ACID In all tissues;
in vascular
parenchyma
cells.

Zeaxanthin. ABA-glucosyl
esters
(ABA-GE).

80-OH-ABA. Transported via
xylem and
phloem. Efllux by
ABCG25 and iflux
by ABCG40.

PYR and RCAR
are soluble
receptors.

ABI1 to ABI5
and ABFs.

ABREs
(50-ACGTGG/
TC-30) and CE1
(50-CCACC-30)
or CE3
(50-GCGTGTC-30)

Regulates root
elongation,
quiescence
and cell
differentiation.

abi4-104 mutant has
smaller roots.
Several mutants
are deficient in
SCN differentiation
such as ba1-1,
aba2-3, aba2-4,
aba3-2, abi1-1,
abi2-1, abi3-1 and
abi5-5.



whereas the other cell divides anticli-
nally, attains a maximum prolifera-
tion rate, and eventually elongates
and differentiates into a specific root
cell type (Dolan et al., 1993; van den
Berg et al., 1995, 1997). After 4 to 6
division cycles in the meristematic or
proliferation zone (MZ), the cells com-
mence elongation and form the elon-
gation zone (EZ) (V. Ivanov, personal
communication; Bennett and Scheres,
2010). The cells then attain their ulti-
mate fate in the differentiation zone
(DZ). The Arabidopsis primary root
has a simple radial structure of con-
centric cylinders of different cell types
including (from outermost to inner-
most layer) a lateral root cap that
extends as an outermost sheath of the
root tip in the meristematic zone, epi-
dermis, cortex, endodermis, and stele
(pericycle and vasculature) (Dolan
et al., 1993) (Fig. 1).

In this review, we examine recent
findings on the synthesis, signaling,
and transport of hormones that regu-
late homeostasis in the apical root
meristem, and we review findings
regarding the transcriptional activa-
tion of major genes involved in hor-
mone pathways during root meristem
development.

AUXIN

Auxin is involved at nearly all stages
of plant growth and development in
all organs (reviewed in (Woodward
and Bartel, 2005; Benkov!a and
Hejatko, 2009; Galinha et al., 2009;
Santner et al., 2009; Santner and
Estelle, 2009; Wolters and Jurgens,
2009).

The most bioactive form of auxin in
plants is indole-3-acetic acid (IAA),
which is synthesized in Arabidopsis
by tryptophan-dependent (TAM and
IAN) and tryptophan-independent
pathways (reviewed in Woodward and
Bartel, 2005). Similar to most hor-
mones, auxin can form inactive conju-
gates (Table 1) that may function in
the storage of IAA, as intermediates
in degradative processes or as protec-
tion against oxidative degradation;
indeed, once IAA is oxidized to oxin-
dole-3-acetic acid (OxIAA), it is bro-
ken down irreversibly (Ostin et al.,
1998).

Auxin is mainly synthesized in
young leaves and in the SAM, and

it is transported to the root via the
phloem (Ljung et al., 2001). How-
ever, recent studies have demon-
strated that it is also synthesized
in the root, and such synthesis is
indispensable for maintaining the
observed patterns of auxin gra-
dients in the root meristem (Ljung
et al., 2005; Ikeda et al., 2009;
Petersson et al., 2009).

Auxin perception in plant cells
begins when auxin binds to one of
its multiple nuclear receptors
including TRANSPORT INHIBITOR
RESPONSE 1 (TIR1; Dharmasiri
et al., 2005; Kepinski and Leyser,
2005), the TIR1-like proteins AUXIN
SIGNALING F-BOX PROTEIN 1 to 5
(AFB1-AFB5; Dharmasiri et al., 2005;
Parry et al., 2009), and the AUXIN
BINDING PROTEIN (ABP1; Hertel
et al., 1972; Jones, 1998). TIR1 and
AFB1-AFB5 are F-box subunits of the
ubiquitin ligase complex SCFTIR1.
Interaction with auxin does not
appear to induce a conformational
change in the complex; however, it
does appear to stabilize the affinity of
the receptors for AUX/IAA proteins,
which are transcriptional repressors
of AUXIN RESPONSE FACTOR
(ARF) transcription factors. When
AUX/IAA proteins interact with auxin
receptors, the AUX/IAA proteins
become ubiquitinated and targeted
for degradation by the proteosome.
This degradation effectively releases
ARF proteins, which form dimers
and regulate their target genes
(reviewed in Calderon Villalobos
et al., 2012). ARF family members
bind to a sequence within the regula-
tory regions of target genes known as
the AUXIN RESPONSE ELEMENT
(ARE; 50-TGTCTC-30).

Auxin moves within Arabidopsis
using two types of transport mecha-
nisms. One of these mechanisms func-
tions over long distances (termed
long-range transport), is dependent
on the phloem, and moves auxin
mainly from the aerial part of the
plant to the root. The other mecha-
nism functions over short distances
and is responsible for transport
through plasma membranes via
import-export mechanisms such as
membrane diffusion, secretion, and
receptor- or transporter-mediated sys-
tems (reviewed in Paponov et al.,
2005; Petr!asek and Friml, 2009; Van-

neste and Friml, 2009). This cell-to-
cell transport system complements
vasculature translocation and is used
mainly to load and unload substances
from the phloem and to distribute
short-range signals within tissues
(Swarup et al., 2001; Marchant et al.,
2002). When this short-range trans-
port involves influx and efflux car-
riers that are distributed asymmetri-
cally in the plasma membrane, it is
referred to as polar auxin transport
(PAT) and gives directionality to
auxin distribution. PAT is dependent
on influx carriers such as AUXIN RE-
SISTANCE 1 (AUX1) and LIKE AUX
(LAX) family members as well as
efflux transporters such as PIN
FORMED (PIN) and ATP-BINDING
CASSETTE GROUP B (ABCB/
MDRPGP) family members (Bennett
et al., 1996; Galweiler et al., 1998;
Luschnig et al., 1998; Noh et al.,
2001; Friml et al., 2002, 2003; Swarup
et al., 2008; Verrier et al., 2008; Mra-
vec et al., 2009).
PIN proteins mainly control the

direction of auxin flux and the PIN
family in Arabidopsis consists of eight
members (Vieten et al., 2007;
Zazı́malov!a et al., 2007). The PIN pro-
teins have a polar distribution in cell
membranes, which causes a directed
flux of auxin from one cell to another
(Petr!asek et al., 2006; Wisniewska
et al., 2006; Mravec et al., 2008).
Newly synthesized PIN proteins pass
through the cell endomembrane sys-
tem and are targeted to the apical, ba-
sal, or lateral plasma membrane (Fer-
aru and Friml, 2008; Grunewald and
Friml, 2010). Additionally, these pro-
teins are continuously internalized by
endocytosis from the plasma mem-
brane and participate in constant
cycles of endocytosis and exocytosis
(Geldner et al., 2001; Marhavy et al.,
2011).

AUXIN AND ROOT
DEVELOPMENT

Auxin concentration varies among dif-
ferent plant tissues and organs, and
such graded distribution is correlated
with different cellular behaviors
(Sabatini et al., 1999; Friml et al.,
2002; Benkov!a et al., 2003). In the
root, graded auxin distribution is
clearly associated with patterns of cell
proliferation and elongation observed
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along the apical-basal axis. High lev-
els of auxin are found in the QC where
there is little mitotic activity, interme-
diate auxin levels promote an inter-
mediate level of mitotic activity in
stem cells. Whereas in meristematic
zone lower auxin levels are correlated
with rapid cell proliferation, and the
lowest levels of auxin are correlated
with proliferation arrest and cell elon-
gation/differentiation (Grieneisen
et al., 2007). The PLETHORA (PLT)
genes, which encode transcriptional
regulators, have been postulated to be
key components of the read-out mech-
anisms of auxin gradients. Indeed, the
PLT genes that respond to auxin are
also expressed along the RAM in a
graded manner that resembles that of
auxin (Aida et al., 2004; Galinha
et al., 2007). Importantly, PLT genes,
in conjunction with SCARECROW
(SCR) and SHORTROOT (SHR)
genes, are a fundamental part of the
network that specifies the SCN
(Helariutta et al., 2000; Sabatini
et al., 2003; Azpeitia and Alvarez-
Buylla, 2012; Aida et al., 2004). Auxin
also regulates WUSCHEL-RELATED
HOMEOBOX 5 (WOX5), which is
expressed in the QC and is necessary
for maintaining the stem cells of the
columella in an undifferentiated state
(Ding and Friml, 2010; Sarkar et al.,
2007).

The graded distribution of auxin
along the root depends largely on the
polar localization of its PIN transport-
ers. At least five PIN proteins localize
to the plasma membrane and create a
‘‘reflux’’ loop that controls auxin dis-
tribution in the growing root meris-
tem (Blilou et al., 2005; Vieten et al.,
2005). The PIN transporters appear
to be functionally redundant, and
only their multiple mutants show
severe growth and differentiation
defects (Blilou et al., 2005). These pro-
teins localize to different areas of the
root (Vieten et al., 2005) where they
control the flux of recirculating auxin
in the root meristem and could oper-
ate partially independently of auxin
coming from the shoot (Blilou et al.,
2005; Ljung et al., 2005; Vieten et al.,
2005). The acropetal auxin flow in the
stele toward the root tip seems to be
maintained by PIN1, PIN3, PIN4,
and PIN7; PIN4 then distributes this
auxin to the columella where PIN3
and PIN7 redistribute it laterally to

the lateral root cap and epidermis.
PIN2, with the assistance of AUX1
and ABCB4, mediates basipetal auxin
transport toward the elongation zone,
whereas PIN1, PIN3, PIN4, and PIN7
recycle some auxin from the epider-
mis back to the vasculature. PIN2
transports auxin acropetally through
the cortex cells (Blilou et al., 2005;
Vieten et al., 2005). It has been shown
that the modulation of PIN activity
can independently affect meristem
size, elongation rate, and final cell
size (Blilou et al., 2005; Vieten et al.,
2005).

Auxin also has a central role in the
establishment, organization, and
maintenance of the RAM (Reed et al.,
1998; Sabatini et al., 1999; Benjamins
et al., 2001; Friml et al., 2002; Lewis
et al., 2007; Benjamins and Scheres,
2008). Mutants with defects in auxin
activity fail to initiate roots and ex-
hibit premature arrest of the root
meristem and root stem cell function
(Hardtke and Berleth, 1998). Exoge-
nously applied auxin may have posi-
tive or negative effects on root growth
depending on the concentration; the
application of 0.1 nM IAA to wild-type
Arabidopsis roots causes an increase
in both meristem size (Dello Ioio
et al., 2007) and root growth via mod-
ulation of the cellular response to gib-
berellins (see Root Cell Proliferation
section in this review; Fu and Har-
berd, 2003).

In addition to its role in cell prolif-
eration, auxin controls the transition
from cell proliferation to cell differen-
tiation in the root meristem via inhi-
bition of the endoreduplication cycle
(Ishida et al., 2010). Moreover, auxin
also inhibits root cell elongation in
non-stem cells at a concentration of
10-6 M, whereas at lower concentra-
tions (10-10 M), root cell elongation is
maintained (Evans et al., 1994).

When auxin transport is blocked,
root regeneration (Sena et al., 2009)
and lateral root formation are inhib-
ited, root hair initiation and elonga-
tion are decreased (Quint et al.,
2009), and the production of ectopic
QC and stem cells is induced (Saba-
tini et al., 1999). Moreover, the triple
tir1-1/afb2-1/afb3-1 and quadruple
tir1-1/afb1-1/afb2-1/afb3-1 auxin re-
ceptor mutants exhibit various root
phenotypes, with some plants display-
ing shortened roots whereas others

entirely lack roots (Dharmasiri et al.,
2005).

CYTOKININS

Cytokinins (CKs) play roles in many
aspects of plant growth and develop-
ment including apical dominance, the
repression of leaf senescence, root cell
differentiation, vascular tissue devel-
opment, pathogen responses, nutrient
mobilization, seed germination, and
SAM maintenance (reviewed in Klee
and Lanahan, 1995; Kieber, 2002).
Many of these processes are con-
trolled in coordination with other hor-
mones, particularly auxin. Although
CKs regulate many processes, they
mainly function to control prolifera-
tion in the shoot and differentiation
in the root (Ferreira and Kieber, 2005;
Dello Ioio et al., 2007, 2008b; Kyo-
zuka, 2007).
CKs are adenine derivatives that

are abundant in proliferating tissues
such as shoot apical meristems, young
leaves, and immature seeds. Interest-
ingly, one of the major regions in
which cytokinin biosynthesis occurs is
the columella of the root tip (reviewed
in Aloni et al., 2004). CKs can act
within the region where they are syn-
thesized or they can move, e.g., from
the root tip to the aerial tissues of the
plant via the xylem (Takei et al.,
2004; Hirose et al., 2008).
The synthesis of CK is initiated in a

rate-limiting step catalyzed by ATP/
ADP-ISOPENTYL-TRANSFERASE
(IPT; Miyawaki et al., 2004; Takei
et al., 2004), which transfers an iso-
pentenyl group to an adenine nucleo-
tide (iP nucleotide). In Arabidopsis, iP
nucleotides are converted to tZ nucleo-
tides by the cytochrome P450 monoox-
ygenases CYP735A1 and CYP735A2
(Takei et al., 2004; Hirose et al., 2008).
Inactive CK nucleotides such as
iPRMP and tZRMP can be activated
by LONELY GUY (LOG) proteins that
directly convert these compounds to
the bioactive freebase (Kyozuka,
2007), whereas most metabolic CK
inactivation depends on the activity of
the CYTOKININ OXIDASE/DEHY-
DROGENASE (CKX) protein family
(Werner et al., 2001, 2003). All these
genes and proteins are regulated dif-
ferently, which suggests that they
play important roles in coordinating
cytokinins both spatially and
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temporally during growth and devel-
opment (Werner et al., 2003; Hirose
et al., 2008; Frebort et al., 2011).

CKs are classified into 4 groups
(isopentenyladenine (iP)-type, trans-
zeatin-type (tZ-type), cis-zeatin-type,
and aromatic cytokinins) according to
the structure of their side chain.
Although only the iP-type cytokinin
(N6-(D2-isopentenyl) adenine and its
hydroxylated derivative trans-zeatin
(tZ) are active in Arabidopsis, a vari-
ety of conjugates may form, which
allows the plant to fine-tune the level
of active hormone (Matsumoto-Kitano
et al., 2008).

CKs are transported through the
vasculature in a compartmentalized
way; the tZ-type has been observed in
the xylem sap and the iP-type was
found in leaf exudates (Hirose et al.,
2007; Matsumoto-Kitano et al., 2008).
Thus far, no differences in the physio-
logical roles of these two types of CKs
have been observed; however, the
translocation of cytokinins is appa-
rently mediated by subsets of purine
permeases and nucleoside transport-
ers (Gillissen et al., 2000; Burkle
et al., 2003; Hirose et al., 2005).

In Arabidopsis, CKs are perceived
by a two-component system that
involves a histidine kinase receptor
located in the plasma membrane that
induces a phosphorylation cascade
and subsequently activates transcrip-
tion factors in the nucleus (Muller
and Sheen, 2007). Three independent
histidine kinase receptors (AHK2,
AHK3, and CRE1/WOL/AHK4) bind
to cytokinin, autophosphorylate, and
subsequently transfer the phosphoryl
group to a histidine phosphotransfer
protein that translocates to the nu-
cleus and phosphorylates ARABI-
DOPSIS RESPONSE REGULATORS
(ARR). Type-B ARRs are positive reg-
ulators that initiate the transcription
of CK-responsive genes; among the
targets of type B-ARR genes are a
group of negative regulators termed
type-A ARRs (To et al., 2004). Type-A
ARRs are repressors that lack a DNA-
binding domain and predominantly
localize to the nucleus; there, it is
likely that they act in conjunction
with other transcription factors to
regulate genes (Argueso et al., 2010).
Certain members of the AP2 family of
transcription factors, renamed CYTO-
KININ RESPONSE FACTORS

(CRFs), are upregulated by cytokinin
through the two-component system
pathway. CRFs are also activated by
AHPs, and it was proposed that they
mediate cytokinin-regulated gene
expression in tandem with B-type
ARRs (Rashotte et al., 2006). B-ARR
proteins bind to a core sequence
within the regulatory regions of their
target genes (50-(G/A)GGAT(T/C)-30).

THE ROLE OF CYTOKININS
IN ROOT MERISTEM
DEVELOPMENT

CKs negatively regulate the size of
the RAM and primarily affect the
meristematic cell differentiation rate.
Exogenously applied cytokinin
reduces the root meristem size (Dello
Ioio et al., 2007), and CK-deficient
mutants (e.g., arr12-2 or the biosyn-
thetic triple mutant ipt3/ipt5/ipt7;
see Fig. 2) as well as plants overex-
pressing CKX display longer roots
with longer meristems (Werner et al.,
2003). The application of cytokinins
does not appear to alter SCN activity
or meristematic cell proliferation in
the root; CKs affect the cell differen-
tiation rate only when applied to the
vascular tissue at the MZ/EZ transi-
tion zone in the presence of auxin
(Dello Ioio et al., 2007). Furthermore,
using mutant analysis, it was shown
that only the AHK3 receptor and the
ARR1 and ARR12 transcription fac-
tors mediated this effect (Dello Ioio
et al., 2007, 2008b). It is important to
emphasize that root meristem size
and root growth are mediated mainly
by the interplay between cytokinin
and auxin (see Root Cell Proliferation
and Root Cell Elongation sections in
this review).

As expected, the over-expression of
CKX in Arabidopsis induces many de-
velopmental changes in the root
including a larger root meristem, a
thicker columella cell layer, enhanced
radial expansion with additional cell
files, an enhanced vascular system,
increased root branching, and addi-
tional adventitious roots (Schmülling
et al., 2003). Interestingly, studies on
CK receptor mutants revealed a posi-
tive role for CK in the root meristem:
the triple receptor mutant (ahk2/
ahk3/ahk4) exhibits a strong reduc-
tion in shoot and root growth (Nishi-

mura et al., 2004). These results imply
that the root response to CK is not lin-
ear; a small reduction in cytokinin lev-
els or signaling increases root growth,
but reduction beyond a threshold
results in decreased growth.

GIBBERELLINS

Gibberellins (GAs) are important reg-
ulators of diverse aspects of plant
growth and development including
seed germination, stem and root elon-
gation, leaf expansion, flower and
seed development, and the size of the
RAM. GAs promote cell division in
the proliferation zone but have no
effect on SCN activity (Taiz and
Zeiger, 2006), and although they form
a large family, only a small number of
GAs are biologically active (e.g., GA1,
GA3, GA4, and GA7, with GA4 being
the most active GA in Arabidopsis;
reviewed in Hedden and Phillips,
2000). Consequently, many of the
other GAs are biosynthetic intermedi-
ates or catabolites of bioactive GAs,
and the final concentration of biologi-
cally active GAs depends on biosyn-
thesis, catabolism and metabolic deac-
tivation (reviewed in Yamaguchi,
2008).
GAs are synthesized and act mainly

in rapidly growing tissues such as the
shoot and root tips as well as develop-
ing flowers and seeds (Silverstone
et al., 1997). GAs are biosynthesized
from geranylgeranyl diphosphate
(GGDP), a common C20 precursor of
diterpenoids, and bioactive GAs in
plants are synthesized by three differ-
ent classes of enzymes: terpene syn-
thases (TPSs), cytochrome P450
monooxygenases (P450s), and 2-oxo-
glutarate–dependent dioxygenases
(2ODDs). GAs are deactivated in sev-
eral different ways; the best charac-
terized of these is 2b-hydroxylation
catalyzed by a class of 2ODDs, the GA
2-oxidases (GA2oxs). However, other
deactivation reactions have been
reported including epoxidation in
Oryza sativa and methylation in Ara-
bidopsis (reviewed in Yamaguchi,
2008).
Another level of GA biosynthesis

regulation in Arabidopsis might
depend on (1) the subcellular com-
partmentalization of the pathway,
which is similar to the biosynthesis of
ent-kaurene in proplastids, the
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conversion of ent-kaurene to GA12 in
the endoplasmic reticulum, and other
reactions that take place in the cyto-
plasm (Spray et al., 1996; Aach et al.,
1997; Helliwell et al., 2001; Itoh et al.,
2001; Nelson et al., 2004; Appleford
et al., 2006) or (2) the physical separa-
tion of early and late GA biosynthetic
steps in flowers, roots, and developing
seeds, suggesting the transport of in-
termediate pathway compounds
between cells (Yamaguchi et al., 2001;
Kaneko et al., 2002, 2003; Mitchum
et al., 2006). GAs influence their own
metabolism via a feedback mecha-
nism: GA downregulates the expres-
sion of enzymes that participate in its
biosynthesis and upregulates enzymes
that inactivate GAs (reviewed by
Bethke and Jones, 1998; Williams
et al., 1998; Hedden and Phillips,
2000). Some of the target genes of GA
signaling have an element in their reg-
ulatory regions that is characterized
as a GA-responsive element (GARE;
50-TAACAAA/G-30; see Table 1).

The soluble GA receptor was first
discovered in rice and since then has
been observed in many other plants
including Arabidopsis, which has
three redundant GIBBERELIN
INSENSITIVE DWARF1 (GID1)
receptors termed AtGID1a, AtGID1b,
and AtGID1c (Nakajima et al., 2006).
Bioactive GA binds to the GID1 recep-
tor with high affinity, whereas inac-
tive GAs exhibit low or nonexistent
affinity for this receptor. This interac-
tion allows for the destruction of
DELLA proteins, which are repress-
ors of transcription factors that medi-
ate GA responses (Pysh et al., 1999;
Chandler et al., 2002; Cao et al.,
2005). The GA-GID-DELLA com-
plexes are thought to perform two
roles that are important for GA
action. First, they induce a conforma-
tional change in DELLA that pro-
vokes its recognition and degradation
through the SCFGID2/SLY1 proteasome
pathway (Fu et al., 2002; McGinnis
et al., 2003; Sasaki et al., 2003). Sec-
ond, they sequester DELLA proteins,
thus reducing their ability to interact
with growth-promoting transcription
factors (Ueguchi-Tanaka et al., 2005;
Nakajima et al., 2006). Because only
double mutant plants (atgid1a/
atgid1c) show a dwarf phenotype
(Suzuki et al., 2009), there is some re-
dundancy among the receptors.

Arabidopsis has five genes that
encode DELLA proteins (GAI, RGA,
RGL1, RGL2, and RGL3). These pro-
teins are part of the GRAS protein
family and may restrict the growth of
organs and affect proliferation by
upregulating the cell cycle inhibitors
Kip-related protein 2 (KRP2) and SI-
AMESE (SIM). Additionally, they
may alter the elongation rate of differ-
entiated cells (Silverstone et al., 2001;
Ubeda-Tomas et al., 2008; Achard
et al., 2009).

GIBBERELLIN AND ROOT
MERISTEM DEVELOPMENT

GA promotes root development and
regulates root growth by controlling
cell proliferation and elongation
through the degradation of DELLA
proteins (Fu and Harberd, 2003;
Ubeda-Tomas et al., 2008, 2009;
Achard et al., 2009). A reduction in
the endogenous GA levels, either via
genetic or chemical approaches,
results in plants with shorter roots
and smaller root meristems compared
with wild type (Achard et al., 2009;
Ubeda-Tomas et al., 2009). The gai
mutant has a stabilized DELLA that
cannot be marked for degradation,
and affects cell elongation only when
it is expressed in the RAM endoder-
mis. However, the restriction of endo-
dermal cell expansion affects the
extension of all other cell files and
thus affects total root growth (Ubeda-
Tomas et al., 2008). Additionally, this
mutant illustrates that bioactive GAs
promote cell proliferation by affecting
cell production rate and meristem
size without interfering with SCN
specification or activity (Ubeda-Tomas
et al., 2009). Moreover, biosynthetic
mutants of GA (ga1-3 and ga3ox1/
ga3ox2) have shorter roots and a
smaller root meristem size compared
with wild-type plants (Fig. 2; Ubeda-
Tomas et al., 2009).

BRASSINOSTEROIDS

Brassinosteroids (BRs) are steroids
that are essential for normal plant de-
velopment and participate in the reg-
ulation of cell elongation, cell division,
bending, reproductive and vascular
development, photomorphogenesis,
root development, and various stress
responses (reviewed in Clouse and

Sasse, 1998; Divi and Krishna, 2009).
Over 70 types of BRs have been iden-
tified in plants, but Brassinolide (BL)
has the highest biological activity
among BRs (reviewed in Fujioka and
Yokota, 2003; Bajguz, 2007). BRs also
form conjugates with sugars and fatty
acids (Bajguz and Tretyn, 2003); how-
ever, the relevance (biological or oth-
erwise) of these conjugates remains
unknown (see Table 1).
BRs are synthesized in the cyto-

plasm by the mevalonate and isopre-
noid pathways and are used to gener-
ate cycloartenol, the primary
precursor of plant sterols (reviewed in
Clouse and Sasse, 1998; Divi and
Krishna, 2009). Several genes have
been implicated in BR biosynthesis
including DET2 (Fujioka et al., 1997,
2002), DWFA, CPD (Szekeres et al.,
1996; Choe et al., 1998, 1999), and
BR6ox (Shimada et al., 2001).
Information regarding the site of

BR synthesis is limited. Nevertheless,
based on expression analyses of genes
involved in their synthesis and analy-
ses of where they are accumulated, it
has been suggested that BRs are most
actively synthesized and likely used
in young developing aerial tissues
(e.g., apical shoots, pollen, and sili-
ques) and roots. Interestingly,
although BR synthesis is more active
in root tissues compared with shoot
tissues, the concentration of BRs is
lower in roots, which likely occurs
because BRs are catabolized more
rapidly in the root than in the shoot
(Friedrichsen et al., 2000; Bancos
et al., 2002; Shimada et al., 2003).
BRs are detected by the membrane-

bound receptor BRI1 (BRASSINOS-
TEROID INSENSITIVE 1), which is a
member of the leucine-rich repeat
receptor-like kinase (LRR-RLK)
receptor family (Belkhadir and Chory,
2006; Shiu et al., 2004). There are
three BRI1 homologs in Arabidopsis,
and at least two of these (BRL1 and
BRL3) bind to BRs and apparently
mediate the cell-type-specific BR
response in vascular tissues (Cano-
Delgado et al., 2004). BRI1 homodi-
merizes, and it is not clear whether
BRs stabilize BRI1 homodimers or
cause a conformational change that
favors homodimerization in a manner
similar to auxin-induced TIR1-IAA
protein dimerization (see Auxin sec-
tion in this review; Kim and Wang,
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2010). This homodimerization is not
sufficient for the activation of BRI1,
and the receptor must first associate
with BRs and subsequently with co-
receptors such as BAK1 (BRI1-Associ-
ated Receptor Kinase 1), SERK1, and
BKK1 (Wang et al., 2008; Gou et al.,
2012). When a BR binds to its receptor,
BRI1 autophosphorylation is induced,
BKI1 (BRI1 KINASE INHIBITOR 1)
dissociates, and BRI1 associates with
BAK1 (Wang and Chory, 2006; Wang
et al., 2008). Both BRI1 and BAK1 are
serine/threonine and tyrosine kinases,
and their association increases their
level of autophosphorylation and se-
quential trans-phosphorylation (Oh
et al., 2009a,b, 2010, 2012; Jaillais
et al., 2011). The BRI1-BAK1 phospho-
rylation cascade triggers a down-
stream signaling cascade that acti-
vates BZR1 and BZR2/BES1, two
transcription factors that regulate the
expression of hundreds of genes. BZR1
is a transcriptional repressor that is
able to recognize the BR-response ele-
ment (BRRE; CGTG(T/C)G), whereas
BZR2/BES1-BIM is a transcriptional
activator that is able to bind to the E-
box element (CANNTG) of a BR-induc-
ible promoter (Wang et al., 2002; He
et al., 2005; Yin et al., 2005; Sun et al.,
2010). Recent reports indicate that
both BZR1 and BZR2/BES1-BIM can
bind to BR-repressible and BR-induci-
ble genes. Nevertheless, BRRE and E-
box (CACGTG) sequences are highly
enriched in BR-repressible genes,
whereas the CATGTG motif is highly
enriched in BR-inducible genes (Sun
et al., 2010).

Another important protein
involved in the BR signal transduc-
tion pathway is BIN2 (BRASSINOS-
TEROID INSENSITIVE 2; Kim and
Wang, 2010). In the absence of
BRs, this GSK3-like kinase phos-
phorylates and inactivates BZR2/
BES1 and BZR1 via several mecha-
nisms that include protein degradation
and reduced DNA binding (He et al.,
2002; Li et al., 2002; Peng et al., 2008).
In the presence of BRs, the activated
BRI1-BAK1 complex initiates a signal
cascade that blocks the activity of
BIN2. Recent studies suggest that
BIN2 is also targeted for protein degra-
dation in response to BR signaling
through the protein phosphatase BSU1
(BRI1 SUPPRESSOR 1; Kim and
Wang, 2010).

BRASSINOSTEROIDS AND
ROOT MERISTEM
DEVELOPMENT

The expression of genes involved in
BR biosynthesis and the detection of
BRs in root tissues (Friedrichsen
et al., 2000; Bancos et al., 2002; Shi-
mada et al., 2003) suggest that BRs
play an important role in roots. In
fact, BRs promote root growth as indi-
cated by studies of BR-related
mutants (e.g., dwf1-6, cbb3, bri1-116,
and the bak1-4/bkk1-1/serk1-8 triple
mutant) that exhibit a short root phe-
notype (Li et al., 2002; Mussig et al.,
2003; Mouchel et al., 2006; Hacham
et al., 2011; Du et al., 2012) and the
exogenous application of BRs at low
concentrations that promotes root
growth. However, as is the case for all
hormones, high concentrations inhibit
root growth (Mussig et al., 2003).
Root growth inhibition in mutants
with low levels of BRs (bri1 mutants)
revealed that BRs are required for the
promotion of cell expansion and cell
division in meristematic root cells
(Fig. 2; Gonzalez-Garcia et al., 2011;
Hacham et al., 2011). In this case, the
size of the root meristem is controlled
by BRI1 activation in epidermal cells
(Fig. 3), where this gene induces sig-
nals that allow for communication
with the inner cells. In turn, these
signals may be controlled through
BES1 and BZR1 (Hacham et al.,
2011). The role of BRs in root growth
has been further demonstrated by the
short root phenotype of the bak1-4/
bkk1-1/serk1-8 triple mutant, in
which BR signal transduction is
blocked (Du et al., 2012).

The function of BRs in stem cells
remains unknown; however, several
studies have recently indicated that
BR signaling might enhance cell divi-
sion and participate in gene expres-
sion in QC cells. The specific expres-
sion of BRI1 in the epidermis and its
absence in other cell types (QC, endo-
dermis and stele) non-autonomously
activates the expression of AGL42, a
member of the MADS box gene family
(Hacham et al., 2011) with an
unknown function that is mainly
expressed in the root QC. Addition-
ally, the WUSCHEL-RELATED
HOMEOBOX 5 (WOX5), SCR, and
SHR transcription factors, which are
required for the maintenance of root

stem cells, are also upregulated by
BRs and downregulated in the ab-
sence of BR signaling (Gonzalez-Gar-
cia et al., 2011; Du et al., 2012),
although it is unclear whether these
genes are direct targets of this hor-
mone. The mechanism by which BRs
are able to regulate various processes
during root development is thus far
largely unknown.

ETHYLENE

Ethylene is a volatile compound that
is soluble in both aqueous and lipid
environments and plays roles in the
regulation of seed germination, cell
elongation, fruit ripening, leaf senes-
cence, resistance to pathogens, root
and flower growth (Bleecker and
Kende, 2000). Ethylene is synthesized
in all plant organs, including leaves,
roots, shoots, and flowers; however,
the highest rates of ethylene synthe-
sis are observed in meristematic,
stressed, or ripening tissues (Lin
et al., 2009).
S-adenosylmethionine (S-AdoMet)

is a precursor in ethylene biosynthe-
sis and is converted to ethylene by
1-CARBOXYLIC ACID (ACC) SYN-
THASE (ACS) and ACC OXIDASE
(Kende, 1993). In this pathway, the
rate-limiting step is the conversion of
S-AdoMet to ACC. In Arabidopsis,
seven ACS genes have been charac-
terized, and their transcription is dif-
ferentially regulated during develop-
ment and in response to stressful
stimuli (Liang et al., 1992; Van der
Straeten et al., 1992; Arteca and
Arteca, 1999; Lin et al., 2009).
The ethylene signaling pathway is

complex and not fully understood;
however, mutants affected in the eth-
ylene triple response (i.e., inhibition
of elongation growth of dark-grown
seedlings, induction of stem swelling,
and the closure of the apical hook)
have been isolated. Five putative
endoplasmatic reticulum (ER) mem-
brane-bound ethylene receptors, all of
which are His-kinase two-component
regulators, have been described:
ETHYLENE RESPONSE1 (ETR1),
ETR2, ETHYLENE RESPONSE
SENSOR1 (ERS1), ERS2, and ETH-
YLENE INSENSITIVE4 (EIN4) (Hua
et al., 1995, 1998; Bleecker et al.,
1998; Sakai et al., 1998). In the ab-
sence of ethylene, CONSTITUTIVE
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TRIPLE RESPONSE 1 (CTR1) is
active and represses ETHYLENE
INSENSITIVE 2 (EIN2) as well as all
the downstream components of the
ethylene signaling pathway; CTR1
also localizes to the ER membrane.
The transcription factor ETHYLENE
INSENSITIVE 3 (EIN3) is constantly
degraded through the action of EIN3
BINDING F-BOX 1 and 2 (EBF1 and
EBF2) via the proteasome-mediated
degradation pathway (Etheridge
et al., 2005). Upon binding ethylene,
the histidine-kinase domain of its re-
ceptor interacts with and inactivates
CTR1, thus relieving the repression of
downstream signaling. The newly
activated EIN2 then promotes the
activation of EIN3 and EIN3-like
(EIL) transcription factors, which

induces the expression of ETHYL-
ENE RESPONSE FACTOR (ERF),
which is another transcription factor
implicated in the activation of a sub-
set of ethylene response genes
(reviewed in Bleecker and Kende,
2000). Ethylene also promotes the
accumulation of EIN3 by repressing
the action of EBF1 and EBF2 (Potu-
schak et al., 2003; Binder et al.,
2007). It was previously thought that
ethylene receptors only form homo-
dimers to facilitate interaction with
CTR1; however, all the ethylene
receptors were recently shown to be
capable of forming homo- and hetero-
dimers in vitro in any combination,
although their role in ethylene signal-
ing has not yet been demonstrated
(Lin et al., 2009).

The ethylene biosynthesis and sig-
naling pathways are post-transcrip-
tionally regulated. Some ACS iso-
forms and the transcription factor
EIN3 are regulated by ubiquitin/26S
proteasome-mediated degradation
(Etheridge et al., 2005). Additionally,
ETR1 gain-of-function and loss-of-
function mutations affect the expres-
sion of ETR1 at the post-transcrip-
tional level (Zhao et al., 2002).

ETHYLENE AND ROOT
MERISTEM DEVELOPMENT

During root development, ethylene
promotes root hair differentiation and
inhibits cell elongation (Tanimoto
et al., 1995; Pitts et al., 1998; Ruzicka
et al., 2007). Ethylene also affects
other aspects of root growth via the
induction of certain genes involved in
auxin biosynthesis including ASA1/
WE12/TIR7, ASB1/WE17 (alpha and
beta subunits of ANTHRANILATE
SYNTHASE), TAA1/WE18 (TRYP-
TOPHAN AMINOTRANSFERASE),
and TARs (TAA1-related genes)
(Ruzicka et al., 2007; Swarup et al.,
2007; Stepanova et al., 2008). The
interaction between ethylene and
auxin will be discussed in Root Cell
Elongation section in this review.
Additionally, ethylene affects cell

division in QC cells and is likely to be
involved in root meristem mainte-
nance. First, the high level of ethyl-
ene in eto1 mutants promotes QC cell
division independently of auxin and
without interfering with QC cell fate,
and, second, the constitutive activa-
tion of the ethylene response in ctr
mutants generates additional QC
cells and smaller root meristems (Fig.
2; Ortega-Martinez et al., 2007; Tho-
mann et al., 2009).

ABSCISIC ACID (ABA)

Abscisic acid (ABA) is an isoprenoid
hormone that is involved in the regula-
tion of seed development and dormancy
as well as plant responses to various
environmental stresses, particularly
stress due to water deficit. This hor-
mone is present in all plant tissues
from the apical bud to the root tip
(reviewed in Finkelstein et al., 2002).
ABA is synthesized in nearly every

cell that contains plastids; however,
vascular tissues are likely to be the
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Fig. 3. Schematic representation of main tissue-specific concentration/function of different
hormones in the root meristem. Auxin mainly accumulates in the stem and columella cells (pur-
ple color and arrows indicate auxin distribution). Brassinosteroids (BRs) mainly function in the
epidermal cells to control meristem size (peach). Cytokinins (CKs) acts in the transition zone and
columella cells (red). Gibberelins (GAs) acts in the endodermal cells to control meristem size and
cell elongation (green). Ethylene accumulates in the QC and elongation zone (blue) and Abscisic
Acid (ABA) functions in the elongation zone and QC cells (yellow).
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main sites of ABA biosynthesis in
non-stressed plants (Nambara and
Marion-Poll, 2005). ABA is derived
from the C15 compound farnesyl pyro-
phosphate or C40 carotenoids synthe-
sized by the plastid 2C-methyl-D-
erythritol-4-phosphate (MEP) path-
way, and is predominantly found in
vascular parenchyma cells (Nambara
and Marion-Poll, 2005). Genes
involved in ABA biosynthesis include
a ZEAXANTHIN EPOXIDASE PRO-
TEIN (ZEP), a 9-CIS-EPOXYCARO-
TENOID DIOXYGENASE (NCED), a
SHORT-CHAIN ALCOHOL DEHY-
DROGENASE/REDUCTASE (SDR),
and an ALDEHYDE OXIDASE
(AAO). ABA is also synthesized indi-
rectly through the cleavage of a C40

carotenoid precursor (reviewed in
Xiong and Zhu, 2003). ABA is ubiqui-
tous in vascular tissues and is trans-
ported via the xylem and phloem.

ABA may be inactivated by oxida-
tion or by covalent conjugation with
other molecules such as glucose to
form ABA-glucose ester (ABA-GE).
The three ABA hydroxylation path-
ways that oxidize ABA produce com-
pounds that could carry out biological
activities; however, hydroxylation
triggers further inactivation steps
(Nambara and Marion-Poll, 2005). It
has also been shown that conjugation
not only inactivates ABA but also
causes an alteration in cellular distri-
bution such that some conjugated
ABA localizes in vacuoles and may
serve as a storage form of the hor-
mone. Moreover, these conjugates
could be important for long-distance
transport of ABA from the root to the
shoot because ABA-GE has been
found in high concentrations in the
xylem sap (Verslues et al., 2007).

Recent biochemical and genetic
approaches have uncovered several
soluble ABA receptors including 14
proteins of the PYRABACTIN
RESISTANCE/PYRABACTIN-LIKE or
REGULATORY COMPONENTS OF
ABA RECEPTOR family (collectively
known as the PYR/PYL/RCAR fam-
ily). Signaling commences when ABA
binds to PYR/PYL/RCAR receptors,
which promotes the inhibition of pro-
tein phosphatases of type 2C (PP2Cs).
Because PP2Cs act as negative regu-
lators of SnRK2, this inhibition allows
for SnRK2 activation and subsequent
phosphorylation of target proteins

(Ma et al., 2009; Park et al., 2009).
Several SnRK2 targets have been
reported both at the plasma mem-
brane and in the nucleus; these
include ABA-responsive element
binding factors (ABFs/AREBs) and
the ion channels responsible for tur-
gor-mediated stomatal closure
(Melcher et al., 2010). SnRK2s also
recognize ABA-responsive elements
(ABRE) in the promoter regions of
ABA-inducible genes. Six homologs of
PP2C have been described (ABI1,
ABI2, HAB1, HAB2, AHG1, and
AHG3; Leung et al., 1997; Leonhardt
et al., 2004; Saez et al., 2004; Yoshida
et al., 2006; Nishimura et al., 2007),
and several transcription factors
(ABI3, ABI4, ABI5, and the ABFs)
that regulate downstream ABA-in-
ducible genes have also been charac-
terized (reviewed in Finkelstein and
Rock, 2002; Finkelstein et al., 2005;
Fujita et al., 2005).

ABA AND ROOT
DEVELOPMENT

ABA promotes root elongation in a
dose-dependent manner when it is ex-
ogenously applied at 0.1 mM, whereas
root growth is inhibited when the hor-
mone is applied at concentrations
above 1.0 mM (Ghassemian et al.,
2000). This inhibition of the primary
root requires SnRK 2.2 and SnRK 2.3
because mutations in these genes con-
fer resistance to ABA (Fujii et al.,
2007). It is likely that other ABA reg-
ulators are repressed during normal
root development. For example, SCR
inhibits ABI4 (a transcription factor
induced in response to ABA signaling)
specifically in the endodermis. scr-1
mutants have short roots and high
levels of ABI4, and overexpression of
ABI4 in the endodermis (where SCR
is normally expressed) also yields
shorter roots (Fig. 2). However, abi4-
104 loss-of-function mutants also
have shorter roots, indicating that the
expression level of ABI4 and the spe-
cific tissue where it is expressed have
other root growth effects (Cui et al.,
2012). ABA also acts as a root-to-shoot
signal that controls the closure of sto-
mata and affects root architecture in
response to drought (Sharp, 2002; De
Smet et al., 2003).

Additionally, ABA induces QC qui-
escence and suppresses cell differen-

tiation in the SCN. Extra QC divi-
sions were observed in mutants that
are ABA-deficient (aba1-1, aba2-3,
aba2-4, and aba3-2) or ABA-insensi-
tive (abi1-1, abi2-1, abi3-1, and abi5-
1). The inhibition of ABA biosynthesis
also promotes stem cell differentiation
(Zhang et al., 2010).

HORMONE CROSSTALK
DURING ROOT
DEVELOPMENT

For each plant hormone, knowledge
regarding its metabolism, region of
action, and function is important;
however, hormones do not act inde-
pendently of each other. In fact, hor-
mone action depends on the relative
concentrations of multiple hormones
rather than only on their individual
concentrations. Their signal trans-
duction and biosynthetic pathways
are interlinked, and this interdepend-
ence is known as hormone crosstalk.
Thus, hormones form a complex net-
work that underlies their net role
during different developmental proc-
esses including root development.
The integrated role of plant hor-

mones in the SCN as well as in cell
proliferation, elongation, and depar-
ture from the RAM (i.e., entrance into
the elongation and differentiation
zones) will be discussed in the Root
Cell Proliferation, Root Cell Elonga-
tion and Hormone crosstalk and SCN
Patterning sections in this review.

ROOT CELL
PROLIFERATION

The auxin/CK ratio is important for
determining cell behavior along the
apical-basal axis in the root because it
maintains root meristem size and con-
trols the transition from cell prolifera-
tion to cell elongation. A high level of
auxin activity relative to CK action or
concentration is required for the
maintenance of cell proliferation,
thus preventing cell expansion and
differentiation. In contrast, relatively
high levels of CK are important for
the transition from the proliferative
meristematic zone to the differentia-
tion zone. In this antagonistic rela-
tionship, genes that are responsive to
both hormones are cross-regulated.
CK upregulates SHORT HYPOCO-
TYL 2 (SHY2), which corresponds to

D
ev

el
op

m
en

ta
l D

yn
am

ic
s

1876 GARAY-ARROYO ET AL.



IAA3, an ARF repressor that
decreases the expression of PIN1,
PIN3, and PIN7 (among other genes)
in the vascular tissue of the transition
zone (Dello Ioio et al., 2007, 2008b;
Ruzicka et al., 2009; Moubayidin
et al., 2010). Additionally, CK signal-
ing negatively regulates PIN genes at
the post-transcriptional level (Zhang
et al., 2011). However, in the prolifer-
ation zone, auxin mediates the degra-
dation of the SHY2 protein, which
allows for PIN expression, proper
auxin distribution, and normal cell di-
vision (Dello Ioio et al., 2007, 2008b).
Auxin can inhibit CK metabolic inac-
tivation by inducing CK oxidases,
whereas CK locally promotes auxin
synthesis (Zhou et al., 2011; Jones
et al., 2010). Thus, CK not only
represses polar auxin transport but
also promotes local auxin biosynthesis
in the proliferation zone (Zhou et al.,
2011). However, the function of CK is
complex, and although the overex-
pression of CKX in Arabidopsis leads
to larger root meristems, CK receptor
mutants exhibit short root pheno-
types. GA indirectly promotes PIN
expression by inhibiting ARR1, and
GAs also target PIN proteins for
vacuolar degradation (Moubayidin
et al., 2010; Willige et al., 2011). The
means by which these two processes
are stabilized is not clear.

GA is also involved in RAM size
regulation via its effects on the auxin/
CK balance (Vanstraelen and
Benkov!a, 2012). In this balance, vari-
ous downstream genes are regulated.
Concurrently, auxin promotes GA
synthesis (Frigerio et al., 2006) and
enhances the degradation of RGA and
GAI DELLA proteins (Fu and Har-
berd, 2003). Therefore, mutants that
accumulate DELLAs typically have
very small RAMs (Achard and Gens-
chik, 2009; Ubeda-Tomas et al., 2009).
Additionally, GA can act independ-
ently of the auxin-CK pathway and
regulate cell proliferation and meris-
tem size by downregulating the cell
cycle inhibitor KRP2 via DELLA deg-
radation (Achard and Genschik, 2009;
Ubeda-Tomas et al., 2009).

BRs have also been implicated in
the relationship between auxin and
CK. BREVIS RADIX (BRX) is a puta-
tive transcriptional co-regulator that
promotes root growth primarily by
affecting meristem size (Mouchel

et al., 2004). The brx mutant is defi-
cient in BRs, and most of its auxin-re-
sponsive genes are globally impaired,
which demonstrates the requirement
for BRs in auxin-responsive transcrip-
tion (Mouchel et al., 2006). In young
roots, BRX is a direct target of ARF5/
MONOPTEROS (MP), which transi-
ently enhances PIN3 expression to
promote meristem growth. At later
stages, cytokinin induction of SHY2
in the vascular transition zone
restricts BRX and PIN3 expression,
limiting meristem growth (Scacchi
et al., 2010). Theoretical and experi-
mental results suggest that BRX
forms a complex with ARFs and that
this interaction amplifies the tran-
scriptional activity of ARFs. Alterna-
tively, BRX may compete with Aux/
IAA for interaction with ARFs (Scac-
chi et al., 2010; Sankar et al., 2011). It
is unclear whether BRX/ARF com-
plexes play a role in controlling meris-
tem size because the BRI receptor
is expressed in the epidermis and
a BR-mediated signal has been
demonstrated to originate from the
epidermis (Gonzalez-Garcia et al.,
2011; Hacham et al., 2011).

Taken together, these data indicate
that cell proliferation and RAM size
are regulated by the collective action
of auxin, CKs, Gas, and BRs, all of
which exhibit regulatory interdepend-
ency at the levels of biosynthesis, sig-
naling, and transport.

JA and ABA also participates in
root cell Proliferation antagonizing
auxin. It has been documented that
JA directly represses the expression
of PLT or PIN, thus inhibiting RAM
growth (Chen et al., 2011). However, a
feedback mechanism occurs between
these hormones. JA promotes auxin
biosynthesis by inducing the expres-
sion of ASA1/WE12/TIR7 (Stepa-
nova et al., 2005; Sun et al., 2009),
and auxin reduces JA signaling by
upregulating the JAZ1 repressor
(Grunewald et al., 2009). In addition,
ABA and CK regulate ABI4, which in
turn represses PIN1 expression
(Shkolnik-Inbar and Bar-Zvi, 2011;
Vanstraelen and Benkov!a, 2012). A
synergistic effect of ABA and auxin
has also been reported. The exoge-
nous application of ABA upregulates
certain auxin response genes (e.g.,
MP and PLT2) (Zhang et al., 2010).
Interestingly, unlike GA and BRs,

ABA inhibits cell division via upregu-
lation of KRP1 (Wang et al., 1998).

ROOT CELL ELONGATION

Auxin and GA pathways converge
during root elongation and tissue dif-
ferentiation; auxin is required for GA-
induced degradation of RGA to medi-
ate root elongation (Fu and Harberd,
2003). However, the GA-induced deg-
radation of DELLA proteins is inhib-
ited by ethylene (Achard et al., 2003).
Thus, it is very interesting that cer-
tain regulatory effects of ethylene and
auxin on growth are mediated via
DELLA proteins (Achard et al., 2003;
Fu and Harberd, 2003). DELLA pro-
teins appear to be integrators of at
least three different hormone path-
ways that orchestrate the response of
the plant to different stimuli.
Auxin may induce BRs and, to-

gether or in parallel, these two hor-
mones promote cell elongation
(Hacham et al., 2011). However, BRs
are known to stimulate the produc-
tion of ethylene in roots (Mussig
et al., 2003; Benkov!a and Hejatko,
2009), indicating potential negative
feedback regulation among these two
hormones.
Auxin, GA, and BRs induce cell

elongation; however, ethylene and
auxin synergistically inhibit this pro-
cess, and they reciprocally induce
their biosynthesis and response. Eth-
ylene stimulates auxin biosynthesis
in root tips through the induction of
ASA1, ASB1, TAA1, and TAR genes
(Stepanova et al., 2005, 2008) and
also stimulates basipetal auxin trans-
port to the elongation zone, thus in-
hibiting cell elongation via regulation
of polar auxin transporters (AUX1
and PIN2; Luschnig et al., 1998;
Ruzicka et al., 2007; Swarup et al.,
2007; Negi et al., 2008). However, ele-
vated auxin levels lead to increased
ethylene synthesis, which facilitates
the inhibitory effect of ethylene on
cell elongation (Swarup et al., 2007).
Moreover, a whole-genome analysis
revealed that auxin and ethylene
function both independently and in
concert, and the two hormones regu-
late each other at the levels of synthe-
sis, transport, and signaling (Stepa-
nova et al., 2007). CK also inhibits
cell elongation, and this regulation
depends on ETR1 and EIN2, two
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components of the ethylene signaling
pathway (Ruzicka et al., 2009; Kush-
wah et al., 2011). Interestingly, the re-
pressive effect of ethylene on elonga-
tion does not affect the meristematic
zone (Galinha et al., 2009).

Understanding how all these hor-
mones pathways feed back and to-
gether underlie the modulation of cell
proliferation and cell elongation/dif-
ferentiation during root development
will require integrative formal
approaches (see ‘‘Theoretical
approaches to the study of hormones
in the root’’ section in this review).

HORMONE CROSSTALK AND
SCN PATTERNING

As described above, several hormones
affect SCN establishment and cellular
patterning in the root. However, little
is known about hormone crosstalk in
the SCN. In fact, many of the hor-
mone interactions observed in the
proliferation and elongation zones
(e.g., the synergistic relationship
between auxin and BR at the signal-
ing level) are not present in the SCN
(Gonzalez-Garcia et al., 2011). More-
over, an effort to detect the interac-
tion of ABAwith ethylene in the regu-
lation of the SCN indicated that ABA
regulation is ethylene-independent
(Zhang et al., 2010) even when ABA
promotes ethylene biosynthesis
(Ghassemian et al., 2000). There are
only three documented examples of
crosstalk in the SCN. The first of
these is the induction of MP and
WOX5 expression by ABA, suggesting
that auxin and ABA interact in the
regulation of the SCN (Zhang et al.,
2010). The second example is the
auxin-mediated suppression of CK
signaling during embryonic develop-
ment, which determines the SCN of
the primary root as a result of PIN-
mediated auxin accumulation and the
expression of WOX5 and PLT (Friml
et al., 2003; Weijers et al., 2006; Mul-
ler and Sheen, 2008). The third exam-
ple is the upregulation of TAA1
expression by ethylene in the QC
(Stepanova et al., 2008). TAA1 is an
auxin biosynthesis gene that is also
induced by CK and is necessary for
maintaining proper auxin levels in
the root. Contrary to these results, it
has been reported that the effect of
ethylene on QC cells is auxin inde-

pendent, and it was suggested that
auxin itself is not sufficient to induce
cell division in the QC (Ortega-Marti-
nez et al., 2007). Further experiments
will be needed to clarify this apparent
discrepancy.

Unraveling the means by which
hormones communicate to regulate
SCN maintenance, development, and
patterning remains a challenge that
needs to be addressed in future
research. However, it is clear that
hormone interactions at the levels of
synthesis, metabolism, and distribu-
tion are being uncovered. Addition-
ally, hormone interactions during the
transcriptional or post-transcriptional
regulation of key molecular compo-
nents in signal transduction path-
ways and hormone interactions with
many target genes in several develop-
mental-specific contexts are slowly
being clarified. Thus, a complex net-
work of interactions and crosstalk
between hormone pathways is
emerging.

THEORETICAL
APPROACHES TO THE
STUDY OF HORMONES IN
THE ROOT

Hormonal regulation is a complex
process, and due to the non-linear na-
ture of their interactions, hormones
exhibit non-intuitive behaviors that
necessitate theoretical and computa-
tional tools for their analysis. Some
researchers have begun to use these
tools, and auxin transport in the root
has been the subject of theoretical
analyses. An earlier study demon-
strated that auxin transport mediated
by PIN proteins is sufficient to
robustly generate the auxin gradient
observed along the root (Grieneisen
et al., 2007), and a recent study illus-
trated how this mechanism, when
coupled to the auxin-regulated PIN
expression and degradation process,
was able to recover the self-organiz-
ing properties of the auxin gradient
observed in the root (Mironova et al.,
2012), which is similar to what occurs
during the root regeneration process
(Sena et al., 2009).

Ethylene signaling has also been
studied using theoretical tools. In this
work, the communication channel
conformed by the ethylene signal

transduction pathway was studied in
Arabidopsis root cells, and the Shan-
non entropy (H), or degree of uncer-
tainty that the signal transduction
pathway has during the decoding of
the message received by ethylene
receptors, was computed. These mod-
els showed that the amount of infor-
mation managed by the root cells
could be correlated with the frequency
of the input signal. Indeed, it was
shown that if one ‘‘master’’ gene
(ERF1) and one ‘‘slave’’ gene (HLS1)
are considered, then the total H is
determined by the uncertainty associ-
ated with the expression of the ‘‘mas-
ter’’ gene. Additionally, the H associ-
ated with HLS1 expression
determines the information content of
the system that is related to the inter-
action of the antagonistic ARF1,2 and
HLS1 genes (Diaz and Alvarez-
Buylla, 2006, 2009).
Importantly, similar types of theo-

retical approximations have been
used to formally evaluate the role of
integrated hormone signaling path-
ways. The crosstalk between the
auxin, ethylene, and CK signaling
pathways was modeled using the
same approximation as in Diaz and
Alvarez-Buylla (2006). The model
indicated how the POLARIS gene
controls the ethylene-dependent regu-
lation of auxin at the transport and
biosynthesis levels, consequently reg-
ulating the auxin concentration at the
root tip. This work also demonstrated
how variations in the model parame-
ters generate different auxin
responses (Liu et al., 2010). The cross-
talk between auxin and BRs was
studied with a qualitative continuous
approximation, which suggested the
possible role of BRX in mediating
communication between auxin and
BRs (Sankar et al., 2011). Impor-
tantly, this hypothesis was experi-
mentally verified (Scacchi et al.,
2010). The crosstalk between auxin
and CKs observed at the transition
zone and the means by which auxin
regulates the pattern and mainte-
nance of the root SCN in conjunction
with other transcription factors have
also been studied with theoretical
tools (Muraro et al., 2011; Azpeitia
et al., 2010). This body of research
has provided important clues about
hormone function and highlights how
the combined use of experimental and
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theoretical approaches can improve
our understanding of the crosstalk
among hormones.

PERSPECTIVES

As data on plant hormone biosynthe-
sis, metabolism, signal transduction
pathways, transport, and overall
function are uncovered, a complex
network of interactions is revealed.
However, we are still far from under-
standing how plant cells and whole
plants dynamically integrate environ-
mental and endogenous signals to
control cell function and status (e.g.,
proliferative vs. elongating/differenti-
ating). Previous views of hierarchical
unidirectional pathways acting inde-
pendently of each other are being dis-
carded. Current knowledge regarding
hormone pathways suggests that: (1)
several hormones regulate genes in
the signaling pathways of other hor-
mones (Nemhauser et al., 2006); (2)
proteosome protein degradation
occurs in most hormone pathways
(auxin, ethylene, BRs, and GAs); and
(3) DELLA proteins function as cen-
tral molecular components of a
growth-repressing mechanism that
integrates the action of most hor-
mones (Achard et al., 2003, 2006).

Hormone pathways also converge
in the regulation of common targets.
Interestingly, however, transcriptomic
analysis using GA, IAA, and BRs has
suggested that the exogenous applica-
tion of each hormone regulates a set
of specific target genes independently
(Nemhauser et al., 2006). This finding
suggests that the direct targets of
plant hormones may be specific; how-
ever, the same experiments suggest
that different members of the same
family are regulated by different hor-
mones (Nemhauser et al., 2006).

We propose that integrative
dynamic models such as those used to
understand gene regulatory networks
(Alvarez-Buylla et al., 2010) or single
hormone signaling pathways (Diaz
and Alvarez-Buylla, 2006, 2009) could
be used to integrate and better under-
stand the complex interactions that
underlie hormone biosynthesis, me-
tabolism, signaling, transport, and
action, as well as their integrated role
in cell proliferation and differentia-
tion during root growth.
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Dynamic models of epidermal patterning as an approach to plant
eco-evo-devo
Mariana Benı́tez1,2, Eugenio Azpeitia2,3 and Elena R Alvarez-Buylla2,3,*

Epidermal patterning in Arabidopsis thaliana leaves and root

has become a model system for experimental and theoretical

developmental studies, yielding well-characterized regulatory

networks. We succinctly review the dynamic models proposed

for this system and then argue that it provides an excellent

instance to integrate and further study the role of non-genetic

factors in plant development and evolution. Then, we set up to

review the role of phytohormones and environmental stimuli in

the regulation of cell-fate determination and patterning in this

system. We conclude that dynamic modeling of complex

regulatory networks can help understand the plasticity and

variability of cellular patterns, and hence, such modeling

approaches can be expanded to advance in the consolidation

of plant Evolutionary and Ecological Developmental Biology

(eco-evo-devo).
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Epidermal patterning system: molecular
genetics and systems biology approaches
The differentiation of the leaf and root epidermal cells in
Arabidopsis thaliana (Arabidopsis) has become a model
system for the study of cell fate determination and pattern
emergence. Vast work on molecular genetics and model-
ing has shown that the distribution of epidermal hairs
(trichomes in the leaves, and trichoblasts in the root)
emerge from similar gene regulatory networks (GRNs)

[1–3], even though the spatial distribution of hair cells
differs between these two systems; trichomes tend to
appear away from each other (Figure 1), while trichoblasts
are arranged in cell files that alternate with atrichoblast
cell files.

Briefly summarized, epidermal cell identities depend
mainly on the presence of a complex formed by a
MYB protein – WEREWOLF (WER) in the root and
GLABRA1 (GL1) in the shoot–, the bHLH proteins
GLABRA3 (GL3) and ENHANCER OF GLABRA3
(EGL3), and the WD40 protein TRANSPARENT TES-
T GLABRA1 (TTG1). In turn, TRIPTYCHON (TRY),
CAPRICE (CPC), and ENHANCER OF TRY AND
CPC 1,2,3 (ETC1,2,3), all of them R3 single repeat
MYB transcription factors, prevent the formation of the
MYB-BHLH-WD40 complex and act as inhibitors of
trichome and atrichoblast cell fate (recent reviews in
[3,4]; Figure 2a, b). However, other proteins involved
in the regulation of epidermal patterning have been
identified and further characterized. TRICHOMLESS1
and 2 (TCL1,2) have been shown to interact with GL3
and to inhibit the trichome fate by directly suppressing
the expression of GL1 [5,6]. MYB23 acts in a partially
redundant way with WER and is able to substitute for the
function of WER and to induce its own expression [7,8].
Additionally, high-throughput experiments have yielded
valuable insight into new components of these GRNs,
identifying for example other bHLH genes involved in
root hair determination and differentiation [9!!].

Mathematical and computational dynamic models have
been used to integrate available experimental data and
test the sufficiency of regulatory modules for epidermal
cell differentiation and patterning in leaves and roots
(Figure 2c–f). The fact that cell determination occurs
on the surface of leaves and roots, and cells maintain their
relative positions during this process has facilitated the
postulation of spatiotemporal models as a fixed two-
dimensional domain with emphasis in different processes
([10–15]; e.g. Figure 2). Overall, these efforts have pro-
vided novel predictions and hypotheses for further exper-
imental studies. For example, these models have enabled
to test the hypothesis sustaining that epidermal pattern-
ing is generated by an activator–inhibitor mechanism, a
class of reaction–difussion system [16] conformed by a
self-activating substance (activator) that acts at short
distances and that upregulates a long-range acting
antagonist (inhibitor), that can spontaneously generate
spatial patterns of activator concentration [17]. Models
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have revealed that an activator–inhibitor mechanism con-
formed by the MYB/bHLH/WD40 complex and its
inhibitors CPC and TRY seems to stabilize pattern for-
mation, but that such regulatory motif is coupled to other
partially redundant patterning motifs in a larger and
dynamically-richer system [18–20]. Indeed, models of
epidermal patterning add up to other integrative efforts
in diverse systems suggesting that redundancy at the
circuit or dynamic level contributes to the robustness
of patterning processes during plant and animal devel-
opment [21,22].

Dynamical models of epidermal patterning have also been
successfully used to formulate predictions that would have
been difficult (if not impossible) to conceive without the
use of models. These include predictions regarding the
phenotypic effect of changes in a wide range of parameter
values [11], as well as predictions considering the role of cell
geometry on the overall cellular patterns in the root [11].
Moreover, some of these predictions have been experimen-
tally tested and have contributed with new data to the
existing set of empirical evidence and to the understanding
of developmental patterning processes in general
(reviewed in [3]). For instance, Digiuni et al. [14] used a
combination of modeling and experiments to uncover the

nature of the competition between the members of the
MYB/bHLH/WD40 complex and their inhibitors. Using a
continuous model, three possible forms of TRY-mediated
inhibition of the complex were explored and simulations
demonstrated that while all three mechanisms were com-
patible with the wild type spacing pattern, only one of them
was able to account for the results of overexpression exper-
iments. Based on the simulation results, focused exper-
iments showed that the binding of TRY to free GL3 was the
most likely competitive inhibition mechanism. Bouyer et al.
[15] also followed a combined experimental and theoretical
approach to explore the role of TTG1 mobility in trichome
pattern formation. Using a continuous model of a highly
reduced GRN, the authors demonstrated that local self-
activation of the complex together with TTG1 diffusion
could alone generate a pattern similar to that observed in
the leaf epidermis. Then, they went on to show that
fluorescent TTG1 fusion proteins accumulate in develop-
ing trichomes while being depleted in their closest neigh-
bors, providing the community with new experimental data
that help validate the proposed models.

Finally, some of the theoretical studies revised here have
explored the mechanisms by which certain phytohor-
mones [12] or nutrient conditions [23!] could alter cell
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Factors involved in leaf epidermal patterning in Arabidopsis. As other developmental processes, epidermal cell determination and patterning emerges
from the complex interactions among several genetic and non-genetic factors. In the case of leaves, this process is affected by intercellular
communication, the formation of biochemical gradients, abiotic and biotic ecological interactions that may involve other organisms such as herbivores,
and gene regulatory networks, which in turn establish mutual regulation with hormonal and signaling pathways.
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Data-based dynamical models may reproduce wild-type patterns and suggest possible mechanisms behind pattern plasticity. (a, b) The
spatiotemporal model of cellular determination and patterning postulated by Benı́tez et al. (2008) considers the epidermis of leaves and roots as a two-
dimensional domain conformed by cells, each of which contains a gene regulatory network (GRN). In this figure the network’s components that are
stably expressed in each cell type are shaded in grey. But note that overall GRN topology is the same in both cell types of the leaf and root epidermis.
Since it has been shown that some molecular components of these networks can move to neighboring cells via plasmodesmata, the GRNs are
coupled by these mobile elements. (c, d) The dynamics of the coupled networks are sufficient to reproduce the generation of the leaf and root wild-
type patterns of hair and nonhair cells. (e, f) Altered patters of trichomes and trichoblasts can be generated by modified versions of the simulated
GRNs, providing a tool to simulate the precise effect of genetic alterations (e.g. GL3 overexpression in (e), and CPC loss of function in (f)). Similarly,
these models can help postulate specific ways in which signaling and hormonal pathways affect the GRNs and regulate the plastic epidermal patterns
that are observed.
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patterning. Nevertheless, modeling efforts have focused
mainly on the transcription factors involved in epidermal
patterning and still face the challenge of integrating the
growing evidence for hormonal, environmental and bio-
physical regulation of cellular determination and pattern-
ing [24!].

Pattern variability in response to internal and
external signals
Dynamic network models and experimental evidence have
suggested that cell patterning is sensitive to a wide range of
regulatory processes at the cellular, organismal and eco-
logical scale. Such processes involve non-genetic DNA
modifications (e.g. methylation), the interactions consti-
tuting complex GRNs, physical and chemical fields, and
environmental factors that contribute to the generation of
spatio-temporal patterns [25,26] (Figure 1). These pro-
cesses in certain ways constrain – while in others drive –
the emergence of patterns and shapes during develop-
ment, and are therefore key to understanding the emer-
gence, variability and evolution of cell patterns.

Indeed epidermal cellular identities and densities plas-
tically change during development [27,28] and in
response to diverse types of stimuli and conditions
[6,29–33] (Table 1; Figure 2). The GRNs involved in
epidermal patterning respond to and integrate various
signaling and hormonal systems. In the leaf epidermis, it
has been described that Gibberellin (GA) signaling upre-
gulates GL1 and promotes trichome development
[30,34,35], which could account for the changes in tri-
chome density during plant maturation and after flower-
ing [27,28]. Interestingly, both GA and cytokinins, which
act as antagonists in other contexts [36], stimulate the
development of trichoblasts via transcription factors
related to GLABROUS INFLORESCENCE STEMS
(GIS) [35]. Jasmonates (JA) also promote trichome de-
velopment and increase trichome density by inhibiting
the action of JAZ proteins, which in turn inhibit GL3,
EGL3, and GL1 [33,37!!], while salicylic acid (SA) pro-
duces a reduced-trichome density phenotype [6,31].

In the root epidermis, ethylene appears to mediate Fe-
deficiency-induced root hair formation. Roots treated
with the ethylene precursor ACC exhibit ectopic root
hairs, as do roots under –Fe conditions and ethylene-
overproducing mutant seedlings [38]. Finally, it was
recently reported that reduction in the expression of a
C2H2 zinc finger protein ZINC FINGER PROTEIN 5
(ZFP5), which is induced by cytokinins, leads to fewer
and shorter root hairs as compared to wild type by directly
promoting the expression of CPC [39!]. Adding to the
complexity of the developmental system under discus-
sion, cross talk between hormonal signaling systems that
affect the epidermal cellular patterning GRN appears to
be ubiquitous in plant development [6,31,40].
Environmental factors that induce modifications on epi-
dermal patterning, particularly on hair density are also
important. Such modifications may be ecologically sig-
nificant to contend with various types of abiotic and biotic
factors. For example, salt stress reduces trichoblast
density and size, and extremely high salt concentrations
transform root hair pattern [41], while CO2 increases
trichoblast density and size [42]. It is not clear how these
signals are integrated by the GRN involved in epidermal
patterning, but it is likely that hormonal signaling path-
ways mediate this response, as hormonal signaling sys-
tems often mediate the response to diverse
environmental signals. For instance, JA mediates plant
responses to insect attack, wounding, pathogen infection,
stress, and UV damage, and at the same time induces the
formation of trichomes on the leaf epidermis [33].

Importantly, the components of networks involved in
epidermal patterning do not only sense environmental
signals, but also affect the organism’s plastic response and
establish feedbacks in the organism–environment inter-
actions. For instance, gl1, gl3 and try single mutants have a
defective cuticle formation. Cuticle is important for the
systemic acquired resistance, which is a defensive
response against pathogens. Consequently, these mutants
have a reduced or compromised resistance against
pathogen infection, a phenotype that can be partially
rescued with GA addition [43].
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Table 1

Summary of the environmental, signaling and hormonal factors involved in epidermal patterning in the leaf and root of Arabidopsis

Phenotypic effect on the cellular patterns Hormonal, environmental or organismal stimuli References

Leaf epidermal patterning Increased density of trichomes Gibberellins [30,34]
Jasmonates [33,37!!]
Cytokinins [35]
Plant maturation, flowering [27,28]

Decreased trichome density Salicylic acid [6,31]

Root epidermal patterning Increased number of trichoblasts Nutrient deficiency [23,32,38]
Ethylene [38,66]
CO2 [42]

Decreased number and size of trichoblasts Cytokinin [6,39!]
Salt stress [41]
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Furthermore, the regulatory networks associated to root
and leaf epidermal patterning are tightly coupled to other
developmental modules, which could account for spatial
and temporal regulation of epidermal patterning along the
life cycle of Arabidopsis. For instance, early experiments
showing that GL3 reduces endoreduplication, while TRY
increases it [44], demonstrated that epidermal hair pat-
terns and cell cycle are coupled. More recent evidence is
beginning to clarify this link, in which CYCLIN B1;2 and
D3;1 [45], SIAMESE (SIM) [46,47], CDKA and CC52A1
[4,47,48] and other molecules are involved. As a matter of
interest, the reduction of endoreduplication levels can
induce trichomes to lose their fate and transdifferentiate
as epidermal pavement cells [49], which further points to
a complex and bidirectional link between the modules of
epidermal patterning and cell cycle regulation (review in
[4]). Epidermal cell determination is also coupled to stem
cell development and maintenance via JACKDAW (JKD),
which was initially characterized as a transcription factor
involved in root stem-cell maintenance and later shown to
act in a non-cell autonomous manner during root hair
determination [50!!]. Indeed, jkd loss of function pro-
duces randomized epidermal hair distribution instead of
the typical bands, and epistasis analyses revealed that it
acts upstream of the root hair GRN.

Epidermal patterning as a model in eco-evo-
devo
Eco-evo-devo, or ecological and evolutionary develop-
mental biology has resulted from three disciplines coming
together in the need to fully understand the origin,
variation, and thus evolution, of phenotypes [51–53].
Such integrative discipline has been largely motivated
by the wealth of empirical data showing that phenotypes
and their evolution cannot be reduced to the evolution of
genes and that, besides regulatory interactions within and
among GRNs, other factors are central to the generation
and variation of organismal shapes, physiology,
phenology, and so on [25,54–56]. Then, among the issues
that this field aims to investigate is the role of environ-
mental factors in the generation of new phenotypes and,
in turn, the effect of developmental variability in the
modification of ecological interactions, and the potential
for transgenerational inheritance of phenotypic changes
induced by environmental stimuli (Figure 3). Impor-
tantly, addressing the issues identified by the eco-evo-
devo program requires dynamical and mechanistic expla-
nations of the relationship between developmental
modules, environmental factors and phenotype construc-
tion [53]. Mathematical and computational models con-
stitute an indispensable tool to dynamically integrate data
corresponding to these three areas, as well as for providing
a mechanistic account of the relationship among different
types of genetic and non-genetic factors during devel-
opment and evolution. Modeling approaches as those that
have been used to study the evolution of gene and
molecular networks (e.g. [57,58]) can also shed light on

the evolutionary processes giving rise to key features of
regulatory networks involved in development. Addition-
ally, integrative models will be necessary to perform
comparative analyses of the dynamics of whole develop-
mental modules [26].

Plant post-embryonary development underlies the gener-
ation of new tissues and structures throughout their whole
lives. In contrast to animal development, plant cell fates
and morphogenesis are constantly adjusted in response to
organismal and environmental stimuli. This makes plants
excellent models to study developmental plasticity – the
phenotypic variability generated during development in
close interaction with the environment – as well as the
constraining (or driving) role of organism–environment
interactions in the origin and evolution of phenotypes. In
particular, epidermal patterning in Arabidopsis constitu-
tes an ideal system to assess the effect of these inter-
actions in the generation and modification of cellular
patterns. Much as the research on other developmental
systems, the study of epidermal patterning has focused
mainly on uncovering the genetic factors involved in this
process, and more recently on the regulatory interactions
that give rise to GRNs. This has greatly contributed to our
understanding of plant development and has set a solid
basis on which theoretical and systemic studies have to be
carried out in the future. But now it will be necessary to
postulate mechanisms that couple such networks with
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The system of epidermal patterning in Arabidopsis leaves and roots as a
model system in eco-evo-devo. Environmental cues and conditions may
elicit signal transduction mechanisms, often involving hormone systems,
that feedback with complex regulatory networks and other
developmental mechanisms to give rise to plastic patterns of trichomes
and trichoblasts. Variation in such patterns can in turn affect the plant-
environment interactions. Finally, pattern variation may be inherited by
genetic or epigenetic mechanisms and may thus be fixed in certain
lineages and impact organismal evolution.

www.sciencedirect.com Current Opinion in Plant Biology 2012, 16:1–8

http://dx.doi.org/10.1016/j.pbi.2012.11.005
http://dx.doi.org/10.1016/j.pbi.2012.11.005


other aspects of development that also appear to play a
central role in epidermal patterning.

Another key issue will be to address if the patterns of
epidermal cells have been fixed by natural selection, or
are byproducts of adaptive processes involving other
traits. The latter could be possible given that the regu-
latory module involved in epidermal cell patterning is
linked to other developmental modules, as stated above.
However, it has been documented that some of the
contrasting patterns of epidermal cell patterning are fixed
within specific varieties or ecotypes [27], suggesting that
adaptive diversification could have played a role in fixing
such patterns in some cases. Moreover, the fact that
trichomes increase herbivore resistance [59!] reveals links
between this developmental system, plant ecology, and
possibly plant evolution. Then, an interesting eco-evo-
devo challenge is to address which specific molecular
mechanisms are the target of positive selection. This goal
first implies uncovering the molecular mechanisms
involved in responding to specific environmental factors
or selection forces.

Furthermore, in two plant species (Mimulus guttatus and
Raphanus raphanistrum) it has been shown that modifi-
cations in the trichome patterning induced by leaf
damage or herbivory can be inherited transgenerationally
[60–62,63!!]. These and other studies (e.g. [64!]) open
new and exciting avenues in the use of this system to
explore the role of the environment in the modification of
developmental patterns that can be passed on to the
following generations, and that could then be relevant
in evolutionary terms. Work in this line could help
evaluate and further develop theoretical frameworks in
which developmental plasticity is key to phenotypic
evolution, such as those of genetic accommodation [54]
and genetic assimilation [65].

Conclusions
Being epidermal patterning in the leaf and root of Arabi-
dopsis a plastic developmental process that integrates
hormonal, environmental and cellular signals, and at
the same time is amenable to molecular genetic and
morphogenetic studies, it may constitute an excellent
model to pursue joint experimental and modeling efforts
to address open questions in eco-evo-devo, such as what
are the genetic and non-genetic mechanisms behind the
plasticity of cell fate determination and patterning during
development. Data-based dynamical models will help to
assess the relative contribution of complex genetic inter-
actions and other non-genetic factors in the generation
and phenotypic variability of epidermal patterning, will
enable comparative analyses at the developmental-
module level, and may inform current theoretical propo-
sals regarding the role of non-genetic mechanisms in the
evolution of phenotypes.
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De Veylder L, Walker JD, Zheng Z, Oppenheimer DG et al.:
SIAMESE, a plant-specific cell cycle regulator, controls
endoreplication onset in Arabidopsis thaliana. Plant Cell 2006,
18:3145-3157.

48. Kasili R, Huang CC, Walker JD, Simmons LA, Zhou J, Faulk C,
Hülskamp M, Larkin JC: BRANCHLESS TRICHOMES links cell
shape and cell cycle control in Arabidopsis trichomes.
Development 2011, 138:2379-2388.

49. Bramsiepe J, Wester K, Weinl C, Roodbarkelari F, Kasili R,
Larkin JC, Hülskamp M, Schnittger A: Endoreplication controls
cell fate maintenance. PLoS Genet 2010, 6:e1000996.

50.
!!

Hassan H, Scheres B, Blilou I: JACKDAW controls epidermal
patterning in the Arabidopsis root meristem through a non-
cell-autonomous mechanism. Development 2010,
137:1523-1529.

This paper reveals JACKDAW as a link between two well-characterized
developmental modules, those of stem-cell specification in the root and
epidermal patterning.

51. Gilbert SF: The morphogenesis of evolutionary developmental
biology. Int J Dev Biol 2003, 47:467-477.

52. Pigliucci M: Do we need an extended evolutionary synthesis?
Evolution 2007, 61:2743-2749.

Dynamic models of epidermal patterning Benı́tez, Azpeitia and Alvarez-Buylla 7

COPLBI-1022; NO. OF PAGES 8

Please cite this article in press as: Benı́tez M, et al.: Dynamic models of epidermal patterning as an approach to plant eco-evo-devo, Curr Opin Plant Biol (2012), http://dx.doi.org/10.1016/
j.pbi.2012.11.005

www.sciencedirect.com Current Opinion in Plant Biology 2012, 16:1–8

http://dx.doi.org/10.1016/j.pbi.2012.11.005
http://dx.doi.org/10.1016/j.pbi.2012.11.005


53. Müller GB: Evo-devo: extending the evolutionary synthesis. Nat
Rev Genet 2007, 8:943-949.

54. West-Eberhard MJ: Developmental plasticity and the origin of
species differences. Proc Natl Acad Sci USA 2005, 102:6543-
6549.
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Abstract

A central issue in developmental biology is to uncover the mechanisms by which stem cells maintain their capacity to
regenerate, yet at the same time produce daughter cells that differentiate and attain their ultimate fate as a functional part
of a tissue or an organ. In this paper we propose that, during development, cells within growing organs obtain positional
information from a macroscopic physical field that is produced in space while cells are proliferating. This dynamical
interaction triggers and responds to chemical and genetic processes that are specific to each biological system. We chose
the root apical meristem of Arabidopsis thaliana to develop our dynamical model because this system is well studied at the
molecular, genetic and cellular levels and has the key traits of multicellular stem-cell niches. We built a dynamical model that
couples fundamental molecular mechanisms of the cell cycle to a tension physical field and to auxin dynamics, both of
which are known to play a role in root development. We perform extensive numerical calculations that allow for
quantitative comparison with experimental measurements that consider the cellular patterns at the root tip. Our model
recovers, as an emergent pattern, the transition from proliferative to transition and elongation domains, characteristic of
stem-cell niches in multicellular organisms. In addition, we successfully predict altered cellular patterns that are expected
under various applied auxin treatments or modified physical growth conditions. Our modeling platform may be extended to
explicitly consider gene regulatory networks or to treat other developmental systems.
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Introduction

The study of stem-cell niche patterns, and specifically how stem
cells can maintain their totipotent state while simultaneously giving
rise to daughter cells that obtain distinct fates to form differentiated
tissues and organs, is fundamental to understanding the develop-
ment of multicellular organisms [1]. Although plants and animals
have key differences in their development (e.g. lack of cell migration
in plant development), the cellular organization of stem-cell niches
in both lineages reveals striking similarities [1,2]. In both plants and
animals, stem-cell niches are formed by an organizer group of cells
with low rates of division, surrounded by stem cells with slightly
higher division rates. Moving distally from the organizer and stem
cells, cells proliferate at high rates. This proliferation domain (also
called amplification domain) is bordered by the elongation and then
the differentiation domains where proliferation stops and expansion
and differentiation, respectively, take place [1,3].
Gene interactions within intracellular complex regulatory networks

(GRN) [4,5] or frommorphogen dynamics at supracellular scales (see
[6,7]) are fundamental for proper growth and development. Indeed

organ and tissue development, as well as stem cell maintenance relies
to a great extent on complex transcriptional regulatory networks and
chemical fields. However, these are not the only components of
pattern formation. It is now recognized that physical fields are also
critical to explain developmental patterns, as they may provide
positional information that modifies cell behavior and differentiation
(see [6,7]). At the cellular level, the simplest physical constraint is
space. Cell expansion is driven by turgidity, which is an important
force acting on the cell wall [8]. The cell wall is a network of rigid
cellulose microfibrils cross-linked by polysaccharides and proteins,
that confer stiffness to the wall and allows it to resist turgidity [9].
Expansion of the cell is opposed by the rigidity of the cell wall,
producing a real stress field. Recent evidence shows that these kind of
mechanical cues are transmitted to the nucleus and, directly or
indirectly, regulate transcription factors (see for instance [10] and
references therein).
Given the complexity of the processes involved in the coupling

of developmental restrictions, mathematical and computational
tools have become indispensable in our efforts to understand the
network of interactions involved in cellular differentiation and
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organ development. Previously [11] we demonstrated that a
simplified version of the originally proposed GRN [12,13]
involved in floral development, could be coupled with a
mesoscopic physical field. This provides positional information
to cells in the floral meristem which is required to produce the
overall spatial pattern of cells observed during early flower
development. This and other similar studies [14] suggest that
robust morphogenetic patterns in multicellular organisms emerge
from complex interconnected dynamical processes, acting at
different levels of organization and spatio-temporal scales.
However, models that include such dynamical processes into the
dynamics of pattern formation in multicellular organs are in their
infancy [15,16]. Here we use the Arabidopsis thaliana (A. thaliana)
root apical meristem as a study system to propose a model that
couples cell proliferation and growth with chemical-physical
dynamical processes to predict the emergence of patterns in a
multicellular and multi-scale system.
The A. thaliana root has become an important experimental

model for understanding the molecular, cellular and biophysical
basis of morphogenesis in complex organs. This is due to its
relatively simple cellular structure and its indeterminate growth,
which gives rise to a multicellular structure with distinct cell
proliferation and elongation domains. Importantly, the root apical
meristem exhibits the typical cellular organization of stem cells
described above (see Fig. 1). At the tip of roots stem cells are
located surrounding the quiescent centre cells or the organizer
cells (green cells in Fig. 1); together, they constitute the stem-cell
niche (SCN) of the Arabidopsis root. Towards the base of the
plant, the stem cells transit to a cell proliferation domain (CPD)
where cells have high rates of cell division (also called proximal
meristem by some authors, for example: [17]), then they enter a
transition domain (TD), where cells have low or no probability of
dividing, but they have not started to elongate [18]. The SCN, the
CPD and the TD comprise the root apical meristem (RAM). More
distally from the organizer center, cells cease to proliferate and
start to grow in the elongation domain (EZ). Upon expanding to

their maximum length, cells attain their final fate in the
differentiation domain and produce the different tissues of the
root.
Key experimental data on cell cycle regulation and auxin

behavior in the root are used to develop our model. Patterns of cell
proliferation along the root longitudinal (apical-basal) axis are
greatly affected by the dynamics of the cell cycle itself and by the
concentration of several plant hormones, including auxin [19–23].
Cells in the root proliferation domain of the RAM undergo several

Figure 1. Confocal microscopy image of the A. thaliana root tip.
The stem-cell niche (SCN) with the quiescent cells (QC, in green) and
surrounding stem cells, the cell proliferation domain (CPD) with actively
proliferating cells, the transition domain (TD) and the elongation zone
(EZ), where cells do not proliferate, are indicated. The SCN, CPD and TD
comprise the RAM.
doi:10.1371/journal.pcbi.1003026.g001

Author Summary

The emergence of tumors results from altered cell
differentiation and proliferation during organ and tissue
development. Understanding how such altered or normal
patterns are established is still a challenge. Molecular
genetic approaches to understanding pattern formation
have searched for key central genetic controllers. However,
biological patterns emerge as a consequence of coupled
complex genetic and non-genetic sub-systems operating
at various spatial and temporal scales and levels of
organization. We present a two-dimensional model and
simulation benchmark that considers the integrated
dynamics of physical and chemical fields that result from
cell proliferation. We aim at understanding how the
cellular patterns of stem-cell niches emerge. In these,
organizer cells with very low rates of proliferation are
surrounded by stem cells with slightly higher proliferation
rates that transit to a domain of active proliferation and
then of elongation and differentiation. We quantified such
cellular patterns in the Arabidopsis thaliana root to test our
theoretical propositions. The results of our simulations
closely mimic observed root cellular patterns, thus
providing a proof of principle that coupled physical fields
and chemical processes under active cell proliferation give
rise to stem-cell patterns. Our framework may be extended
to other developmental systems and to consider gene
regulatory networks.

Coupled Physical-Chemical Fields and Cell Dynamics
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rounds of division before starting to elongate in the elongation
domain. A complex network of regulatory interactions controls the
cell cycle, in which cyclin proteins are key regulators. As their
name suggests, the expression of cyclins oscillates during each cell
cycle. At the beginning of each cell cycle, D-type cyclins (CYCD)
induce the expression of the RETINOBLASTOMA-RELATED
(RBR) gene through E2F-RBR pathway. RBR is a negative
regulator of E2F transcription factors, which activate the
transcription of mitotic cyclin CYCB. Later, CYCB cyclins are
degraded by the Anaphase-promoting complex/cyclosome, thus
completing the cycle and returning to the beginning of the cell
cycle (see reviews in: [24,25]). For the present study, the oscillatory
and time differential expressions of CYCD and CYCB are
sufficient to represent the cell cycle dynamics. The cell cycle
phases and main regulators are illustrated in Fig. 2.
Auxin is a phytohormone involved in almost every aspect of

plant development (see [26–32]). Auxin is a key regulator of cell
proliferation and cell elongation, and also modulates cell cycle
progression and cyclins [33–35]. Auxin has been shown to
upregulate mitotic cyclin (CYCA and CYCB) expression, and
the over-expression of CYCA can partially recover the phenotype
caused by low auxin levels, thus suggesting that auxin promotes
cell cycle progression [35]. It is also well-documented that auxin
gradients correlate with apical-basal patterns of cell proliferation
and elongation along the root (see [35–41]). There is an auxin
concentration gradient along the longitudinal axis of the root, with
the maximum concentration detected at the stem-cell niche,
specifically in the quiescent center [41,42]. While other hormones
are important in root growth and development, we exclusively
consider auxin due to its clear role in regulating cell cycle
dynamics and its measurable concentration gradient that corre-
lates with root developmental patterning [26].
Theoretical and experimental studies suggest that such auxin

gradients depend critically on the polar localization of the auxin
efflux transporter proteins, belonging to the PINFORMED gene
family (PIN ) (see [43–47]). Five PIN members are expressed
throughout the root, namely PIN1, 2, 3, 4 and 7. The proteins
PIN1, 3, 4, and 7 maintain a continuous auxin flow from the base
to the apex along the central tissues of the root. At the most apical
zone, below the QC, auxin is laterally redistributed to the
peripheral tissues by PIN3, 4, and 7. Finally, PIN2 directs flow
from the root apex to the base in addition to lateral auxin flow in

peripheral tissues. In conjunction, all PIN proteins create a reverse
fountain mechanism that maintains an auxin gradient along the
root [43,46,48].
Physical signals have been shown to affect auxin distribution, for

instance auxin gradients can be modified by mechanically-induced
root bending [49,50], or by changes in gravitational fields [51,52].
Polar auxin transport and microtubule orientation also respond to
mechanical forces in the shoot apical meristem [53,54]. Such
evidence suggests that auxin transport is affected by and tightly
coupled to physical forces. Furthermore, there is increasing
evidence that mechanical stress is extremely important for plant
morphogenesis; for instance, experiments show that differentiation
of mesenchymal cells is influenced by the rigidity of the
intracellular matrix [55].
In this paper we propose a simple model to study the interaction

between cell proliferation dynamics, local auxin concentration
(that in turn depends on the polar localization of PIN transporters
in the cell membranes), and an elastic physical field arising from
the inherent growth dynamics of the root. Our model provides a
formal tool that can be used to understand and predict the
emergence of the cellular patterns in the root tip. This type of
model can be extended to explore similarities in stem-cell niche
organization and subsequent cellular behaviors (proliferation,
elongation and differentiation) of plants and animals, and to
predict if such cellular organization might be explained by the
coupling of generic non-linear physical and chemical fields
relevant to cell proliferation dynamics. Our model is validated
with experimental measurements on cell size and proliferation
patterns along A. thaliana root, and sets the stage for developing
similar approaches in other systems.

Model

Roots are three-dimensional structures. However, the root tip
presents a consistent cylindrical symmetry that allows one to
ignore changes in the transverse plane of the root when
considering growth models. It is therefore possible to use a two-
dimensional domain consisting of undifferentiated cells to repre-
sent the shape of the root tip. This approximation allows for
numerical analysis of the model in 2D space. The model can be
validated by comparing the patterns obtained with those observed
experimentally in longitudinal histological or optical sections as the
ones readily used in experimental assays done with A. thaliana
roots. In some cases we have also compared our results obtained
from 3D roots.
Based on the shape and spatial arrangement of the root, we

conclude that cell reproduction in the early stages of root
development involves mainly three chained dynamics of cell
proliferation and resulting elastic field, and of the pattern of auxin
concentration, whose co-occurrence provides the spatial informa-
tion necessary to regulate the proliferation rate of each cell and to
ultimately determine its future fate during differentiation (see Fig. 3
for a schematic summary of the processes to be modeled and the
region of the root in which they take place).
Our first hypothesis is that a macroscopic physical field along

the root tip results from cell growth and proliferation within this
tissue in addition to constrained conditions imposed by the root
cap and the epidermal cells surrounding the root. We propose that
this field is elastic in nature and can be characterized by point
functions of stress, pressure, or local mechanical forces that stem
from the symplastic nature of plant tissues that are formed by
interconnected cells surrounded by cellulose cell walls. Perfect
equilibrium represents a state in which there are no mechanical
forces acting anywhere in the system. In practice, this equilibrium

Figure 2. Simplified scheme of the cell cycle. The four main
phases and the expression of two key cyclins are indicated.
doi:10.1371/journal.pcbi.1003026.g002

Coupled Physical-Chemical Fields and Cell Dynamics
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cannot be completely achieved because of the geometric
hindrances that impede the macroscopic system to reach a global
minimum in the energy landscape, trapping it in a local minimum.
In this situation there are remnant forces, and consequently the
field is not uniform. Our model considers this lack of uniformity as
a source of spatial information.
Our second hypothesis is that the synthesis, degradation and

transportation of auxin respond to the local elastic field in a direct
way, producing a dynamic pattern of auxin concentration along
the longitudinal axis of the root tip. This is important, since the
dynamical behavior of the formation of an auxin gradient should
be very different from the relaxation dynamics of the elastic field,
and it should occur at a different spatio-temporal scale.
Our third hypothesis proposes a direct relationship between

auxin concentration and cell cycle regulation that determines cell
proliferation rate. In the locations where cells divide and expand,
the elastic field is greatly modified and, in fact, it is reinforced
locally. This, in turn, affects the cell proliferation dynamics.
In short, we propose that the interaction among three different

coupled dynamics (the relaxation of the physical field, the
transport and concentration gradient of auxins and the oscillations
of the cell cycle regulators, i.e., the cyclins) capture the key aspects
underlying the overall emergent patterns of cell proliferation/
elongation, as well as the macroscopic appearance and overall
shape of the root. Our model includes the three dynamical
processes (cell proliferation, auxin spatio-temporal concentration
patterns and the elastic field) and their couplings in a two-
dimensional domain that represents a longitudinal section of the
root.

Cell dynamics and physical fields
We start by modeling the space occupied by a cell. Expansion of

the cell volume, whether by turgidity or growth, is opposed by the
rigidity of the cell wall producing a real stress field [9,56]. This
field is also present at the larger scale of a group of cells, such as
within the root apical meristem, since the increase in volume
required by cell growth and division is opposed by the surface
forces exerted by the root cap and epidermal cells surrounding it
[57]. From this perspective, it is logical to assume that this stress
field is self-regulated, that is, the accumulation of local stress (or
pressure) triggers mechanisms that prevent (or enhance) cell
division and growth. This assumption of self-regulation has been
incorporated into previous models of cellular interactions: Dupuy
and collaborators [58] used a rigidity matrix to model the
relationship between cell displacement and implied forces. A form
of potential energy has likewise been proposed as a way of

describing the equilibrium between turgor and cell wall resistance
[59]. Finally, in a recent paper investigating the floral meristem of
A. thaliana, potential energy was proposed as the means of
regulating auxin transport [15].
In our model for the root apex, we define a spatial domain in

which a potential function acts. The spatial derivatives of this
function render the mechanical force as a function of time and
space. Taking advantage of the radial symmetry of the region of
the root tip, we consider a two-dimensional space and divide it into
cells. We simulate cells by a Voronoi diagram obtained from a
collection of generating points that represent the position assigned
to each cell.

Voronoi diagrams
A Voronoi diagram, or tessellation, associated with a collection

of points assigns to each point a limited region of space in the form
of a convex polygon (polyhedron in three dimensions). Voronoi
cells are used nowadays in many fields of science, however it was
Honda [60] who first proposed the use of 2D Voronoi to model
cells in a biological context.
Our domain is defined as follows: 1) We construct a regular

shape with points on a rectangle and a parabolic tip. The exterior
points are fixed and represent the epidermal cells surrounding the
ground tissue of the root (See Videos S1 and S2). 2) These points
in the border cannot define a convex polygon, so the correspond-
ing cells have a point at infinity. 3) We create N points with
random coordinates in the interior of this domain and perform a
Voronoi tessellation using a Delaunay triangulation algorithm.
A typical configuration is shown in Fig. 4. Observe that the

areas of the cells (Ai) vary in size and shape, and that the
generating points shown in the figure (~rri) do not correspond, in
general, to the centre of mass of the cells (~rr0i ).
The average !AA0~

PN
i~1 Ai=N is the space that each cell would

occupy in a regular hexagonal lattice. Analogously, the distance is
di~D~rri{~rr0i D~0Vi in the regular array. In two dimensions the
array of cells with minimal surface energy is the hexagonal lattice,
and we use this fact to define a potential function around this
equilibrium configuration.

Elastic fields
Previous studies have used springs to simulate the interactions

among cells [61], and the elements of the cellular walls [62,63]. In
our case the equilibrium area !AA0 could be used to fix the size of
mature cells, so deviations from this value would represent
immature cells. If the cells in the tissue tend to be isotropic in
shape, then a value of di different from zero would represent cells
with the wrong shape and, consequently, largely stressed.
Regardless of the actual functional form of the energy potential,

it is possible to make a Taylor expansion around the equilibrium
state retaining only the first non-zero terms, provided one
considers small deviations from equilibrium. The first non-trivial
contributions correspond to a quadratic form, whose coefficients
can be interpreted as force constants.
Therefore, we propose a harmonic potential acting on each cell

i

V (xi,yi,t)~
Kv

2
(Ai(t){!AA0(t))

2z
Kc

2
(~rri(t){~rr0i (t))

2 ð1Þ

where the first term tends to uniformize the size, and the second
term is related with the shape of the cells. Kv and Kc are elastic
constants.

Figure 3. Histological drawing of the A. thaliana root tip. Here we
show the SCN and the same domains as shown in Fig. 1 are indicated
along the root apical-basal axis, as well as an schematic representation
of the processes that are included in the cellular model and their
interactions.
doi:10.1371/journal.pcbi.1003026.g003
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The expressions for the components of the force are:

Fx(xi,t)~{
Kv

2

1

2

XM

m~1

(xi{xm):li,m
D~rri{~rrmD

fAi{~AA0g

" #

{Kc(xi{x0i )

Fy(yi,t)~{
Kv

2

1

2

XM

m~1

(yi{ym):li,m
D~rri{~rrmD

fAi{~AA0g

" #

{Kc(yi{y0i )

ð2Þ

where li,m is the length of the edge shared between neighboring
cells, and we have omitted the time dependence of the variables on
the right hand side. All quantities in Eqs. 1 and 2 can be readily
calculated with the algorithm used to define the Voronoi diagram.
Since this is a conservative system, and there is no reason to

assume conservation in the root system, we include dissipation in
the form of friction that simulates losses due to the inability of cells
to make drastic elastic changes of shape or size. Therefore, the
total force should be:

~FFT (xi,yi,t)~{+V (xi,yi,t){k~vv(xi,yi,t) ð3Þ

where ~vv is the velocity and k is a friction coefficient. The N
coupled dynamical equations of this newtonian system

L~vv
Lt

~~FFT

L~rr
Lt

~~vv

ð4Þ

can be integrated numerically by using a simple Euler method,
imposing fixed boundary conditions on the fixed surface points.
As an example of the relaxation process with this scheme, in

Fig. 5 we show the configuration of points in Fig. 4 after 2000 time
iterations. The numerical calculation was stopped when the

relative changes of the positions and velocities was less than 10{10.
The magnitude of the constants Kc, Kv and k sets the units of the
time variations of the dynamical behavior of the system, and
should be adjusted to physical units when modeling the growth of
the RAM. One should consider the number of cell divisions per
unit time (2.6 events/hr), the cell production rate (between 0 and 6

cells|mm{1hr{1) and the cell proliferation rate distribution
(between 0 and 50 mm=hr) in the RAM [64]. The final form of the
relaxed field suggests that it could be used to transfer positional
information to the cells in the meristem. In order to achieve the
latter, the auxin concentration must be coupled to the local value
of the potential.
We introduced the process of cell division and proliferation into

the simulation by defining two points inside a cell when it
undergoes mitosis. The resulting Voronoi cells then locally alter
the field, and the extra space needed for the two daughter cells is
obtained by moving the upper border of the domain a proper
distance to provide the exact extra space required. We show details
of this process below.

Auxin transport
It is assumed that the field V is involved in the processes of

auxin transport. In any transport equation there are basically two
aspects to be considered: the hydrodynamic forces compelling a
fluid to move, and the diffusion phenomena. Both are important
for the case of auxins. Furthermore, the process of auxin transport

Figure 4. Typical initial configuration of cells after the Voronoi
tessellation of random generating points.
doi:10.1371/journal.pcbi.1003026.g004
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is recognized to be active, meaning that the transfer of matter
through the cell membranes could go against the concentration
gradient of auxin molecules due to the action of PIN proteins. We
propose that the amount of matter Q transported per unit time
from cell i to a neighbor cell m is proportional to the gradient of
the field V :

Qi,m~{Pi,m
:Ai,m

:DVi{VmD, ð5Þ

where Pi,m represents the permeability of the membrane and Ai,m

is the contact surface between the cells i and m (the line li,m in 2D).
Observe that if the values of the Pi,m’s were constant, this

equation would reduce to the well known Darcy’s Law in
hydraulics, which is analogous to Fourier’s law in heat conduction,
or Ohm’s law in electrical networks. However this is not the case,
because of the action of the PIN proteins which are critical.
Therefore, the permeability is:

Pi,m~a(ci{cm)F i,m, ð6Þ

where a is a constant related with the time scale of the dynamics,
and the direction of the flux with respect to the concentration
gradient (ci{cm) (diffusion term) is given by the logical function
F i,m. This latter function mimics the action of the PIN molecules,
which attach to the membrane according to orientation and
position in the domain.
We can simplify this action by considering ‘‘gates’’, which could be

opened (1) or closed (0) according to specified simple rules. Let S be the
set of cells at the surface, i.e. in contact with the immobile epidermal
cells. We have set the following rules: All gates are closed, except

1. when i,m[S and i is above m,

2. or if i,m =[S and i is below m,

3. or if i =[S and m[S and i is above m.

The dynamical equation for the concentration of auxins in cell i
is then:

1

a

Lci
Lt

~
XM

m~1

lim(ci{cm)DVi{VmD, ð7Þ

where the sum is over all neighboring cells. This expression can be

readily integrated numerically in parallel with Eq. 4, once the
parameter a has been properly adjusted.
In Fig. 6 we show the effect of the logical rules on the formation

of auxin gradients. On the left we show a calculation without these
rules, that is, maintaining all the membranes permeable. In (B) we
incorporate the PIN action into the model. Observe that the
distribution of the concentration of auxins (normalized with its
maximum value) is similar to the one observed in real roots [42].

Cell division cycle
We shall assume that the period of the cell division cycle is

regulated by the local concentration of auxins ci. We are aware that
this is an oversimplification of the complex hormonal regulation of
the cell cycle in plants, but auxin has been shown to be an important
component of such regulation [65]. We therefore need a model for
the oscillations of cyclin concentrations. The robustness of these
oscillations suggests that a non-linear oscillator would be a good
model. We consider a two-component system for simplicity,
considering CYCD and CYCB as the two key players. Since both
undergo regular out-of phase oscillations with maxima related to the
transitions between the G1-S and G2-M phases, respectively (See
Fig. 2), we choose a simple Lotka-Volterra non-linear system with
two components, generally used in ecology to model the predator-
prey dynamics. This system presents all characteristics required for
the observed time behavior of the concentration of cyclins [66]. The
adimensional activator-inhibitor dynamical equations are:

Lu
Lt

~u(1{v)

Lv
Lt

~bv(u{1),

ð8Þ

where u and v represent CYCD and CYCB, respectively. This
system presents an oscillatory behavior, provided b is within a
certain range, whose period (T ) and wave shape depend only on b
and on the boundary conditions. It is easily shown that the period is:

T~
2pffiffiffi
b

p , ð9Þ

Figure 5. Configuration of cells after 2000 time iterations. (A)
The points in Fig. 4 once they have attained equilibrium using the
potential (See Video S3). (B) Final configuration of the cells in the RAM.
Observe the regularity of the shapes and sizes of the cells. (C) 2D profile
of the field after relaxation. Observe that it is not constant, but there are
three well defined sections (See Video S4).
doi:10.1371/journal.pcbi.1003026.g005

Figure 6. Typical numerical integration of Eq. 7 showing the
formation of auxin gradients. (A) All gates are open (no PIN action).
(B) Including the logical rules to open the gates to model the PIN action.
doi:10.1371/journal.pcbi.1003026.g006
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which is inversely proportional to the square root of the ratio of the
linear growth rate of the ‘‘prey’’ (u) to the death rate of the
‘‘predator’’ (v). In Fig. 7 we illustrate the oscillations of both
variables.
Experimental data has shown that the cell cycle is arrested if the

auxin concentration is below or above certain threshold values,
and that the cycle period increases with auxin concentration [65].
Therefore, we simply assume that the auxin concentration is
linearly related to the only parameter of this dynamical system:
b~cc(i). Hence, each cell has its individual clock, which runs
faster or slower depending on the auxin concentration in the
model under consideration. We couple this dynamical feature into
the numerical calculation of the model by performing a division of
cell i when t~d(nDt{Ti½t") (where the d{function is one when
the number of iterations nDt, used in the Euler integration,
surpasses the period). Therefore, c is another constant that relates
the time scale of reproduction (t) to the time step used for
relaxation dynamics. Parameters a and c should be fitted
according to the observed time scales for each of the three
dynamics. Time step Dt (in seconds) should be obtained as well.
In practice, the act of cellular division is performed in the

following manner:

1. At each time step, advance the internal clock of all cells
according to the value of the local auxin concentration given by
the cell life-cycle model.

2. Detect the cells in which the internal clock completes one
period (a single division event occurs every cycle), and set the
clock of these cells to zero.

3. In each one of these cells, ~rri is substituted by two points,
oriented at random and at equal distances of~rri. This distance is
typically of the order of a quarter of the radius of the cell.

4. The kinetic energy (v2i =2) of the mother cell is equally divided
between mother and daughter cells.

5. The upper boundary of the domain is shifted upwards to
increase the area by the exact amount required by these new
cells to grow eventually to adult size.

The changes in the domain size and the size of the new cells
produce a rearrangement of all cells, and this changes the local

value of the elastic field, which, at the same time, drives the auxin
concentration that, in turn, regulates the division rate of all cells.
We hypothesize that coupling among such three dynamics at
different time scales is sufficient to produce the growth of the root
with cellular patterns that mimic those of real systems in a wide
region of the parameter space. We verified that the process is
extremely robust against changes of initial conditions.

Results

In Fig. 8 we show the dynamical loop that integrates the
dynamical equations with an Euler method. The program is
initiated by choosing the values of the number of cells (N), the
position of each cell (ri), their proliferation rate (vi), the gates given
by the PIN action between two cells (F i,m) and the concentration
of auxins (ci) at time t~0.
It is important to note that we normalize the auxin concentra-

tion function c with its maximum value at every time step. This
allows our model to take into account the role of possible sources
and sinks of auxin, since c is not a conserved quantity. The final
distribution of auxin is insensitive to the initial conditions, but we
start with a random distribution of auxin with a maximum at the
quiescent centre in accordance with experimental observations.
We recovered the same results if auxin concentrations were
random at initial conditions (data not shown). The cycle clocks of
each cell are set to zero at t~0 and reset after a successful cell
division.
The shape and color of the boxes (Fig. 8) represent the action of

the different dynamics as described in experimental systems (see
Fig. 3). The red square indicates a subroutine that includes the
logical rules F i,m of the PIN action and the red circles represent
points of logical decisions at appropriate times. Black arrows
represent the direction of flux of the simulation and the black-dash
arrow indicates a decision related to the time condition for the
dynamics of the cyclins. Eq. 4 is implemented in the blue diamond

Figure 7. Variation of two-type cyclins concentrations and
typical oscillations from the Lotka-Volterra model. Relative
expression data of D-type cyclins (purple triangles) and B-type cyclins
(green rhombuses) were taken from analysis of gene expression profiles
using aphidicolin synchronization on Ref. [76], and are available on
GENEVESTIGATOR web page. The oscillations from the Lotka-Volterra
model of the inhibitor (blue dashed line) and the activator (red line) are
also shown.
doi:10.1371/journal.pcbi.1003026.g007

Figure 8. Flow-chart diagram of the program used for the
numerical simulations.We show the parameters in red and the initial
conditions in blue at the top of the diagram.
doi:10.1371/journal.pcbi.1003026.g008
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block that represents the elastic field with time scale Dt. The loop
is performed while the time t is less than the final time h. Eq. 7 is
implemented in the green block. The cyclin period is calculated for
each cell at the violet block using Eqs. 8 and 9 and the threshold
b~cc(i). Cellular divisions are performed as a subroutine
represented by the orange block, and cell proliferation alters the
conditions of all three dynamics.
The first step is to estimate the values of the parameters of the

system. The adjustable parameters are the quantities indicated in
red in Fig. 8. We start with the kinematical parameters. The
constant Kc is related to the elastic modulus E of the cells. This
quantity is measured when studying the mechanics of walls, cells,
and tissues and is of the order of E*10MPa, as reported in [67].
For simplicity let us consider hexagonal cells in equilibrium.

The magnitude of the elastic force is DFE D~ES0DL=L0, where S0

is the contact area between two cells, DL~DA{A0D1=2 is the

change in length just after division, where A0~
ffiffiffi
3

p
L2
0 is the area of

the hexagon, if L0 is the distance between centroids of two
contiguous cells. This should be equal to the corresponding force
magnitude in our model DFKc

D~KcD~rri{~rr0i D. Just after a cell

division, A~A0=2, thus DL~
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3

p
L2
0=2

q
, D~rri{~rr0i D^L0=2 and

S0~A0=6. Equating the two forces we obtain

Kc^
L0ffiffiffiffiffiffiffiffiffi
2

ffiffiffi
3

pp E:

Taking the average diameter of a mature cell as L0~15 mm [64]
and the experimental value E~10 MPa we obtain
Kc*80 Pa{m.
At this stage, Kv should be related to the properties of the cell

membrane, the metabolism of cell growth and the turgor pressure.
It is difficult to associate the action of the first term of Eq.(1) to a
single biological property. However, the dynamics of this term
should produce a restoring force of the same order of magnitude as
the second term, if the form and geometry of the domain are to be
maintained during the growth dynamics. Therefore, if we use a
value of Kv~80 Pa=m the system should relax to a set of cells with
roughly the same size and shape, as shown in the calculation of
Fig. 5B. We found numerically that this produces results for the
dynamics of growth that are comparable to the experimental
quantities measured.
Parameter k is related to the viscous damping of the cell motion.

The dynamical friction constant k can be estimated by observing

that the amplitude of the oscillatory motion e{ivt, caused by the
harmonic forces should be reduced, to avoid oscillations, by a
factor of 1=e in a lapse of at most one period T~2p=v, that is
k§m=T . Note that in Eq. (4) the mass of the cell (m) is considered

to be one. This gives v~2
ffiffiffiffiffiffiffiffiffiffiffiffi
Kc=m

p
&18 sec{1, and

k~mv=2p~2:84 Pa{m{sec.
The values used in the calculations areKc~80,Kv~80 and k~3.

With these values we obtain the real time scale of an iteration step Dt
in the numerical calculations, by finding the number of iterations
needed to obtain the experimental number of cell divisions in that
lapse. In seven days, our observations showed (see Fig. 1) that the
number of cells in the meristem is about 350. In averaged calculations
we reproduce this number in 3400 iterations by using c~100 and
a~8. This means that the lapse representing one iteration is the
number of minutes in 7 days over the number of iterations, that is
Dt~(7|24|60)=3400~3 min. Considering that the average
auxin concentration is ScT~0:5, the value of b is &50 in units of
t, which is about 100 times Dt. These values produce a single cell
cycle period on the order of 12 hr, as shown in Fig. 7 [66].

In Fig. 9 (and Video S5) we provide an example of the growth of
the system. We start with eight points at random in the parabolic
tip of the domain, and fix the position of two additional points that
represent the quiescent cells in the centre of the domain, marked
with a white symbol. These cells reproduce at a rate ten times
lower than the others; they divide after ten divisions per cell on
average (in the right panel of the figure these quiescent cells have
just divided). The auxin concentration in these cells is set to the
maximum initially, and this is represented by a dark red color in
the figure. The cell’s position, shape, and proliferation rate are
calculated every time step and the auxin is transported between
cells. After 400 time steps the cells are attaining a uniform shape
and size (Fig. 9), and the auxin gradient is already formed. This
gradient will dictate the time in which a complete cell proliferation
cycle is accomplished locally, followed by a cell division event that
produces a sudden increase of the local potential that, in turn,
governs auxin transport.
Despite these complicated dynamical interactions, the auxin

gradient is preserved throughout and the process of growth and
cell patterning is by no means random. This can be seen in Fig. 10.
The overall pattern that emerges after some cycles of coupled
dynamics is very similar to the apical-basal pattern of cell
proliferation and elongation observed in RAM and along the
length of the root tip. Such dynamics and emergent pattern are
robust to initial conditions.
It is interesting to note that the region around the quiescent

center in the stem-cell niche shows the greatest concentration of
auxin, and a maximum in the potential. Also, the cell division
cycle is minimum at this location. An intermediate region in which
the auxin concentration diminishes and the potential is very small,
but the cell proliferation rate is roughly constant, surrounds the
quiescent cells. Finally, the most distal part from the tip (towards
the base of the plant) is characterized by a very small
concentration of auxin, causing the cell proliferation rate to be
very small, and the potential to increase enormously. The
combination of these effects results in the arrest of cell proliferation
and in the formation of the elongation zone at a defined distance
from the root tip. The emergent patterns recovered in the model
are similar to those observed for the distribution of auxin as
reported in Ref. [68], and the pattern of cell proliferation along the
root longitudinal axis reported in Ref. [69]. Our results are also in
agreement with the qualitative patterns of cell proliferation and
elongation that are observed along the apical-basal, longitudinal
axis of the growing A. thaliana root.

Figure 9. Typical calculation of the dynamical growth of the
root using the model described. We show four snapshots of the
configuration at 400, 1400, 2400 and 3400 time steps. The color code
represents the concentration of auxins, red for the maximum and blue
for the minimum. See Video S5.
doi:10.1371/journal.pcbi.1003026.g009
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We can use this model to predict what patterns are expected
under different growth conditions. In Fig. 11 we show a histogram
of the number of cell divisions occurring at a given distance from
tip, as obtained from an example calculation in which we fixed the
parameter a~8. Interestingly, we observe that the length of the
RAM does not surpass a certain value, which depends on a,
because the modeled coupled dynamics prevents cells far from the
tip to divide. Such types of coupled dynamics could explain the
emergence of the transition from proliferation to the elongation
cellular states in real roots, as well as the limited ranges or domain
sizes of actively proliferating cells in stem-cell niches of plants and
animals [1,3].
Hence, our model can be used to generate novel predictions

concerning the role of the parameters considered in the model,
and in determining RAM size and cell proliferation and elongation
patterns along the root apical-basal axis for A. thaliana under
different environmental or growth conditions. Our general model

could eventually be adjusted to model stem-cell niches in other
plants and animal systems, as well as modeling growth and
differentiation in communities of unicellular organisms if similar
physical fields can be postulated in such latter cases.
In order to examine the quantitative behavior of the model and

validate it with published experimental data, we compared our
model’s predictions to measurements of the proliferation rates
along the axis of the A. thaliana root as a function of the distance
from the quiescent centre [64]. We ran numerous iterations of the
model in order to obtain a reasonable statistical sample. We show
a typical result from the simulations run to the experimental data
in Fig. 12. Panel (A) shows the available experimental results for
cell proliferation rates along the apical-basal axis of the root
reported in Ref. [64] as a continuous red curve. The numerical
results from our model are shown in blue. These results were
obtained using the estimated parameter values that give the time
in hours and the sizes in mm. We shifted the origin to account for
the fact that all quantities in our calculations were measured from
the tip of the domain and not from the quiescent centre. Notice
that the simulated and experimentally generated curves are very
similar.
In Fig. 12(B) we show an histogram of the frequency distribution

of cell size. This histogram varies with different iterations because
of the stochastic nature of cell proliferation and growth dynamics
[70]. However, all calculations share the same qualitative
characteristics; namely an unimodal distribution between *10
and *35 mm, with a maximum around 15 mm. This result was
already recovered by Verbelen and collaborators Ref. [71]. The
red curve was obtained by measuring the cell size in an
Arabidopsis root Fig. 1. Similar curves have been obtained for
many different plant species, including wheat [70].

Figure 10. Plots of local potential, auxin concentration and cell
cycle, after coupling dynamics. The normalized local potential
(dashed-blue), the auxin concentration (red) and the advance of the
cycle clock (dotted-black) as functions of the distance from the tip (mm),
at t~3400 time steps, corresponding to seven days.
doi:10.1371/journal.pcbi.1003026.g010

Figure 11. Histogram of the number of cell divisions obtained
along the root when a~8. The potential profile is shown as red dots.
Observe that there are no cell divisions beyond*300mm, meaning that
the meristem has attained a stationary length.
doi:10.1371/journal.pcbi.1003026.g011

Figure 12. Comparisons between results obtained with the
model and experimental data. (A) Cell proliferation rate as a
function of the distance from the quiescent centre; calculation from
Fig. 9 after six days of growth. The red line and dots are the
experimental points reported in Ref. [64]. (B) Frequency distribution for
cell length. Experimental data were taken from our laser microscope
image of Fig. 1. (C) Average cell length as a function of the distance
from the quiescent centre; calculation from Fig. 9 after six days of
growth. The red line is the experimental result reported in Ref. [64]. (D)
Average cell proliferation velocity as a function of the distance from the
quiescent centre; calculation from Fig. 9 after six days of growth. The
red line is the experimental result reported in Ref. [64].
doi:10.1371/journal.pcbi.1003026.g012
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In Fig. 12(C) we show the variation of cell length along the
longitudinal axis of the root. The red curve is the experimental
result from Ref. [64]. It should be pointed out that the experiment
was obtained by measuring the cell flux in a fixed point and by
counting along the axis of the root in two dimensions, which is very
convenient when comparing with our two-dimensional model. In
order to mimic the experimental procedures, our numerical results
were obtained by spotting the centroids of the Voronoi cells in the
final time, which corresponds to six days. We calculated the length
(l) by assigning an area of Ai~p(l=2)2 to each cell. Again, a shift of
10 mm in the horizontal axis was needed to account for the
difference in the origin, and the results for each cell are displayed as
blue dots in the figure. Once again, the agreement between our
simulated results and the experimental data are clear.
Finally, in Fig. 12(D) we show the average cell proliferation

velocity, as defined in Ref. [64], as a function of the distance from
the quiescent centre (red line), and compare it with our results
(blue dots). In the experiment, Beemster and collaborators
measured the difference in position of each cell for two subsequent
times, averaged over time. In our calculation we measured the
difference in position of each cell with respect to the apex of the
root, which is itself being displaced every time a cell division takes
place. By changing the frame of reference, we can compare the
reported experiment with our results. The agreement is also
remarkable when one compares the simulation results recovered
with our model and the experimental data. This is more significant
than the previous validations, since this result reflects the totality of
the dynamical behavior in time and not only in a frozen snapshot,
as in the previous cases.

Discussion

We present a dynamical model that couples auxin concentration
gradients, cell proliferation and a physical tension field in a two-
dimensional spatial domain that mimics the A. thaliana root tip. We
have validated our model with both static and dynamic cellular
empirical data, and have shown that our model recovers the
pattern of rates of cell proliferation observed in the apical-basal
axis of roots. The model also recovers the discrete transition from
the proliferative to the elongation domains. Thus, our model puts
forward a novel theoretical framework to test hypothesis concern-
ing the coupled roles of auxin, cell proliferation, and physical fields
dynamics in the emergence of the cellular pattern observed along
the A. thaliana root tip. Ultimately, we have postulated a complex
system in which the main emergent property of the coupled
dynamics is at the appropriate spatial and cellular structure for the
intracellular genetic networks to express differentially along the
root. However, the explicit consideration of complex gene
regulatory networks is out of the scope of this paper.
Our model and analysis suggest that the size of the RAM

depends on the value of the parameter a (Fig. 13) in a rather
defined manner. This parameter represents the ratio between the
time scales of the potential relaxation and the auxin transport
mechanisms. The length of the RAM decreases as the auxin
transport parameter a increases as a power law. Therefore, this
quantitative prediction can be verified experimentally, as auxin
concentrations and transport along the root can be modified by
manipulating the conditions of root growth (e.g. adding NPA to
the growth medium to block auxin transport). Previous experi-
mental work has suggested that the size of the RAM varies
depending on growth conditions and is altered with external
supplementation of auxin [39].
Given that plant growth is influenced by the mechanical

behavior of the cell wall, measurements of the mechanical

properties of living cell walls are important to fully understand
how cellular organization is achieved. Like most biological
materials, material properties of cell walls change as a function
of age, the magnitude of forces they are subjected to, and
immediate physiological conditions [67,72]. This confers spatial
and temporal heterogeneity on cell wall constituents, complicating
measurements of the mechanical properties of plant living walls
even with present-day instrumentation. Furthermore, a single
modulus of elasticity is not sufficient because of the structural
anisotropy of the cell wall [67]. Therefore, comparisons between
the predicted values of Kv and Kc of our model and the values
reported for the modulus of elasticity of real cell walls are far from
being straightforward. However, the fact that we reproduced the
root tip pattern with the selected values suggests that they are likely
to be biologically meaningful.
More generally, our work reinforces conclusions from recent

studies that experimentally demonstrate the importance of
physical forces in the regulation of root apical-basal patterning
[49,53], such as the mechanical induction of lateral roots or the
coordination between auxin concentration and microtubule
orientation [49,53,54]. It is remarkable that simple arguments
concerning uniform size, shape and geometry of cell disposition is
sufficient to produce a non-uniform field that provides sufficient
spatial information to recover the overall dynamical growth
pattern observed along the root. It is thus predicted that
modification of physical forces would change the size and the
pattern of these zones, an issue that could in principle be further
explored theoretically and experimentally.
Auxin response is modulated not only by auxin concentration,

but also by the auxin signaling pathway, which includes many
components of different gene families, and which interact through
several feedback loops, creating non-linear behaviors. Conse-
quently, auxin concentration at any location does not necessarily
coincide with auxin response. Even if this is not the case in the root
[68], it could be important to include an explicit model of the
auxin signaling pathway in future extensions of our model. In
addition, in our model we considered the polar PIN configuration
as fixed, as in Ref. [46]. However, in reality a more robust
dynamic auxin transport is observed when the PIN expression is
regulated by auxin [73].

Figure 13. Log-log plot of the maximum RAM as a function of
the parameter a. Numerical results are blue rhombuses, and the red
line is the best fit with a function of the form f (x)~1:7x{0:26z1:88
with R2~:993.
doi:10.1371/journal.pcbi.1003026.g013
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In our model we fixed the position and number of the quiescent
cells. We are aware that the root stem-cell niches are regulated by
a complex regulatory network [74]. WUSCHEL RELATED
HOMEOBOX5 (WOX5) is a Quiescent Center identity gene
indispensable for the maintenance of the undifferentiated state of
stem cells and niche size regulation, and it is part of the proposed
root stem-cell niche regulatory network [74,75]. Recent theoretical
and experimental work has suggested that WOX5 regulates and is
regulated by auxin [36,74]. In our calculations we input several
initial conditions for auxin concentration, and demonstrated that
the model is fairly robust to these changes. However, as shown in
Fig. 6, neglecting the action of PIN polarization destroys the auxin
gradient along the root. Including these and other regulatory
interactions in a future model would enable us to explicitly
consider intracellular complex gene regulatory networks, which
are likely coupled among cells by physical and hormone fields.
The complex network underlying the cell cycle was also reduced

to consider two basic components, because for our purposes, only
the phases of the oscillations of the concentrations matter. Since
CYCA and CYCB oscillate in phase, we consider them as a single
variable; and because CYCD oscillates in anti phase, we take this
to mean that there is an activator-inhibitor interaction between
these two groups of proteins. In our model we stressed the
importance of the relationship between auxin concentration and
the regulation of cell proliferation, and we neglected the details of
the known regulatory processes of the cell cycle, which although
important, do not directly affect the overall results of our
simulation. Nonetheless, such details of the gene regulatory
network underlying the cell cycle, cell differentiation and auxin
dynamics should be incorporated in future developments of the
model.
In conclusion, we have put forward a minimal mathematical

model that considers the essential dynamical coupling of cell
proliferation with a physical field and chemical (hormone)
gradients, in order to explore if such processes are sufficient to
obtain the emergence of cellular organization during stem-cell
niche patterning and organ growth. We have used the A. thaliana
root as our study system.
Despite the simplification of many biological details, our model

is able to recover patterns that greatly resemble those observed in
stem-cell niches of plants and animals, and particularly those in the
A. thaliana root tip. The remarkable coincidence between the

simulated cellular characteristics along the model root apical-basal
axis (shown in Fig. 12), with those that have been observed and
quantified in actual roots, validates the qualitative features and
utility of our model for understanding the emergence of cellular
patterns in such a multicellular organ. Furthermore, the cellular
patterns of stem-cells among multicellular plants and animals have
generic traits. Our model provides a formal tool to explore if such
traits may be explained by the generic non-linear coupling of
relevant physical and chemical fields to discover emergent
properties of cell proliferation dynamics across biological systems.
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tion.
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