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RESUMEN
Estudio sobre el Efecto de la Movilidad en la Duraény la

Longitud Maxima de Rutas Multisalto en Redes

Inalambricas

Michael Pascoe Chalke

Una red movil del tipad-hoc (MANET) esta conformada por una coleccién de nodos
moéviles que crean una red temporal mediante irtesfanaldambricas y sin requerir el
uso de cualquier otro tipo de infraestructura exitd o administracion centralizada.
Debido a la limitacion en el alcance de transmigi@nlas interfaces inalambricas,
podria requerirse la intervencion de uno o muliipledos intermedios operando como
relevos que permitan establecer una ruta de comeidit entre cualquier par de nodos

fuente-destinatario presentes en la red.

Esta tesis presenta un modelo que permite estiniengo de duracion de rutas que
involucran varios nodos intermedios en redes msewviel tipoad-hoc. Primero se
analiza una ruta formada por tres nodos, dondedd mtermedio estd en movimiento
mientras que los nodos fuente y destinatario peegemestaticos. A partir de este caso,
se demuestra que la posicién inicial del nodo mésfio y el tamafio de la region de
traslape, en la cual se encuentra localizado, aiedirectamente a la duracion de la
ruta. La region de traslape asociada a un nodoniewio se forma por la interseccion
de las zonas de cobertura de sus nodos adyacgméemmbién son miembros de la ruta
en cuestidon. A continuacion se considera un segeado, en el cual las rutas estan
conformadas por tres nodos moviles. Con base emalisis extenso de dichas rutas, se
determina la funcion de densidad de probabilidd@H)Pasociada al tiempo de duracion
de ruta bajo dos diferentes modelos de movilidatha Eincion puede ser determinada,
ya sea por métodos analiticos o estadisticos.rrarde, se demuestra que el tiempo de
duracion de una ruta formada pdmodos intermedios, puede ser calculado de manera

precisa al considerar el tiempo de duracién mindmain conjunto d&l rutas de tres



nodos cada una. Se desarrollaron una serie deagiionés, utilizando el simulador de
redesNS-2, para verificar la precision del modelo propuegtpoder compararlo con
otras propuestas halladas en la literatura. Ladtesks de simulacion demuestran que
el modelo propuesto proporciona una mayor concaidacon respecto a los otros
modelos. Los resultados obtenidos a partir de tesb@jo podrian ser utilizados para
calcular la sobrecarga en la sefalizacidverfhead signaling) que puede presentarse
durante el proceso de mantenimiento de rutas empro®colos de encaminamiento
unicast y multicast para redes del tipo MANET.

Esta tesis también establece un modelo para estimiémite superior en la longitud de
ruta para redes moviles del tipd-hoc. En las redes del tipo MANET, las rutas son
descubiertas por lo regular mediante la insercidn l& red de paquetes de
descubrimiento por parte de nodos emisores. Erogianto en el que cada uno de estos
paguetes alcanza a su destinatario, este nodoutiéber la ruta seguida por el paquete
de descubrimiento para enviar un paquete de resphasia el nodo emisor. Una vez
recibido el mensaje de respuesta, puede iniciarseahsferencia de datos entre los
nodos emisor y destinatario. Sin embargo, la naalide los nodos afecta en forma
negativa a la duracion de la ruta descubierta, uglqs cambios de posicion de los
nodos podrian ocasionar interrupciones en la coudatd. Ademas, el proceso de
descubrimiento de rutas se puede colapsar por edpliando, debido a los cambios
de posicion de los nodos, ya que la ruta seguitta f2or un paquete de descubrimiento
como por un paguete de respuesta podria no selavali algdn momento, mientras
alguno de estos paquetes se encuentra viajandvéstde la ruta. En esta tesis se
estudian las condiciones que ocasionan este gfega@lemuestra que éstas imponen un
limite practico sobre la maxima longitud que pugulesentar una ruta. Esta tesis
también introduce un modelo de retardo para rutessaltos multiples el cual es el
resultado de extender un modelo, encontrado atefatlra, el cual permite estimar el
retardo en el acceso a redes WLAN de un solo sadimismo, se presenta otro modelo

de duracién de ruta que considera los retardoge@l®v/io de los paquetes involucrados



durante en el proceso de descubrimiento de ruttieRdo de la combinacién de ambos
modelos, se encuentra una expresion matematicpeguoete calcular un limite superior
en la longitud de ruta para redes del tipo MANET.ntbdelo se valida mediante
simulaciones con diferentes escenarios. A partieste modelo, se descubre que tanto
el alcance de transmisién y la movilidad de los aspdasi como los retardos
involucrados en el reenvio de paquetes definerimleno maximo de saltos que puede
alcanzar una ruta. Segun el conocimiento del aagte, es un problema fundamental de
escalabilidad de las redes modviles del tigbhoc que no habia sido analizado

anteriormente desde uperspectiva movilidad-retardo.






ABSTRACT

A Study on the Impact of Node Mobility on the Duoat
and Maximum Length of Multi-Hop Routes in Wireless

Networks

Michael Pascoe Chalke

A mobile ad-hoc network (MANET) is a collection ohobile nodes forming a
temporary network by means of wireless interfaced without use of any existing
network infrastructure or centralized administrati®ue to the limited transmission
range of wireless radio transceivers, there may bbeed for one or multiple nodes
(intermediate nodes) working as relays to estabdisbommunication path between

source-destination pairs in a mobile ad-hoc network

This thesis presents a model that estimates the dumation of routes formed by
several intermediate nodes in mobile ad-hoc netsvdfkst, a 3-node route is analyzed,
where only the intermediate node is in movementievbource and destination nodes
remain static. From this case, it is shown howeaddration is affected by the initial
position of the intermediate node and the sizehef averlapping region where it is
located. The overlapping region associated to &rrirediate node is formed by the
intersection of the coverage zones between thg&cadt route neighbors. A second
case is also considered where all nodes of thed8-moutes are mobile. Based on
extensive analysis of these routes, the PDF oferdutation is determined under two
different mobility models. This PDF can be deteredirby either analytical or statistical
methods. Finally, this thesis shows that the tinmeation of a route formed b
intermediate nodes can be accurately computed bgidering the minimum route

duration of a set dfN routes of 3 nodes each. Simulation work was cateduasing the



NS-2 network simulator to verify the accuracy of theprsed model and to compare it
with other proposals found in the literature. Siatign results show that the model is in
better agreement as compared with other modelsultdsom this work can be used to
compute overhead signaling during route-maintenariagicast and multicast routing

protocols for mobile ad-hoc networks.

This thesis also sets forth a model to compute @reuubound on route length in
mobile ad-hoc networks. In MANETS, routes are ugu@und by means of discovery
packets that are injected to the network by sendeles. At the time of reaching an
intended destination, the route followed by a digty packet is used to send a reply
packet back to the sender. Upon reception of tipdy rmessage, data transfer from
sender to destination can initiate. Node mobilltpwever, negatively affects route
duration time since position changes may lead tsrugiions in connectivity.
Furthermore, the whole route discovery processapsels when, due to position
changes, the route followed by a discovery paatet(reply packet) may not be valid
at any time, while one of these packets is trawgllacross the route. This thesis
examines the conditions leading to this effect ahdws that they impose a practical
limit on route length. This thesis also introdue@eslelay model for multi-hop routes
which is extended from an access delay model fajyisihop WLAN networks found in
the literature. Another route duration model thansiders forwarding delays involved
during the route discovery phase is also derivedhia thesis. By combining both
models, a closed-form expression to compute maximoute length in MANETS is
obtained. This model is validated by simulationghwdifferent network settings. From
this model, it is found that the node transmissimge, node mobility and forwarding
delays actually define the maximum feasible nundidrops in a route. To the best of
the author's knowledge, this is a fundamental sgalproblem of mobile ad-hoc

networks that has not been analyzed before fromkality-delay perspective.









Chapter 1

I ntroduction

1.1. Overview

An ad-hoc network is a collection of nodes formmgemporary network by means of
wireless interfaces and without use of any existegwork infrastructure or centralized
administration. Different types of ad-hoc network® becoming increasingly popular:
Vehicular Ad-hoc Networks (VANETS), Wireless Senblamtworks (WSNs) and Mobile Ad-
hoc Networks (MANETS).

A Mobile Ad-hoc Network (MANET) consists of a cetition of mobile nodes
connected by wireless links. In MANETSs, nodes aee fto move and organize without
involving any infrastructure or centralized admirasion. As laptops and IEEE 802.11/Wi-
Fi wireless networks became widespread in thell@g®s, MANETSs also became a popular
subject for research. Degree of mobility is an intgiot factor and a key research issue in
MANETs and VANETs. Although most sensor applicaticcurrently have zero or low
mobility, in the future these applications can ateforeseen to involve some degree of
mobility [1].

Due to the limited transmission range of wireles$io transceivers, there may be a need
for one or multiple nodes (intermediate forwardmgdes) working as relays (multi-hop



routing) to establish a communication path betwsaurce-destination pairs in an ad-hoc
network. The number of intermediate nodes will agpen the distance between source
and destination nodes, transmission range and degty. Usually, the presence of one or
more intermediate nodes is necessary to allow xichamge of data between source and
destination nodes across an ad-hoc network. Tregfeying in mobile ad-hoc networks,
however, is a difficult task. Node mobility, signaterference and power outages produce
frequent changes in network conditions. As a reamly link along a route may fail at some
point, forcing the nodes to find another route.sltclear that route duration strongly
depends on the node mobility pattern, and thatatlds be convenient to compute this
duration in advance. Node mobility causes freqaewt unpredictable topology changes in
the network. Routes, therefore, have a limiteditife. In Fig. 1, we show an arbitrary route
from a source nod8 to a destination nod® involving several forwarding nodes. In this

figure, each circle of radiuR represents the transmission range of each node.

------ -+ Route from S to D
L SR Route from D to S

Figure 1-1: Multi-hop routing in MANETS.



1.2. Node M obility Issues

The termNode Mobility in wireless networks refers to the network nodbéslity to move or

change their relative position in the network ar®&bility can depend on different
locomotion media, such as pedestrian or vehiculawvement. In general terms, node
mobility may be constrained and limited by the pbatklaws of acceleration, velocity and

rate of change of direction.

Additionally, node mobility can be differentiated¢carding to the nodes' spatial and
temporal dependencies as well as their geogra@sitictions. Spatial dependency is a
measure of how two nodes are dependent on theiomdt two nodes are moving in the
same direction then they have high spatial deparyddemporal dependency is a measure
of how current velocity (magnitude and direction¢ aelated to previous velocity. Nodes
having the same velocity have high temporal depecyeGeographic restrictions of
movement express how bounded or freely the moloitees can move, i.e., with or without

physical restrictions.

Numerous issues should be considered when depldyAgETs. We will now present
a brief description of some limitations and chajles imposed by node mobility. Some of

the main issues to be addressed are as follows:

1. Dynamic topology: Due to node mobility, the topoftoop ad-hoc networks may
change constantly. As nodes move in and out ofgasfgtheir neighboring nodes,
some links will fail while new links between nodese created. This issue is
obviously greatly affected by node mobility. Nodebility causes position changes
over time and these changes mainly determine rdutation time. A route that is
valid now, may not be valid at a later time. Degogéemobility directly affects the
performance of routing protocols because they apeaed to react more frequently

at a higher nodal speed.



2. Environment unpredictability: Ad-hoc networks may leployed in unknown
terrains, hazardous conditions, and even hostil@@mments in which the nodes may
be imminently endangered. Depending on the enviesrtiymode failures may occur
frequently. Node mobility induces a dynamic envirant. Obviously, when a node
changes position, the environment around it midtgnge as well, thus leading to

dangerous or unexpected conditions.

3. Unreliability of wireless medium: Communication aligh the wireless medium is
unreliable and subject to errors. The quality o thireless links may fluctuate
unpredictably over time due to varying environméntanditions such as high levels
of electro-magnetic interference (EMI) and the pree of obstacles or inclement
weather conditions, among others. Furthermorepmesapplications, nodes may be
resource-constrained and thus would not be ablsuggport transport protocols
necessary to ensure reliable communication on syltiek. In some cases, node
mobility may, directly or indirectly, cause fluctians in link quality. For instance,
node density, electro-magnetic and/or traffic ctinds can differ significantly from

one place to another within the network area.

4. Resource-constrained nodes: Nodes in a MANET agoedlty battery-powered as
well as limited in storage and processing capaslit Moreover, due to node
mobility, they may be situated in areas where iimpossible to re-charge and thus
have limited lifetime. Because of these limitatiotieey must have algorithms which
are energy-efficient as well as operating with tedi processing and memory
resources. The available bandwidth of the wirelesglium may also be limited
because nodes may not be able to sacrifice thggrensumed by operating at full
link speed. Although this issue may be less aftebienode mobility, there might be
some cases where node mobility may reduce eneppbddies. For instance, nodes
that are equipped with self-motion devices and @mergy-supply only, may



experience a significant lifetime reduction.

As a result of these issues, MANETs are vulnerdbleseveral types of failures,

including:

1. Route failures: A route failure occurs when any if@obode abandons the coverage

zone of its adjacent nodes.

2. Transmission errors: The unreliability of the west medium and the
unpredictability of the environment may lead tonsmitted packets being garbled

and thus received with errors.

3. Node failures: Nodes may fail at any time due tiedent types of hazardous
conditions in the environment. They may also drapaf the network either if they

are out of reach or when their energy supply idateq.

4. Link failures: Node failures as well as changingrimnmental conditions (e.g.,

increased levels of EMI) may cause links failures.

1.3. Problem Satement

This thesis examines how node mobility affects eodiration and route length in multi-
hop MANETs and sets forth two models that can beduto improve the overall
performance of mobile ad-hoc networks. One modellmused to determine the average
route duration of multi-hop routes and the secomdcampute the maximum feasible

number of hops in a route (maximum route length).

Since the origins of wireless networks, node mopitias been considered one of the
most important factors that negatively affects eodtiration time as position changes may

lead to disruptions in connectivity. While the etfe of node mobility may not be easily



tractable even under simple mobility patterns, aalysis of node mobility from different
perspectives would be an important contribution viereless ad-hoc networks. We are
therefore interested in studying the impact of nadebility on the performance of

MANETSs primarily related to route duration and r@lgngth.

Since to a large extent, the degree of mobilityedwuines route duration, it is crucially
important to carry out an analytical study of rodtgation. Such a study can be used to
anticipate route disruption and to avoid the degtiad of system performance. Knowledge
of route duration can be used to select an altematute before the current one fails and it
can also be used to decrease or limit packet lemsgdatency due to overhead signaling
during route reconstruction. Because route duratiecreases with route length, a route
duration model could be used to scale the maximetwark size up or down so as to meet
minimum route duration requirements to ensure igfaatory communication path between

any pair of nodes.

Routing protocols for ad-hoc networks can be cleskiinto different categories
according to the methods used during route disgoaed route maintenance. finoactive
routing, routes from one node to all the other gootethe network are discovered and
maintained even when not needed. Faactive routing, nodes discover a route only when
needed, usually by flooding the entire network withntrol packets. Although reactive
protocols usually exhibit higher latency comparedproactive protocols, because the
former usually generate less signaling, they aeéepably used in many practical scenarios.
This thesis applies directly to reactive unicasitirgg protocols, e.g., Dynamic Source
Routing (DSR) [2] and Ad-hoc On Demand DistancetdeAODV) [3].

In MANETS routes are usually found by means of aery packets that are injected to
the network by sender nodes. At the time of reaglan intended destination, the route

followed by a discovery packet is used to sendpdyrpacket back to the sender. Upon



reception of the reply message, data transfer sender to destination can initiate. Node
mobility, however, negatively affects route duratiime since position changes may lead
to disruptions in connectivity. Furthermore, theolhroute discovery process collapses
when, due to position changes, the route followed biscovery packet (or a reply packet)
may not be valid at any time, while one of thesekpss is travelling across the route. In
this thesis, we will examine the conditions leadinghis effect. Based on this analysis, we
proceeded to develop a model to compute an uppemdoon route length in MANETS.

This model could also be used to estimate the maximetwork size.

1.4. ThesisOutline

In order to solve the problem stated above, wenoht®® make use of a combination of
analytical and statistical modeling. We are algergsted in the use of network simulations
in order to validate the route duration and roaeteth models in MANETs. We selected the
network simulator NS-2 [4] because it is a relatively simple and widelyaigable open-
source software that is commonly used to evalua#dNEIT performance. The outline of

our study is as follows:

In Chapter 2, we set out to study the route dunadioa 3-node route for a case in which
only the intermediate node moves. This analysidoegp some factors that affect route
duration. This chapter also describes the procettu@btain a route duration model, for
routes with 3 mobile nodes, using two mobility pats, i.e., Random WayPoint (RWP) and
Random Walk (RW). Finally, the model is generalizedrder to consider routes witk
intermediate mobile nodes. We conducted a comloinatif theoretical and statistical
analyses in order to formulate the proposed mddseries of simulations were conducted
in order to compare and validate the route duratiodel versus simulation results.



In Chapter 3, we show that node transmission rangde mobility and forwarding
delays actually define the maximum route lengthasneed by the number of intermediate
nodes or hops, and therefore also define the manisime of the network. Chapter 3 sets
forth a procedure to compute the round trip timenmlti-hop ad-hoc networks and it also
presents another route duration model that corsidewarding delays involved during the
route discovery phase. Additionally, this chaptersgnts the results obtained by simulation

in order to validate the proposed model.

1.5. ThesisContribution

The contribution this thesis makes can be summaasgollows:

This thesis presents a study that predicts routatidm time in mobile ad-hoc networks.
The study presented here can be used with diffenedfiility models. Previous researchers
have analyzed this issue, but their results hawédd applicability. The approach hereby
presented has a higher applicability than other efsods it is not tied to any specific

scenario or mobility pattern.

This thesis also sets forth a delay model for rhp routes which is extended from an
access delay model for single-hop WLAN networksfibin the literature. We also derive a
route duration model that considers forwarding gelavolved during the route discovery
phase. By combining both models, we obtain a cldeed expression to compute
maximum route length in mobile ad-hoc networks #merefore estimate the maximum
network size. This expression considers node treassom range, node mobility and
forwarding delays in the network. To the best of &nowledge, this is a fundamental
scaling aspect of mobile ad-hoc networks that hais been analyzed before from a

mobility-delay perspective.



Chapter 2

Route Duration Modeling for Mobile Ad-Hoc
Networks

2.1. Introduction

An ad-hoc network is a collection of nodes formagemporary network by means of
wireless interfaces and without use of any existiatyork infrastructure or centralized
administration. Different types of ad-hoc netwogks becoming increasingly popular:
Vehicular Ad-hoc Networks (VANETS), Wireless Senstatworks (WSNs) and Mobile
Ad-hoc Networks (MANETS). In MANETSs, the nodes seifanize and are free to
move randomly. The network topology may thus charg@dly and unpredictably.
Such a network may operate in a standalone faslionmay be connected to the
Internet. As laptops and IEEE 802.11/Wi-Fi wirelestworks became widespread in
the late 1990s, MANETS also became a popular sufjecesearch. Degree of mobility
is an important factor and a key research issuRIANETs and VANETSs. Although
most sensor applications currently have zero or howbility, in the future these

applications can also be foreseen to involve soegeed of mobility [1].

Due to the limited transmission range of wirelesdio transceivers, there may be a



need for one or multiple nodes (intermediate fodiay nodes) working as relays
(multi-hop routing) between source-destination pairan ad-hoc network. The number
of intermediate nodes will depend on the distanetvben source and destination
nodes, transmission range and node density. Traffying in mobile ad-hoc networks,

however, is a difficult task. Node mobility, signaiterference and power outages
produce frequent changes in network conditionsa Assult, any link along a route may
fail at some point, forcing the nodes to find amotioute. It is clear that route duration
strongly depends on the node mobility pattern, #rat it would be convenient to

compute this duration in advance.

Since to a large extent, the degree of mobilityedaines route duration, it is
crucially important to carry out an analytical sguaf route duration. Such a study can
be used to anticipate route disruption and to avihid degradation of system
performance. Knowledge of route duration can beduseselect an alternative route
before the current one fails and it can also bel ts&lecrease or limit packet losses and
latency due to overhead signaling during route metraction. Because route duration
decreases with route length, a route duration moalgld be used to scale the maximum
network size up or down so as to meet minimum rdutation requirements to ensure a

satisfactory communication path between any pairoofes.

The main contribution of this chapter is that ikgents an analytical study that predicts
the time duration of routes in mobile ad-hoc neksorThe study presented in this
chapter can be used with different mobility mod@evious researchers have analyzed
this issue, but their results have limited appliliigb The approach hereby presented
has a higher applicability than other models as itot tied to any specific scenario or

mobility pattern.

The rest of the chapter is as follows: Section @rasents a description of previous

work in this area. A study of route duration of-ad&le route is presented in Section 2.3.
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for a case in which only the intermediate node msovkhis analysis explores some
factors that affect the route duration problem.ti®ac2.4. describes the procedure to
obtain a route duration model, for routes with 3biteo nodes, using two mobility

patterns (Random WayPoint and Random Walk). In i@ec®.5., the model is

generalized in order to consider routes witlintermediate mobile nodes. Section 2.6.
presents simulations using tN&S-2network simulator to compare the analytical model
versus simulation results. Finally, Section 2.’2spnts some conclusions derived from

this chapter.

2.2. Related Work

Work related to route duration in MANETS falls irttwo different categories according

to the method followed by the authors, the expentiaeor analytical category.

Under the experimental category, simulation hasnbidse main method through
which route duration properties of mobile ad-hotwweks were analyzed in the past.
Simulation-based studies consider several paramidterthe mobility model, the traffic
pattern, the propagation model, etc. The authofS]inarried out one of the first studies
concerning the analysis of route duration basedemmpirical results obtained by
simulations. These authors examined detailed statisf route duration considering
several mobility models, i.e., Random WayPoint (RWfdied in [6], Reference Point
Group Mobility (RPGM) described in [7], Freeway (FVWnd Manhattan (MH)
introduced in [8]. In [5] the authors observed thader certain conditions (i.e., a
minimum speed and routes with several hops), time tduration of routes can be
approximated by exponential distributions. Theyleated the effect of the number of
hops, transmission range and relative speed of emntiility model on route duration.
However, the authors did not consider the goodiéd# of any other probabilistic
model. Moreover, they did not justify the selectiminan exponential distribution with

any mathematical validation. To deal with this kation, the authors in [9] used Palm's
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theorem to state that, under some circumstancgs i@inite node density), the lifetime
associated to routes with a large number of hopsverges to an exponential
distribution. These works provide a solution fog imalysis of paths which is valid only
for routes with a large number of hops. Their staduyld thus not be applied to many
practical MANET applications where paths consisteat hops only. In spite of these
limitations, the popularity of the exponential ifif has been used as a common
approximation in some other works such as in [19][10], the authors presented a
statistical model for estimating route expiratiome adaptively, in order to reduce the

control traffic of on-demand routing protocols.

Under the analytical category, there are seveudieas related to route duration in the
literature. Even though the authors of these wddkewed different approaches to
solve the route duration problem, these resultoflienited applicability since they did
not provide an expression for modeling durationraites with several intermediate
nodes. The authors in [11], for example, preseatsinplified model of link duration
for a single-hop case. Based on this model, theyg to generalize a model for a multi-
hop route, but they did not provide any closed-f@atution for it. In [12], the authors
presented an analysis of link duration for a twp-MANET. In this study, the authors
considered an exponential distribution of routeation and assumed that the source
and destination nodes are static while the interatechode is moving using the RWP
mobility model. However, they did not extend thaalysis to routes with several hops.
The authors in [13] assumed that link durations iadependent and exponentially
distributed random variables with a known mean lidleration. Based on these
assumptions, the authors derived some expressioestitnate route duration for single
and multiple routes. However, in most cases, inoate assumed that the mean link
duration value is a known parameter. In [14], thwhars presented a framework for
studying route duration in mobile ad-hoc networksddl on various mobility models,
but they did not present any detailed analyticgbregsions. The authors in [15]
presented some analytic expressions to charactea@eus statistics, such as: link

lifetime, new link inter-arrival time, link breakaginter-arrival time and link change
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inter-arrival time, by probabilistic and geomettiomethods. The authors in [16]
presented statistical models to evaluate theniketdf a wireless link in MANETs when
nodes move randomly within constrained areas. Afs§l6], it is shown that link
lifetime can be computed through a two-state Markeedel. In [17], the authors
introduced a new metric namédean Residual Path Lifetimehich they used as a
criterion to select routes with longer route dwmatitimes instead of the minimum
number of hops, which is a criterion commonly useMANETs. The mobility model
considered in [18] used fluid-flow techniques t@lgtically model the average sojourn
time of an intermediate node while it crosses #wmian formed by the intersection of
the coverage zones between its adjacent nodedgpparg region). This model was the
first one to take into consideration the shapesarel of the overlapping region. In [18],
the authors assumed that intermediate nodes ared foight after entering the
overlapping region. But they did not reflect on phassibility that the forwarding node
is already located within this region, which is tiial case, so route duration estimated
by this model would be very different from the realue. Although this model assumed
various intermediate nodes, because it considdrexverlapping regions have similar
size, the actual sojourn time for each forwardindenin the route would be the same,
thus route duration predicted by this model will the same for routes with one or
several intermediate nodes, which is not reali$tid19], the authors derived the joint
probability distribution of route duration usingsdrete-time analysis for the Random
Walk (RW) model. They based their analysis of raliieation partitioning the MANET
network into a number of hexagonal cells and assgrthiat mobile nodes roam around
in a cell-to-cell basis. In [20], the authors désed the probability distribution function
of route duration assuming that nodes move accgridira constant velocity model and
derived the statistics of link and route duration ad-hoc networks. It is worth
mentioning that the analytical works presentedL®] and [20] are the closest studies to
ours, in the sense that they tried to approactptbblem by analytical means only and
they presented comparable performance metrics, asicbute length (number of hops),
transmission range, etc. In Section 2.6., we widlspnt a comparison between these

models and ours.
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Although a study of route duration is extremelyfidiflt to carry out even under
simple mobility patterns, in this chapter we preésgmroute duration model aimed to
remove some of the limitations found in previoughksgo It is important to point out that
there is no general mobility model that foresedspaksible dynamic behaviors of
mobile nodes. The proposed model predicts the dianation of routes with an arbitrary
number of intermediate nodes, the only assumptiermake is that the PDF of route
duration for a 3-node mobile case can be somehdair@nl. This chapter considers two
mobility models commonly used in MANETS studies,,iRWP and RW.

2.3. RouteAnalysisof 3-node Routes

Before we approach the route duration problem,sitimportant to analyze and
understand a simple route scenario first, where-reod2 route will be analyzed,
considering that only the intermediate forwardingde is moving while source and
destination nodes remain static. Developing thizlyais will allow us to observe the
impact different factors have on route durationMANETS, including intermediate

node's initial position and the size of the oveplag region.

Due to the fact that the actual number of possiblapes for a coverage zone is
endless, the most sensible approach to modeby imeans of a circular area. In most
papers attempting to model route duration by sitrarlaempirical or analytical means
make use of this assumption or they at least updaeareas (e.g., hexagonal). In this
work, the transmission range of each node is assumde constant, thus leading to
circular coverage zones. Let us denoteRothe transmission range. Fig. 2—1 shows a
multi-hop route from a source nodgto a destination nod® involving several
forwarding nodes. Each circle in Fig. 2—1 represéin¢ constant transmission range for

each node in this route.

In any route, intermediate nodes will be founddesihe overlapping region formed
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by the intersection of the coverage zones betwkein &idjacent route neighbors, see
Fig. 2-1. As we stated before, the coverage zoresa@nsidered to be circular, thus
leading to overlapping regions with amal-like shape. Additionally, note that the size
of the overlapping region changes for differenteintediate nodes. Therefore, the
sojourn time of a forwarding node within each regman thus vary significantly. To

include these considerations in the analysis,neisessary to consider all possible initial
positions and trajectories of nodes in the rougewell as the different sizes of the
overlapping regions. In order to illustrate thisFig. 2—1 we show a route from source

nodeSto destination nodB involving several forwarding nodes.

Let us fix the source and destination nodes at tpo8ixsys) and D(xp,Yyp),
respectively (as shown in Fig. 2-2). As we statetbte, the coverage zone of each
node has the shape of a circle with radfu\s illustrated in Fig. 2-2, factdr is an

indicator of the size of the overlapping region, enh h=R-d. ,/2 and

dgp = /(X =% ) +(ys — Yo )* is the Euclidean distance between noSesnd D.

This factor plays a crucial role in the operation @erformance of routing protocols for
wireless ad-hoc networks. As shown in Fig. 2-2 heiatermediate forwarding node
must be located within the overlapping region. peints A(xa,ya) andB(xg,ys) be the
intersection points between both circles. It isygasshow that the coordinates of points
A andB can be found by:

B+ [B7-4AC

XA/B - 2AI

wherexa andxg are the abscissas of poidtandB. The coefficient\’, B'andC are

given by:

Fl.
)Z(XS + XD)Jv

A = 4|_(Xs —Xp )2 + (ys

~ Yo
B' = 4|3 = x2 Jixs = %o )+ (Vs — Yo
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c' =[xz - x2 Xys - vo I + 4l - Ry - v, .
and

2(XD B XS)XA/B + (Xé B Xé)"' (yé B yé)
2()/s - yD)

Yarg =

wherey, andyg are the ordinates of poinésandB.

Fig. 2-1: Example of a route involving several intediate nodes.

As shown in Fig. 2-2, poiri{x,y;) is the initial position of the intermediate noaled
point O(xo,Yo) is the position where this node leaves the opeifeg region. In this
section, we are considering that intermediate nedellowing a rectilinear trajectory
slopeda, degrees, measured with respect to the horizorts] and moving at constant

speedv;. The distance travelled by an intermediate nodeimgofrom| to O (d,_,) can

be found by geometric analysis as:

d, _o(a,)= ‘—w/az +b? sin(a, +9)+./R? - (a2 +b?)co(a, +5)‘ : (2.2)
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Fig. 2—-2: Overlapping region of two adjacent nodes.

Parameters, b andd, found in (2.1), must be computed separately @lyae the
link between source node - intermediate node aeditk between intermediate node -
destination node. When the intermediate node csoseser the border of the source

node coverage zone, parametgrs andd are:

a=y —Ys , b=x -%x5 and J= arctarEZj
otherwise
= _ _ b
a=y —Yo , b=x -%x, and J=arcta Nk

Then, the average distance travelled by an inteiatechode before leaving the
overlapping regiond, ), given its initial positiori(x,y;), can be found using the Mean
Value Theorem [21], this is:

a 1 am

1-0 :H . d|—o(a'| )da| . (2.2)
I m
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where:

Aa, =|a,, ~a

m|?

Xg — X

Xa =X

and

X — X

Xg =X

Therefore, the average distance travelled by arrmgdiate node before leaving the

overlapping region would be:

(o

di o :AE{V a’ +b? coda, +5xl :aM +j:M R -(a% +b?)cog(a, +d)da, } (2.3)

In this analysis, we consider the angie as an independent random variable
uniformly distributed over the intervalAd;) given by the difference between its
maximum and minimum valuesj andan, respectively). As well as the parameters
b andd, the anglesi, anday, must be computed separately for the link betwssemce

node - intermediate node and for the link betweéermediate node - destination node.

Figures 2—3a and 2-3b show the angles involvetariibks between source node -
intermediate node and intermediate node - desbimatiode, respectively. Fig. 2—-3c
shows some trajectories followed by an intermediabele from its initial to final

positions. Each line in Fig. 2—3c represents aubfit trajectory.
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Because it does not seem possible to integrate @debraically, we use an
approximation by replacing the square root in titegrand with a binomial series [21]

and, after some algebra; it can be simplified asvsh

IR (e +07)cod(a, +3) = 1-ng. (ula ))Jj 2.4)

where:
u(a,)=cog(a, +9) (2.5)
and
_ 1 (a2+p?)'[[ 3
kj _(J)'( R? j { ] (2 Iﬂ (2.6)
then:

1Skl ) oo =07 Sk [ ol vl | @)

m = | m = am
The range of convergence for the binomial seriesl is the previous approximation

is given by(a2 +b2)< R?. It is worth mentioning that the accuracy of tipp@ximation

is degraded ada® +b?) - R?, which corresponds to the case when the nodes are

located very close to the boundary of the overlagpregion. In this case the

approximation has to be used with care.
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Fig. 2-3: (a) Angles involved while modeling linkirdtion of source - intermediate
node. (b) Angles involved while modeling link ducst of intermediate node -

destination. (c) Some trajectories followed by ateimediate node from its initial to

final positions.
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After replacing the integral found in (2.3) by (B.@n approximation of the average

distance will be:

a, =ay

d o= Air {«/az +b? coda, +0)

{25 ol o | e
a,=ay, 150m = am

The average sojourn time for a forwarding node withe overlapping regionl{) is
directly proportional to the average distance tiledeby the intermediate nodel (),

and inversely proportional to its speed of movengaint Therefore:

-0 (2.9)
VI

[oX

'rI:

This sojourn time defines the route duration f& 8anode route.

In (2.8) we can remove dependence on the initiaitiom I(x,y;) by averaging the
distance over all possible initial positions witlire overlapping region, i.e.,
Ym Xm

D= I Ifx.y. (%, y,)d o (x,y, )dxdy, - (2.10)

Ym Xm

where f, (x,,y,) represents the joint probability density functiiom the random

variablesx, andy;. This PDF depends on the spatial layout of inteiatedhodes.

In order to illustrate the impact of the intermediaode's position on 3-node route

duration, we conducted a series of calculationsigugsrevious equations to evaluate the
average distanced(_,) and its standard deviation,() for a set of 1,000 intermediate
forwarding nodes randomly placed in different posis inside the overlapping region.
For each forwarding node, the average distancebiaired by using (2.8) and the
standard deviation is evaluated using 3,600 vabii¢le travelled distance obtained by

(2.1). Each node was considered to move along 3@@0inear trajectories, with a 0.1°
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difference. Figures 2—4a and 2—-4b show the avedégance ¢l,_,) and its standard

deviation 6..0), respectively. The@val-like shape on the XY plane of Figures 2—4a and
2-4b represents the overlapping region. In thegerds, it is clear that the values of
average distance and standard deviation depentieopdsition where the forwarding
node is initially located. The closer the internagdinode is found to the border of the
overlapping region, the lower the average distdheg shorter route duration), and the
higher its standard deviation. This behavior canekplained because, whenever the
forwarding node is close to the boundary of theamrgit will experience either very
short times (i.e., when it leaves the overlappiegian right away) or long times (i.e.,

when it crosses a large section of the overlappggn before leaving it).

We conducted similar tests considering four regskapes of the overlapping region
(i.e, oval, square, circular and rectangular) veitjual areas. We found the same trends
as the ones depicted in Figures 2—4a and 2-4b. YWowmdependently of the shape,
the bigger the overlapping region the longer thesrage sojourn time of the

intermediate node in the overlapping region.

From the 3-node static case, we can conclude Heainitial positions of source,
intermediate and destination nodes impact routatour in MANETS. Also, the size of
the overlapping region is a crucial factor thatef§ route duration. This justifies that

route duration analysis should include node pasiéind overlapping region size.

2.4. Route Duration Model

In this section, we defindRoute Duration TimeTgrp, as the instant in which a
established route fails. Note that this conceptumes that the route discovery phase
occurred at a previous momerRqute Discovery TimeIn Chapter 3, we set forth
another route duration model that considers forimgrdelay involved during the route
discovery phase. A multi-hop route would be vakd@ng as each node remains within

the coverage zone of its adjacent nodes.

22



Srolm o el b)

j. R P TS I
wl.
8. -
70 :
sl
s
sl -
30

so -
100

400

200

0 ¢ x [m]
Fig. 2—4: (a) Average distance distribution as acfion of the initial position of the

intermediate node. (b) Standard deviation distiifsutas a function of the initial

position of the intermediate node.
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As described above, each intermediate node mugbured inside the respective
overlapping region, formed by the intersection loé ttoverage zones between their
adjacent route neighbors in order to work as ayimedgnode, see Fig. 2—1. In this thesis,
we consider that the coverage zone is circularaihdodes use the same transmission
range R = 250 ). In this thesis, we have considered the transimisrange defined
by the IEEE 802.11a standards, iR5 250 jn] (outdoors), but any other transmission
range might also be considered. More details abmeitiEEE 802.11a standards are
given in appendix A-2. Note that the size of eaclerlapping region changes for
different intermediate nodes, thus the sojourn tiheach intermediate node within this

region can vary significantly.

To include all these considerations in the analysiwould be necessary to consider
the mobility model that describes the movement biehdollowed by mobile nodes in
the network. It would also be necessary to take aunsideration all possible initial
positions and node trajectories. It is clear tloahote this would imply an extremely
complex analysis because the size and locatioheobverlapping region are constantly

changing as time passes in a MANET.

In this chapter, we follow a method in which wesficompute the PDF of route
duration for routes formed by 3 mobile nodes orihplets). Section 2.5. shows a
general method to obtain the average route durafisoutes formed b\ intermediate

mobile nodes.
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241 PDF for Routeswith 3 Mobile Nodes

We here analyze 3-node routes with all mobile nodgssed on this specific
scenario, we analyze how the relative movementoafens affects route duration. We
then determine the Probability Density Function HPBhat describes the probability
that a 3-node route could last a time longer thgiven value. Based on this PDF, it is
possible to find the average route duration forteeuformed by several intermediate
nodes, as will be shown in Section 2.5. This PDi loa determined by analytical or
statistical methods depending on the mobility mdd#bwed by mobile nodes in the

network.

In this section, we model how long it takes for theermediate node to exit the
overlapping region. But, in this case, we consalenodes to be moving according to a
random-based mobility model. In this kind of modabbile nodes move randomly and
freely without any restriction. To be more specifibe speed, destination and/or
trajectory are all chosen randomly, independennfaiher nodes. This kind of model
has been used in many simulation studies. In thitian, we consider two random-
based mobility patterns, i.e., the Random WayPa@ind Random Walk models.
However, other mobility patterns can also be cargid, as long as the associated route

duration PDF is provided.

24.1.1 Random WayPoint

Due to its simplicity and wide availability in netwk simulators, the Random WayPoint
Model (RWP) is one of the mobility models most coomly used to evaluate MANET
performance. For instance, in the network simul&iSr2[4], the setdestool may be
used to generate RWP traces. There are two versioiiss tool. In version 1, various
parameters are established, i.e., the number oflenabdes, pause time, maximum
speed, simulation time and size of the simulatiefdf In version 2, other parameters

are added or changed, i.e., speed type, minimunmaximum speeds and pause type.
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The implementation of this mobility model is asldals: as the simulation starts, all
nodes are randomly placed within the network afé&n, each mobile node randomly
selects one location in the simulation field as fil& destination point. It then travels
towards this destination point with a constant g#jochosen uniformly and randomly
from [0, Vimay Or [Vmin, Vmay (depending on theetdestversion), where the parameters
Vmin and Vmax are the minimum and maximum allowable velocities évery mobile
node, and/min < Vmax The velocity and direction of each node are chasdependently
from other nodes. Upon reaching its destinatiomfp@ach node stops for an interval,
defined by thepause timeparameteMyause If Tpause = O [8], this leads to continuous
mobility. As soon as the pause time expires, eacke thooses another destination point
and moves towards it with a different speed. Thele/process is repeated again until

the simulation ends.

In the RWP modeVmin, Vimax and Tpause are the key parameters that determine the
mobility behavior of nodes. Additionally, Waxis small andlpauseis long, the topology
of ad-hoc networks becomes relatively stable. @natiher hand, if the nodes move fast
(i.e., Vmax is large) andlpauseis small, the topology is expected to be highlyatyic.
Varying these parameters, especiallifa, the RWP model can generate various
mobility scenarios with different levels of nodalesd. Therefore, it seems necessary to

quantify the nodal speed.

Intuitively, one such notion is the average nodeesb If we could assume that the
pause timdause= 0 [8], considering that nodal speed is uniformly ambliamly chosen
from [O,Vmad OF [Vimin, Vmay, We can easily find that the average nodal spe&gax/ 2
or (Vmin + Vmaxy/2. However, in general, the pause time paranstteuld not be ignored.
In addition, it is the relative speed of two nodbat determines whether the link
between them breaks or forms, rather than theivithaal speeds. Thus, average node

speed seems not to be the appropriate metric tegept the notion of nodal speed.
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It is important to point out that the scenarios sidared in this work can be made
more complex in many different ways. In this wotkgwever, we have mainly
attempted to study the effect of mobility patteam&l spatial layout of nodes on route
duration. For this reason, we did not conduct erpemts with heterogeneous speeds
since we consider that, by itself, this is mateaafuture work. Nevertheless, at this
point we would like to mention that other authoasé investigated this very same issue
in the cases where each node chooses a speeddabrdretweerVpmi, and Vimax For
instance, the authors in [22], calculathtl as the measure of relative speed averaged
over all node pairs and over all time. Using thighifity metric, it is possible to roughly
measure the level of nodal speed and differentiegelifferent mobility scenarios based
on the level of mobility. Additionally, the authorxsf [8] showed that theAverage
Relative Speedncreases linearly and monotonically with the maxin allowable
speed. Based on these results we speculate thateunario would be equivalent to one
with random speed and an average relative speedem@aue equals the constant value

we used.

2412 Random Walk

The Random Walk Model (RW) has similarities witle tRWP model because the
node movement has strong randomness in both madeisever, in the RW model,
nodes change their speed and direction at spéaiécvals only. In the RW model, each
change of trajectory occurs after a fixed timernvaét, or after a fixed traveled distance
dy, at the end of which a new direction and speecalailated. For every new interval,
each node randomly and uniformly chooses its newction 6(t) from (0, 21. In a
similar way, the new speeft) follows a uniform distribution or a Gaussian dtasition
within [ Vimin, Vmad. Therefore, during the interval, a node moveswitvelocity vector
(v(t) cosB(t), v(t) sin B(t)). Also, there is a discrete version of the RW ftityomodel
where the trajectory randomly changes among 4rdifiteangles only, [OW/2, 11, 3172].

This version can be used to emulate a node movirgyreticulated area.
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The RW model is a memory-less process, becaudaftrenation about the previous
status is not used for future trajectory decisidrgt is to say, the current velocity is
independent from the previous velocity and therutelocity is also independent from
the current velocity. However, that is not the cafenobile nodes in many real life

applications.
24.1.2 PDF Generation

As aforementioned, we need to model how long iesaflor the intermediate node to
exit the overlapping region in a 3-node route. Butthis case, we consider that all
nodes in the 3-node route move according to a raro@sed mobility model (RWP or
RW mobility models). Let us identify the sourceteirmediate and destination nodes
with indexesS | andD, respectively. Let us denote such index Witthusk =S | or D.

Each node's position is described by the coordindtgt),yi(t)). Let v,(t) be the

velocity vector of nodég, i.e.,
v ()=l OF v, O (@12

wherei and | are the unit vectors.

Each node&k moves according to a random-based mobility matheln it follows a
trajectory sloped atiy degrees and it moves at a sperdor a period of time that
depends on the mobility model (for the RWP model; aode keeps moving with the
same direction and speed upon reaching its destmebr the RW model, any node
keeps moving with the same direction and speed fwonstant travelled distance). The
behavior ofax and vy, as time passes, would be described accordingecsélected

mobility model. Then, the velocity vector for nokiév, (t)), would be given by:

v (t) = [v cos(a, )l + [v, sin(a, )]]  (212)
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where
v (t)=v. [ms
Now, let r;<(t) be the vector that describes the position of nodleat is:

t

r(t) = . (0) + [w (t)dt (2.13)

0

where the initial vector position of noelﬁrk(o), is given by

r.(0) =[x (O) +[y. (0)]]

It is important to point out that in the generateathe slope of trajectory, given by
Ok, IS not constant with respect toHowever, in this analysis we are considering that
the probability of having direction changes is mgigle (a node moving in the
overlapping region will not change its current dtren). If direction changes are rare
events,ax can be considered as constant in the analysis méde roaming in the

overlapping region and (2.13) reasonably holds.

Substituting (2.12) in (2.13), we get:
rk(t) = [th Cos(ak) + Xk(o)]r + [thSin(ak)+ Yk (O)]I (2.14)
which can be represented by

nt) =[x OF +y. 0] (215

where

%(t) = vitcoda, ) +x(0)
is the abscissa of position of ndkdand

Yk (t) = thSin(ak)+ Yk (O)
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is the ordinate of position of nodte

Now, let dg_, (t) be the distance between the source and interneedates and let
dl_D(t) be the distance between the intermediate andnddistn nodes. Distances

ds, (t) andd,_,(t) can be found by the Euclidean distance formula, so

d., (t) =] (©) — 1 (1) (2.16)
and

dI—D(t):‘rD(t)_ri(t)‘ . (2-17)

When either distancelg_ (t) or d,_,(t) exceeds the transmission randd, (the

communication between the respective adjacent paite[SI] or [I,D] is interrupted.

Route disruption happens when either:

de (t)2R (2.18)
or

d ,(t)=R. (2.19)

Let Tis;; and Ty p) be the rupture time of communication between aufjanode pairs
[SI] and [,D], respectively. Then, route duration timB){( for a 3-node route, will be

found by:

T, =min(Tis . T.0p) (2.20)
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Fig. 2-5: Position and velocity vectors for souioégrmediate and destination nodes.

Fig. 2-5 illustrates the position and velocity westof a route with 3 mobile nodes
(sourceS intermediatel and destinatiorD). This figure shows the position of the
corresponding nodesS(I andD) at instantt when each node moves in the direction

described by its velocity vector.

In order to get an average value of route durdbomany route, it would be necessary
to consider all possible trajectories and initiasgions for the three nodes involved in
the route. It is clear to note that this caselisifare complex to analyze than the 3-node
static case because the size and location of tleelapping region are constantly

changing as time passes and, consequently, thar facaries in the same way.

Route duration is given by the minimum time thathedorwarding node remains

inside of its associated overlapping region (us{2g20)). In order to obtain a
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mathematical model to calculate the average duratfoa given route formed by 3
nodes, we constructed different histograms usimgdata provided by (2.20). Each
histogram represents the relative frequency of tilumtions of a set of routes for a
specific initial h value which corresponds to a particular overlagpiregion.
Additionally, each histogram considers all possibiéial positions of the intermediate
node and all the possible initial trajectories daled by the three nodes, according to

the selected random-based mobility model.

In this study, we analyze the cases for threeairfitvalues corresponding to different
overlapping regions. These values &re {R/10, 0.2&, R/2} [m]. An overlapping
region with an initialh = R/10 takes into account an overlapping region witsnaall
size. On the other hand, an overlapping region WithR/2 represents the maximum
size of the overlapping region. Finally, h = (R8m] corresponds to a typical
overlapping region. The later value was obtainedngans of an exhaustive analysis of
10,000 routes formed by 3 nodésplets). These routes were selected from all possible
triplets found from a set of nodes randomly placed inteessgwetwork scenarios with
different size and node densities. Ttigplets were discovered using the Dijkstra's
Shortest Path Algorithm [23]. The shortest routereen any pair of the nodes will be
formed by the set of intermediate nodes with theimiim number of links (hops). The
routes discovered by this procedure are indepenfient any routing protocol or
simulation software. In fact, it is expected thatefficient routing protocol will find

such routes.

In order to obtain these histograms, we developgdtsstical analysis, following this
procedure: 1) At time zero, we selected sourcedmstination nodes so the size of the
overlapping region (described by the fadprwas constant. 2) A node was randomly
placed as forwarding node between source and déstin 3) We assigned random
trajectories (described by a random-based mobilivglel) for the three nodes involved

and let the nodes move at a constant speedl [nVs]. 4) We used (2.20) to calculate
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the instant when the distance between either sdorearding nodes or forwarding-

destination nodes exceeded the transmission rdgé&) we repeated the same
procedure 10,000 times for multiple positions amettories of the three nodes. This
number of experiments was necessary in order tairobin experimental PDF function
whose statistical properties did not change sigaifily with more experiments. We

found that performing more experiments did not isigantly change the results.

In Figures 2—6a-c, we show the histograms for lineet different values df for the
RWP mobility model. Each histogram graphically suanizes and displays the relative
distribution of the data set provided by (2.20).eTvertical axis of each histogram
represents the relative frequency (the number t@f thet corresponds to a specific route
duration time interval divided by the total numioérdata). The horizontal axis of each
histogram corresponds to the route duration tinded into intervals of 1 second
each. As shown in Figures 2—6a-c, there is a o#lgliip between the size of the
overlapping region and the relative frequency aifteoduration times. Longer route
duration happens more frequently when the overtappegion is larger. In a similar
way, in Figure 2—7, we show the histogram for adsih value f = 0.2& [m)]) but for
the RW mobility model.
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These histograms can be converted to Probabilitysbe Functions (PDFs). We use
a curve fitting method to find the mathematical regsion that represents these PDFs.
For the RWP mobility model, we selected two truerdaGaussian distributions. On the
other hand, for the RW mobility model, we use twpanential distributions. These
distributions were used as it was experimentaliyntbthat they accurately represent the
histograms (see solid curves in Figures 2-6a-c kigd 2-7). Based on these

distributions, the PDFs could be expressed as:

_[t—ﬂlr _[t—ﬁzjz
f, (t)=1ae ) +aet ) 5 t>0 (2.21)
0 o t<0
or
_(ﬂlt) _(,th) .
ae +a.e t>0
fo(t)=0"1 2 ' 2.22
() {o . 1<0 (2.22)

The first curve fitting corresponds to the RWP nlibbmodel. where, parametess,
Bi, andd;, fori = 1,2, were found by using the Robust Non-Lineeadt Squares Fitting
Method applying the Trust-Region Algorithm. A paeter of goodness of fit for this
curve fitting method isR-Square~ 0.99. Table 1 shows the values of the statistical
parametersy;, 3;, andd; obtained for three initial values bf= {R/10, 0.2&, R/2} [m).
The second curve fitting corresponds to the RW fitgbnodel. where, parameteos,
andp; fori =1,2 were found by using the same method. Talsleo2vs the values of the
statistical parametexs;, andf3; obtained for an initial value df = 0.2&R [m]. Given a

different initialh value, it is possible to find its parameters.

From this section, we can conclude that the 3-nmdbile case allows us to observe
how the relative movement between source, interatedind destination nodes affects
route duration in MANETS.

35



£

LTIT SPTRR

0@1zf Dores s

omoef-- -

0 m-osskpy 14

R =250 m,
v, =1 ms

d_=1pmj

Random Wallz

e
£ {s]

P
2500 4000

=
5000

Figure 2-7: Probability Density Function for= 0.28R [m] using RW.

It is important to point out that this model coresisl all possible initial positions of

the forwarding node and all possible initial trageees followed by the source,

intermediate and destination node, for a spehifialue when the route was discovered.

Table 2.1: Statistical Parameters for PDFs for Riddélel shown in Figures 2—6a-c.

PDFs Satistical Parameters

h [m] of] B1 01 az B2 &

R/10 0.0050 0.0000 155.00 0.0013 125.00 160.00

0.28R 0.0095 0.0000 95.000 0.0012 200.00 95.00
R/2 0.0245 0.0000 45.000 0.001( 200.00 200.00

Table 2.2: Statistical Parameters for PDFs for Rédeh shown in Figure 2—7.

PDFs Satistical Parameters

hm]

az

Bs

az

B2

0.28R

0.00515

0.05867

0.00068

0.00096
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2.5. RouteAnalysis of K-node Routes

The previous section showed how the relative movemigetween source,
intermediate and destination nodes affects routatidun in MANETSs. Finally, in this

section, we will analyze a general case considexirgute formed bik nodesK > 3.

For convenience, we will not use the notation ale®that we used previously. Each
node will be identified by an integer numberk = 0,1,2, ..., K- 1, where the source
node isk = 0 and the destination nodekis K — 1). Thus, the route will hav¢ = K — 2
intermediate nodes. Therefore, we could use (2@@glculate the time interval during
which each forwarding node remains inside its dased overlapping region, but
replacing the indexeS | andD for the corresponding values of each node of tin
triplets and by computing route duration as the minimunueaif theN time intervals.
This case, however, would be even more complexadyae than a 3-node case because
the overlapping region associated to each interatediode has a different size and

position that are changing as time passes.

In order to simplify the analysis of routes inveolgiN intermediate nodes, we present
a method to estimate the average route duratioa foute formed biK nodes by taking
N samples of a single PDF, defined by (2.21) ordR&hd using the typical overlapping
region size onlyl{= 0.2& [m]). By using this method, we are assuming thattithes
that the intermediate nodes remain in their oveilagp regions are mutually
independent. Therefore, it is valid to divide tloate intoN simpler 3-node-mobile

routes ottriplets.

The PDF samples generateN random variables, given by

[Tl',Tz', e ST ,T;,]. Then, we compute the duration of a route invagvi

nodes,TF;k , as:

T =min[l,T;, .. T, .. T
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where:

T, : are independent and identically distributed rand@riables, each one representing

the time that the intermediate node remains inatsesponding overlapping region.
n : identification number of each intermediate nate,1,2, ...,N; N =K — 2.

N : maximum number of intermediate nodes in theaout

We developed an exhaustive study for different e@suwith N intermediate nodes
using (2.23) and we estimated the average routgidaron each case. In the following
section, we show the results obtained from thidystwe also demonstrate the precision
of the proposed method, by comparing it with sirtiates and other analytical models

found in the literature.

We should say that another method to compute rdutation would be to select a
different PDF associated to the exaatalue for each intermediate node in the route and
then sample it. However, we found that sampling BB only, with a typicah value

(h=0.2&R [m]), provides a good precision compared with simaoiet.

We also performed experiments with a model corgiste3 PDFs related to the
valuesR/10, 0.2& andR/2. We found that, using a 3-PDF model, slightlgreases the
precision of the average route duration computate, therefore, consider that using
this method is not justified because it has a higb@mplexity with a negligible

improvement.

2.6. Simulation and Results

Network simulations are used to represent the rdiffe operation conditions of
wireless networks. The simulations have several f@sameters, including mobility
models, propagation models and communicating traffitterns, among others. Before

showing the results we obtained from the proposedeat) we want to show some tests
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we developed to verify how the network simulal$-2behaves. First, we started a
simulation test, without any modification, to verihat the intermediate nodes, chosen
by the routing protocol as forwarding nodes in esubf three nodes, were randomly
distributed within the overlapping region. In thesienulations we used Ad-hoc On
Demand Distance Vector (AODV) as the routing protod=igure 2—8a graphically
shows the random location of forwarding nodes (eatdgrmediate node is represented
by a little circle).

We then performed a series of simulation tests abidate the proposed model.
Several scenarios were created using M2 simulator. The simulation settings
consisted of a network in a rectangular area wighfollowing dimension¥s. = 2000
[m] and Ysc = 2000 ] with 400 nodes. In this thesis, we consideredtthasmission
range defined by the IEEE 802.11a standardBl$32 i.e., R = 250 m| (outdoors).
Table 3 summarizes the main parameters of our atiool scenarios.

Table 2.3: Simulation Settings

Simulation Settings
Parameter Value
Range of TransmissioR([m)]) 250
Simulation Area LengthXs. [m]) 2000
Simulation Area WidthYsc [m]) 2000
Number of NodesN) 400
Routing Protocol AODV
Mobility Models RWP / RW
Speed ik [m/g]) 1

6.1 Random WayPoint

We selected a large network size to minimize thebability of having trajectory
changes in any intermediate node within the oveitap region while they move

according to the RWP mobility model. The probabpilthat an intermediate node
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changes its trajectory within its associated oygriag region, can be found by:
P = A, (h)/A,, where: A, (h)=2R*arccofR—h)/R)-2(R-h)/R? - (R-h) is the
area of the overlapping region ag, = X_Y,. is the rectangular area of the scenario.

If we consider our network settings, we would h&ve1%.

We simulated 3-node static and mobile cases byrgaource and destination nodes
with a fixed initial position, such thdt = (0.28R. As explained before, this value lof
represents a typical overlapping region. Finallg, iegistered how long it took for a set
of intermediate nodes, chosen randomly as forwgrdindes, to leave the overlapping
region. Fig. 2-8b shows the initial positions amdjeictories followed by each
intermediate forwarding node before leaving therlaygping region in a 3-node route,
when source and destination are static. The ing@ditions are represented by little
circles and trajectories are represented by ligensaits with variable length. From Fig.
2-8b, it is clear to note that the initial posisoand trajectories of the intermediate
nodes, as well as the size of the overlapping nsgare among the factors affecting

route duration.

We developed another set of simulations in ordeligoover several routes involving
K mobile nodes withN intermediate nodes while moving according to trend®m
WayPoint mobility model. We then let the simulatimm until the first intermediate
node left the route and we registered the timervatethe route was available (i.e.,
T, =T —T,; where: T;: route duration time,T.: route failure time,T,: route
discovery time). We performed 1,000 simulationsigghese routes to obtain sufficient
data to validate the proposed model. We used tbaltseprovided by this set of

simulations to generate the simulation curve priegstim Fig. 2-9.
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Figure 2-8: a) Spatial layout of initial positiorf some intermediate nodes. b)

Trajectories followed by each intermediate node®ating to RWP mobility model.
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From Fig. 2-9, we can see that relative errors éetwthe proposed model and
simulation data were found around 20% for routethv@d intermediate forwarding
nodes, whereas relative errors oscillated betwégmid 3% for routes with 4, 8 and 16
intermediate nodes. We consider that the main reasy relative errors are larger for
routes with smalN is due to the variability of overlapping regioridiene zero that we
did not consider, since, we only used a typicaligaifh in the model; whereas relative
errors for routes with larger valuesifare smaller because the averhgalue for their
overlapping regions is closer to the typical value used. It is important to point out
that the fact of having a maximum margin of errbR0% may be acceptable for many
applications due to the complexity of this problés.we expected, Fig. 2—-9 shows that
the time duration of routes decreases as the nuailieiermediate nodes increases. It is

important to point out that the precision improessthe number of intermediate nodes

Increases.
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Figure 2-9: Average route duration versus numbeintgrmediate nodes for Random
WayPoint mobility model.
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In addition, Fig. 2-9 compares the results preskmtehis study with the analytical
model presented by Yu et al. [20]. We selected shisly, because we considered that
the authors were addressing the same problem andipd a solution through different
approaches. They also presented analytical expressind displayed curves related to
route duration, so they can be easily compared with model. In [20], Yu et al.
provided a graph with normalized values of avenayge duration time versus number
of hops in the route. In this study, the authordicated that normalized values of
average route duration time must be multiplied &gtdr R/v) to adjust them to any
specific scenario. A comparison between this argaltstudy and our model is
presented in Fig. 2-9. Fig. 2-9 clearly shows that proposed model has a greater

accuracy than the one in [20].

Also, in Fig. 2-9 we compare the proposed modé e empirical study presented
by Bai et al. in [5]. In [5], the authors introducan approximate function to estimate

route duration (i.e.T; = R/(/}Oth); where: T, : route durationR: transmission range,

Ao. experimental parameter (determined by networloddynode density and other
parameters related to mobility models or scenarfds)number of hopsy: speed) but

they did not justify this function with any mathetical means. A comparison between
this experimental study and our model is also shawfkig. 2-9. It is clear that the

proposal has better accuracy than the functiorepted in [5].

To give more validity to the proposed model anduitss we repeated previous
simulations but with a higher node density scenér@, 1000 fn] x 1000 jn] network
with 300 nodes). It is important to note that weaiied consistent results with this

simulation scenario within 5% variations with resip® the results shown in Fig. 2-9.
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2.6.1 Random Walk

In a similar way, we also developed a set of situig in order to discover several
routes involvingK mobile nodes witN intermediate nodes while moving according to
the RW mobility pattern. Also, we let the simulatioun until the first intermediate node
left the route and we registered the time intetkialroute was available. We performed
the same number of simulations (1,000 simulatiomsing these routes to obtain
sufficient data to validate the proposed model.\sed the results provided by this set

of simulations to generate the simulation curvesenéed in Fig. 2—10.

In Fig 2-10, we compare our results with the amedytmodel for RW mobility
pattern presented by Tseng et al. Briefly, in [18§ authors presented a graph with the
expected values of route duration versus routetttelagd we used these results to
compare them with our model and simulations. A cangon between this analytical
study and the proposed model is presented in Fig0.2Clearly, it shows that the

proposal outperforms the one provided by [19].

2.6. Conclusions

This chapter has presented a model to estimate mutation in wireless ad-hoc
networks when nodes move according to a randomabasbility model. This model
analyzes a route formed byintermediate nodes. The problem was first appreddly
studying simpler 3-node routes. From the 3-nodgcstase, it has been demonstrated
that the initial positions of source, intermediated destination nodes have a great
impact on route duration in MANETs. From the 3-nadebile case, the PDF of route
duration of 3-node routes for Random WayPoint aadd®m Walk models have been
obtained. Finally, it has been shown that, regasdlef the mobility pattern considered,

route duration of routes formed WY intermediate nodes can be computed as the
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minimum route duration dl 3-node routes. Theoretical analyses and simukt@ave
been developed to validate this study. In gensmalulation results were very close to
the results obtained by the proposed model wita@meptable margin of error. Results
from this work can be used to compute the overtsggmhling of unicast and multicast
routing protocols for mobile ad-hoc networks siesery time a route fails, the routing
protocol needs to either repair the route locallyfimd a new route. It is important to
point out that the analysis presented in this araigtalso an integral part of the work
included in [24].
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Chapter 3

A Mobility-Based Upper Bound on Route Length in
MANETS

3.1. Introduction

A Mobile Ad-hoc Network (MANET) consists of a cotféon of mobile nodes
connected by wireless links. In MANETS, nodes aee o move and organize without
involving any infrastructure or centralized admiraton. Due to the limited
transmission range of wireless radio transceivbese may be a need for intermediate
nodes, working as relays, to establish a commubpitgiath between source-destination
airs in the network. In Fig. 3-1 we can observeaditrary route from a source no8e
to a destination nodP involving several relaying nodes. In this figueach circle of
radiusR represents the transmission range of each nod#e Mmbility causes frequent
and unpredictable topology changes in the netwRdutes, therefore, have a limited

lifetime.

Routing protocols for ad-hoc networks can be cleskiinto different categories
according to the methods used during route disgowerd route maintenance. In
proactive routing, routes from one node to all the other amdh the network are

discovered and maintained even when not neededeBotiverouting, nodes discover



a route only when needed, usually by flooding thire network with control packets.

Although reactive protocols usually exhibit highkttency compared to proactive
protocols, because the former usually generatesigssling, they are preferably used
in many practical scenarios. The model we preserihis chapter applies directly to
reactive unicast routing protocols, e.g., DynanoarSe Routing (DSR) [2] and Ad-hoc

On DemandDistance Vector (AODV) [3].

...... + Route-Request o
€ Route-Reply

Figure 3-1: Mulit-hop routing in MANETS.

In general terms, reactive routing protocols amestituted by two main mechanisms.
RouteDiscovery is the mechanism by which a source rddétempting to send data
packets to a destination noBediscovers a route to nod2 Route Maintenance is the
mechanism by which nodes detect and locally attampepair any broken route that
had been initially discovered and established leyrtute discovery mechanism. When
local route maintenance is not possible, n8déould attempt to discover another route
to nodeD. Source-destination pairs in MANETSs should discatdeast one valid route
before the first transmission. Such routes mustirenthat data transfer can take place,

at least for a short period of time, even if botlde are located at the farthest opposite
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boundaries of the network. Based on this criteriwa,can assume the existence of an

upper limit on route length.

In order to determine an upper bound on route leimgMANETS, from amobility-
delay perspectivewe need to analyze how the route discovery psosesrks for
reactive routing protocols. The route discovery gytlerough the following phases:
When nodes attempts to send data packets to nodé floods the network with control
packets. The flooding begins when nd&leroadcasts a route-request packet. Neighbors
of nodeS receiving this packet will relay it once. This pedlure continues until the
entire network is flooded. The way MANETs work casishat control and data packets
may experience queueing delays, channel conteatidrtransmission latencies at each
relaying node, especially during the flooding. lust consider ger-hop forwarding
delay composed of such delays. In spite of forwardinigyeand under some channel
conditions (e.g., full network connectivity, abseraf hidden stations and transmission
errors), at least one route-request packet wittheeodeD at a later time. When nod2
receives the route-request packet, it sends a-reptg packet back to nodgusing the
same route; but in the opposite directiGinom the source perspectiva route from
nodeSto nodeD will be established only when no&receives the route-reply packet
from nodeD. However, due to node mobility, the route from e@dto nodeS may fail
before the route-reply packet reaches n8de&his is a fundamental issue in the route
discovery process for reactive routing protocolsisTsituation is illustrated in Fig. 3-1,
where we can observe that it takes some time fde &ato find nodeD and also for
nodeD to reply back to nod& If, by the time the reply travels back to ndgleone of
the intermediate nodes has already moved out afoilie, the reply will not reach node
S In absence of a response, n&leill again attempt to discover a route to ndaleAt
this point, the operation of the routing protocahde said to collapse because no valid

routes can be found to carry information.
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In this chapter we show that node transmissioneaangde mobility and forwarding
delays actually define the maximum route length,asaeed by the number of
intermediate nodes or hops, and therefore alsoeld¢fie maximum size of the network.
Previous studies related to scaling propertiesdefi@gc networks have mostly analyzed
the traffic carrying capacity at the physical and\® layers. We argue that for the
network’s traffic carrying capacity to be usefule whould have valid routes for a time
interval that allows successful packet deliverynsstn any source-destination pair. We
believe this is a fundamental scaling problem irhad networks that has not been

looked at before from mobility-delay perspective

This chapter makes a twofold contribution. Firsg extend an access delay model
for single-hop WLAN networks, found in [25], in e@dto obtain a delay model for
multi-hop routes. Second, we derive a route dunatmdel that considers forwarding
delays involved during the route discovery phasetlie best of our knowledge, route
duration studies available in the literature did oonsider the route discovery phase,
e.g., [11, 12, 13]. By combining both models, weaab a closed-form expression to
compute the maximum route length in mobile ad-hetworks and therefore, the

maximum network size.

The rest of the chapter is organized as followstiBe 3.2. summarizes some works
found in the literature related to scaling progertin ad-hoc networks. Section 3.3.
presents the round trip time and route durationet®oGection 3.4. presents an analysis
to obtain the maximum length of routes in ad-hoovwoeks given the node transmission
range, node mobility and forwarding delays in tlework. Section 3.5. presents the
results obtained by simulation in order to validdite proposed model. Finally, Section
3.6. presents some conclusions derived from trapten.
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3.2. Related Work

In this section, we present some works that cafobed in the literature related to the
scaling properties of ad-hoc networks from différperspectives. These works have
mostly analyzed the traffic carrying capacity ofeléss networks at the physical and
MAC layers for unicast or multicast transmissioims[26] the authors investigated the
traffic carrying capacity at the physical layer endifferent network conditions. In [18]

and [27], the authors studied the impact of indraidvariable-range power control on
the physical and network connectivity, network aatya and power savings of wireless
multi-hop networks. In [28], the authors examiné@ tcapacity of wireless ad-hoc
networks at the MAC layer via simulations and asalfrom basic principles. In [29],

the authors studied the capacity of large-scalelaanwireless networks. They also
derived matching asymptotic upper bounds and Idveemds on multicast capacity of

random wireless networks.

Various authors have studied the performance otimguprotocols in ad-hoc
networks under different network conditions, sushitee number of contending stations,
network size and mobility patterns. Most of thesaerks were based on simulations,
e.g., [30, 31, 32]. However, they have not congiddhe existence of an upper bound

on route length in mobile ad-hoc networks.

Another issue that has been studied in the litezagithe route duration problem of
MANETSs. Although it can be intuitively inferred thaoute duration time directly
affects route length, to the best of our knowledipere is no work related to the
establishment of maximum route length frormability-delay perspectiveAvailable
studies on route duration in MANETS fall into twdferent categories depending on
whether the authors follow an experimental or amzy method. Under the
experimental category, simulation has been the mmaéthod through which route

duration properties of mobile ad-hoc networks hbeen analyzed. Simulation-based
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studies consider several parameters, such as thiitpnanodel, the traffic pattern and
the propagation model, among others, e.g., [5Ti& authors of these papers observed
that under certain conditions (i.e., minimum speed routes with several hops), the
route duration can be approximated by exponentisfibutions, although they did not
provide any mathematical validation to justify $edection of these distributions. They
also evaluated the effect of the number of hops tthinsmission range and the relative
speed of the mobility model on route duration. &lahors in [9] used Palm’s theorem
to state that, under some circumstances (such fasténnode density) the lifetime
associated to routes with a large number of hopsallg converges to an exponential
distribution. Under the analytical category, thertature includes several studies related
to route duration. Even though the authors of arallystudies have followed different
approaches to solve the route duration problemrehkalts are of limited applicability
since they have only modeled route duration withmated number of intermediate
nodes, e.g., [11, 12]. In other analytical studibg, authors have analyzed the route
duration problem by considering one or few mobipstterns, e.g., [14, 16, 19, 20]. In
general, both experimental and analytical studesmot considered the existence of

an upper bound on route length in MANETS.
3.3. Model Components

In this section we summarize the round trip timd evute duration models required for
the derivation of an upper bound on route lengistFwe extend an access delay
model for single-hop WLAN networks introduced in5[2in order to derive a delay
model for multi-hop routes. Related details will igen below. Second, we deduce a
route duration model in terms of the number of modesolved in the route, node
transmission range and speed of movement. This Inaste considers route discovery
time because it cannot be ignored when obtainingirmam route length. From the
combination of these models we obtain an upper ¢hoam route length, discussed

below in Section 3.4.
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3.3.1 Round Trip Time

We define Round Trip TimeT,; , as the time required for a packet to travel fram

specific source nod8to a specific destination nodzand back again, through a multi-
hop route. Round trip time depends on many fadtarisiding: the data transfer rate of
the network links, the number of intermediate nobdesveen source and destination
nodes, the amount of traffic in the network, the G1Arotocol. Additionally, round trip

time must consider the queueing delay for eaclyiredanode of the route.

We derive the round trip time for a route formed Nbyintermediate nodes from an
access delay model for a single-hop route presant§Zb] and also from a simplified
queueing delay model. Assuming that the route eéepees practically the same

average per-hop access delgy due to channel contention and transmission dedays
each relaying node, and also the same average iqgedelay on each hof, As
previously statediorwarding delaysorrespond to the sum of queueing delays, channel
contention and transmission latencies experiengeanly packet at each relaying node
Then, the average round trip time for multi-hoptes, T, would be proportional to
the number of hops\(+ 1), and could be computed by means of:

Ter =2N+1T, + ). (3.2)

where factor 2 + 1) corresponds to the number of hops in a rdoimed byN
intermediate nodes, counted in both directionsorbter to obtain the average per-hop

access delay, , we use a model found in [25], which will be dissad below.
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3.3.1.1 Average Per-Hop Access Delay M odel

The authors in [25] introduced a model to compiie dverage per-hop access delay
(average service time], , due to channel contention and transmission defayscket
transmitted by a node in a single-hop route, wilpexience an access delay in the
presence ot contending nodes in a saturated situation (ilenaes always have at
least one packet to transmit). This model relieshmn work presented by Bianchi in
[33], which provides a model to evaluate the saimathroughput of the IEEE 802.11
MAC protocol under some channel conditions (eugl,fetwork connectivity, absence
of hidden stations and transmission errors). Is tthiapter we focus on IEEE 802.11
MAC protocol because it has become ttie facto standardin wireless ad-hoc
networks. In case a different radio technology ged) a different access delay model
should be considered. The expression to computevbeage access delay for single-

hop routes]T, , is given by [25]:

T,=Te+Ts, (3.2)
where: T, is the average contention time and is given by
To =(aw,

min

B-1)/(2q)+[@-q)/qT.. ParameterT, is the average time that the
channel is busy due to a successful transmissionvengi by

T =Tors T 3Mges T 4T, + Tars t Tors + Ty + T, + Ty . ParameterT. is the time in
which a collision on the channel occurs given By= T, s + Tz + T,. The termsT, ¢
and T, TSIFS correspond to the inter-frame spaces used duramgsmission. The

terms Tyrs, Ters, Tys Tp @nd T, correspond to the time intervals allocated for the
transmission ofRTS CTS H (headers),P (payload or data) andACK packets,
respectively.T, is the slot-time. Additionallya =(1- P )T, + P.R.T, + P.(1- P,)T. and
B=(a-2"(- )™ /1-21-q))/1-2(1-q)), where g=1-p andp is the collision
probability. B is the probability that there is at least one graission in the time slot.

P, is the probability associated to a successfulstrassion on the channad,, is the
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minimum congestion windown is the maximum back-off stage. Probabilities and

R, involved in this model can be derived from thdlision probability p. For more
details, refer to [25] and [33]. The authors in][26und an approximation for the
collision probabilityp in terms of the minimum congestion windoW.(,) and the

number of contending stationg,(i.e.,

In many cases, queueing delays contribute sigmifigdao forwarding delays. In the
next section, we thus present a simplified modelampute the average queueing delay

for a multi-hop route in mobile ad-hoc networks.

3.3.1.2 Queueing Delay

In MANETSs each network node can be considered metwork router. When a packet
arrives at a node, it has to be processed anikifi$ the case, retransmitted to another
node. We defin®Queueing DelayT,, as the time a packet waits in the buffer until it
begins contending for the channel. The maximum gimgudelay depends on the buffer
size. If the expected number of packets in the dyufflefined asB, is a known

parameter, then the average per-hop queueing (i&laycan be computed by:

T, =B, +Tg, (3.4)

where, T, corresponds to the average residual time for &qtathat is currently in
service andB is the average number of packets in the bufferarRaterT, is the

average per-hop access delay.
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The average number of packets in the buff@r) (could be determined by either
analytical or statistical methods. Analytical methovould involve a queueing model
for MANETs. This model should describe mathemalycélhe general behavior of
gueues in MANETSs. Although there are several studidated to queueing models in
the literature for the Internet, none of them pded a general solution that could be
applied to MANETSs. Statistical methods would inv@lgxtensive network simulations
to study the behavior of parametBr. However, in both methods, the behavior Bf
would strongly depend on many factors including enatensity, mobility patterns,
network dimensions, physical and network connegtiiransmission range, routing

protocols, among others.

In particular, a queueing delay model would reqaireharacterization of both the
applications using the ad-hoc network and theitra$sociated to them. Unfortunately,
both applications for ad-hoc networks and the nedfic associated to them are yet to
emergeDue to these conditions, it would be highly compdexd unrealistic to set forth
a queueing model for MANETSs. In this work, let ussame that on average each
contending node haB packets in its buffer. By replacing (3.4) in (3.i)e obtain that
the average round trip time for multi-hop routegiien by:

Terr =2(N+1)(T, +BIT, +T),  (3.5)

where: factor 2{ + 1) corresponds to the number of hops in a réoteed byN
intermediate nodes, counted in both directioBsis the average number of packets in

the buffer. Parametef, is the average residual time for a packet thatuisently in

service andrl, is the average per-hop access delay.
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3.3.2 Route Duration M odel

In this section, we definRoute Duration TimeT,,, as the interval measured from the
instant a valid route is discovered to the instidwet route fails. This period of time
specifies how long a route can be used to trauisiier. Now, we definRoute Discovery
Time T,, as the interval measured from the instant in tvhie source node sends the
initial route request to the instant in which itceeves the route reply from the
destination node. Once the source node receivesotte reply, a route has been
established between the source-destination paulitiddally, we defineRoute Failure
Time T., as the time measured from the instant in whieh gburce node sends the
initial route request to the instant in which trstablished route fails. Note that both
concepts share the same time origin (i.e., theumsh which the source node sends the
initial route request), see Fig. 3-2. This figuogresponds to a time diagram illustrating
the instants in which route discovery and routéufaioccur. We then formally define

route duration as:

T.-T, ; T.2T, [s
TRD F D D [ ] (36)
0 ; Te<T, [g]
to e Ip > .
 Trp=Tr —1Tp_

to : Initial Route Request Time
Tp : Route Discovery Time

Tr : Route Failure Time

Trp - Route Duration Time

Figure 3-2: Time diagram for route discovery, rofaiéure and route duration times.

In the previous definition, we consider that whamy anobile node, which is a
member of the route in the process of being disaaljeabandons the coverage zone of

any of its neighboring nodes before the route immetely established, then there
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would be no route duration time for thigpothetical route Therefore, route duration

time would be valid only for scenarios where theteofailure time T; ) is longer than
the route discovery timeT(). Otherwise, a long route discovery time might

considerably reduce the route duration time atr&epoint where the route would be

useless to transfer data or it would make imposgibdiscover it.

A typical route is formed by a source node, a \d@eiamumber of intermediate nodes
and a destination node. The number of intermediatdes depends on many factors,
such as the distance between source and destimeti®s, node transmission range and

node density.

Figure 3-3: Route formed by 3 mobile nodes.

As illustrated in Fig. 3-3, let us consider a rofdemed by 3 mobile nodes, source
nodeS intermediate nodé and destination nodB. In order for nodd to work as a
relaying node, it should be located within the iis¢éetion of the coverage zones of
nodesS and D (overlapping region), represented by the shaded iaré&ig. 3-3. Note
that the size of the overlapping region dependtherdistance between nodeandD.
The time that nodé remains within this region can vary significandgcause of the

different sizes of the overlapping regions and Igoadepends on the positions,
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trajectories and relative speeds of the 3 nodeslved. The route from nodgto node

D will be valid as long as noderemains within the overlapping region. In the same
way, a route formed byN intermediate nodes will be valid as long as ak th

intermediate nodes remain within their respectiverlapping regions, see Fig. 3-1. In a
route, formed by one or many intermediate nodes, fitst intermediate node that

abandons its overlapping region will cause a réaitare.

Chapter 2 presented a route duration model forcad#etworks in terms of the
number of nodes involved in the route, node trassion range and speed of
movement. In Chapter 2, we performed an exhaustata analysis of routes with 3
mobile nodes, as the one shown in Fig. 3-3. Baseithis analysis, we concluded that a
statistical model for the probability density fuiect (PDF) of the route duration time,

fr (t) can be well represented by:

ale_[t_;lj +a2e_[t_5/:zj ; 1>0 [s]
f.(t)= 3.7
0 . t<0 [g]

where, parameters;, f;, 9;, forj =1, 2, can be found by fitting the analyzed data

the previous model. The expression shown in (3dfsidered all possible initial
positions and trajectories followed by the 3 moliedes § | and D), which are
moving according to the Random WayPoint (RWP) nipbimodel. Figure 3-4a
illustrates the PDF given by (3.7). We then anadymeutes formed b intermediate
nodes as a concatenationdB-node routestiiplets). We found that the route duration
time for a route formed b intermediate nodes can be obtained by determitiieg
minimum of N i.i.d. random variables defined by (3.7). Finally, Chapter 2, we

numerically evaluated the route duration time fuwusands of route sets formed by a
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different number of intermediate nodes on eachasdt computed their average route

duration. More details were given in Chapter 2.

The route duration model that we set forth in thapter extends the one presented
in Chapter 2 in two ways. First, we provide a ctbfam expression to compute the

average route duration, and second, we take ttie discovery time into consideration.

In order to find the upper bound on route lengtle, need to analyze the case in
which the route failure time is about the same oadenagnitude as the route discovery
time, T. LT, . After a careful inspection of Fig. 3-1, we carsetve that it takes some
time for nodeS to find nodeD, and also some time for no@eto reply back to nod&

It is also discernible that the average route disoptime is proportional to the route
length. If we assume that each hop experiencesdime average per-hop access delay
T, in both ways, the average route discovery timg)( for routes formed byN
intermediate nodes, can be approximately found dmputing the average round trip
time, given by (3.5) , i.e.,

T, =2(N +2)(T, + BT, +T), (3.8)

as above-mentioned, factorN2¢+ 1) corresponds to the number of hops in a route
formed byN intermediate nodes, counted in both directioBsis the average number
of packets in the buffer. ParamefEy is the average residual time for a packet that is
currently in service and, is the average per-hop access delay. The denvafidhe
route duration model, presented in this chaptdierdi from other route duration models
found in the literature as it considers hop by famwarding delays in the computation.
In Fig. 3-4b, we show a route formed by 3 intermeglinodes. It illustrates how route
discovery and route duration are affected by fodivay delays. The clocks shown in

Fig. 3-4b represent the instant the route requemthes each intermediate node. For
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instance, by the time the third intermediate nasteives the route-request packet, the
route duration associated to the fitgplet has already consumed 2ime units. We
take this situation into consideration by shifteemch PDF in time, as it is also depicted

in this figure.

In order to consider these delays in the analysesmust apply different time shifts to
the PDF, given by (3.7). Each time shift correspgotwlan individual access deldy

experienced by each intermediate node during th&erdiscovery process, see Fig. 3-
4b. A time shift represents a time difference om tilme of arrival of the route-request
packet for each intermediate node. Time shiftsiadpio (3.7) can be mathematically

expressed by:

f. (t)=f0-t) forn=1,2,---N, (3.9)

where,t, =nT, andT, is the individual average per-hop access delaydtaesponds

to a specific intermediate node, denotedpforn=1, 2, ... N.

The PDF associated to the new route duration medri|d then be:

f(t)= (3.10)

where, parameters;, S,, 9;, forj =1, 2, can be found by the same method, as
used before for (3.7)T,, forn =1, 2, - - -N, represents the time that a specific

intermediate node remains within its overlappingog, T, =0 [s]
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Figure 3-4: (a) The PDF given by (3.7). (b) Impattforwarding delays on route

discovery and on route duration.
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Now, we obtain a closed-form expression that adlaye to compute the average
route failure time T:). By definition, the cumulative distribution fummt (CDF)
associated to a PDF represents the probabilityahabtermediate node remains within

its overlapping region a period of time within theerval T, <t [s] Let us denote
such CDF byF, (t) In consequence, the probability that an interaiednode remains

within its overlapping region for a timer >t [s] would be given by the

complementary cumulative distribution function (CEDi.e.,
C, (t)=P(T, >t)=1-F (t). (3.11)

We assume that the time each intermediate nodeimemwthin its respective
overlapping region is an independent random vagialil the route is formed bW\

intermediate nodes, the probability that the rdatierre time (T- ) be within the interval

T <t [s] would be given by:
P(T, <0)=1-[]P(1, >1), (312

or

P <0)=1-[], ()=, 0). @13

where F;. (t) is the CDF associated to the failure time for ateéoformed byN

intermediate nodes.

Since the route failure time is a positive and cwus random variable, its average

value (T ) could be found by using [34]:

T = [ l-F (). (3.14)

If we replace (3.13) in (3.14), we obtain:
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Apparently, the integral shown in (3.15) can onéy $blved by numerical methods
for different values oN. When solving (3.15) numerically, it can be obserthat the
average route duration time is inversely propodloto the number of intermediate
nodes,N, and speed of movement, We performed an extensive analysis of node
mobility by considering all possible trajectoriedlédwed by the nodes involved in the
route. The data obtained by this analysis were tfigad in order to find an
experimental model that represents the averagerdatime, in terms oN andv. For
this purpose, we select an expression with two debmcause we found experimentally

that a two-term expression is an accurate reprasentof the average failure time.

An approximation of the average failure tinfe,, could thus be expressed as:
T =X +)N+1), (3.16)
Nv
where parametersandy can be found by means of a fitting prockss.

Finally, if we replace (3.8) and (3.16) in (3.6)e wan compute the average route

duration time Ty,) by means of:

TRD: ﬁ/"'(y_z(TA"'gErA"'TR))(N'Fl) ; Te2Tp [S]

0 P Te<T, sl

(3.17)

! Some statistical parameters related to the gosdpédit obtained for (3.17) areS8SE~ 10* and
R-square~ 0.99.Smilar values were obtained when fitting (3.7). Them SSEcorresponds to the Sum
of Squares due to Error aftt-squareis defined as the ratio of the Sum of SquareshefRegression
(SSR and the Total Sum of Square&s].
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3.4. Maximum Route Length

As aforementioned, a route would be useful if, amdy if, route failure time is

longerthan the time interval required to discovie troute. In Section 3.3., we
mentioned that route duration decreases with rlmmgth and that the round trip time
increases with route length. The routes shouldetbes have a maximum length that
meets both time conditions and assures a satisjactonmunication path between any

pair of nodes of the network. The previous statdmean be expressed analytically as:

Tap 2 Torr- (3.18)
If we replace (3.17) and (3.5) in (3.18), we obtain

% +(y-2T)(N+2)2 2(N +2)T,. (3.19)

In order to compute the maximum route length fr@19), we must consider that all
nodes involved in the route have empty buffers, iBe=0 packets, and also they do
not have packets in service, therefdge= 0 [s] It is evident that, when the buffers are

not empty, forwarding delays experienced by a piaakeach intermediate node will be
increased. This issue affects the maximum routgthethat can be obtained during the
route discovery process. In Fig. 3-5 we can obsbemesets of four curves each. The
first set displays the average route duration tinmlel versus number of intermediate
nodes and the second set the average round trgp wersus number of intermediate
nodes. In these curves, we consider two differeitias of contending stations per
sensing range area, i.e.= 10, 20 nodes, and two different packet sizegrgbyP =
1500 bytes ané = 368 bytes (average IP packet size [35]). Inehmsmputations, we
consider the node transmission range, Re=,250 jm| (outdoors), and the node sensing
range, i.e.Rs = 550 |m|, both parameters are defined by the IEEE 802standards.
More details about the IEEE 802.11a standards i@sngdn appendix A.-2. The speed

of movement used in these computations=sl [nvs].
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From Fig. 3-5, we can infer that there is one sgetion point on each pair of curves
(Tzp and Tz ) With the same network conditions, i.e., contegdiedes ¢) and packet

size @). The abscissa of the intersection point corredpda the maximum number of
intermediate noded\max, given the network conditions. As long BIS< Nmax it is
guaranteed that useful routes can be discovereén\Wile equal both sides in (3.19) and

solve the resulting equation filf we obtain the maximum vallénax, given by:

N 4K
Nmax—{z{ 1+ 1+V(4TA‘J/)H1 (3.20)

where| x| is the floor function of a real number

In Fig. 3-6 we can observe a set of four curvepldigsng the maximum number of
intermediate nodes, computed from (3.20), versusengpeed of movement. Upon
comparing these curves, we can infer that the maximumber of intermediate nodes
is inversely proportional to the packet size andengpeed. As above-mentioned, by
limiting the maximum route length to a hop-countdenNmax, given by (3.20), a
communication path would be ensured for any sodestination pair in the network.
So, if we assume that the maximum route lengthesponds to the maximum diagonal
of the network, we can easily compute the equivafeaximum network size. The
maximum diagonal of the networlDmax, can be found by multiplying the mean

distance between two adjacent nod&s,by (Nmax+ 1), i.e.,

D,. =(N

max

+1d. (3.21)

max

According to (3.20), factoNmax + 1) corresponds to the maximum feasible number

of hops in a route (maximum route length).

A simple method to obtain the mean distance betwweradjacent noded , used in
(3.21), is to analyze a route with one intermediatde only, as the one shown in Fig. 3-

3. If the distance between any source-destinatain, given by dg,, is within the
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interval R<dg, <2R, then one intermediate node | would be neededratag. If the
distance between nod&sandD is uniformly distributed in the intervaR<dg, <2R,
its average value would be given ¥, =(R+2R)/2=15R. Finally, the mean
distance between eith& or I-D corresponds ta =dg,/2 = 0.75R. Other methods to

find d would be to compute the average length of a MSihiflsm Spanning Tree) or

by extensive network simulations.

3.5. Simulations and Results

This section presents the main results that weirgdddathrough a series of simulation
tests. We used the network simulatd®-2to conduct these simulations in order to
validate the models presented in this chaptert,Firs conducted a series of simulations
to test the round trip time through multi-hop rautilext, we performed a second series
of simulations to test the route duration modehalty, we conducted a third series of
simulations to examine and test the accuracy ofrtagimum route length predicted by

the proposed model.

3.5.1Round Trip Time

We conducted some simulations in order to studyrthumd trip time experienced by
multi-hop routes. The simulation settings consistdda square network with the
following dimensionsXsc = 2000 ] and Ysc = 2000 ], with 400 nodes randomly
placed within this area. In these simulations, ekwnodes had no mobility. We
subdivided the network nodes into two sets of noddee first group (background
traffic group) consisted of nodes generating bawmkd traffic. The second group
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included nodes involved in multi-hop routes. Frohe tfirst group, we selected a
specific number of source-destination pairs, forrbgdwo adjacent nodes needing no
intermediate nodes to communicate with each otker. each pair, we defined a
connection to transmit packets, each one correspgrid a CBR traffic source with a
fixed packet size of 368 bytes (average IP padket[85]). The number of connections
were set in order to assure a uniform distributbeontending stations in the network
area, i.e., approximatelg = 20 nodes per sensing range. In these simulatiwas
considered the transmission range and the sensnggerdefined by the IEEE 802.11a
standards ilNS-2 i.e.,R = 250 [m] andR;= 550 [m], respectively.

We also selected a packet rate high enough to giggrahat all contending nodes in
the network always had at least one packet in tifeib These connections generated
background traffic to ensure that simulations grerating under a controlled number of

contending stations, as required by the model.

Once we generated the background traffic, we perédrthe following experiment.
From the second group of nodes, we chose anothef seurce-destination pairS{D)
such that there was a specific number of intermedides N) in the route. The
intermediate nodes also belonged to the seconggrbthe nodes. On ea@D pair,
we defined a connection to transmit packets, thenlet the simulation run for 200
seconds. We divided the nodes in the network Wt groups because it was the only
way to guarantee that, on one hand, we could dafiteonumber of contending stations
per attempted transmission (first group of nodes), an the other hand, we could
anticipate the number of packets in the buffertfier second set of nodes (in this case,
B =0). The values of and B are both key parameters in order to compare stioala
tests with the proposed model. We monitored thexdaduip time experienced by each
packet on each route, by registering the instamthich each packet was generated by
node S and the instant in which it was received by nd@leln the same way as the

background traffic, each connection of the secoralg of nodes corresponded to a
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CBR traffic source with a fixed packet size of 3B@es. In this case, we selected a
packet rate that assured a uniform average buffeupancy at each intermediate node
in the route. This condition can be easily fulfilley controlling that all intermediate
nodes have empty buffers, i.8,=0 packets, over long periods of time. In the case
where B # 0 packets, forwarding delays experienced by a pagketch intermediate
node will be longer than the scenario presented. s aforementioned, if the buffers
are not empty, it would require a longer time #nsmit each packet through the route
and the maximum obtainable route length would Hectéd. We performed 1,000
simulations to obtain enough data over different@&s with similar lengths to compute
the average round trip time and compare it with pineposal. We used the results
provided by these simulations to generate the cprgsented in Fig. 3-7. In this figure,
we can also compare the simulation results withpttaposed model. Simulation results
are very close to the results obtained by the maktiditionally, Fig. 3-7 includes 95%

confidence intervals for the average round trigetioitained by the simulations.
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Figure 3-7: Average Round Trip Time for a wirelasstwork with 20 contending

stations.
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3.5.2 Route Duration

We performed another series of simulations in ondenvalidate the route duration
model for routes involvindN intermediate nodes. As in the previously, the $athon
settings consisted of a square network with thifiohg dimensionsXsc = 2000 )
andYs. = 2000 ] and again 400 nodes were randomly placed withis drea. In this
set of experiments, we also subdivided the netvmades into two sets of nodes. The
first set of nodes had no mobility (static-nodeugrp The second set of nodes (mobile-
node group) moved according to the RWP mobility elaat a constant speed £ 1
[m/s]). We again considered the transmission raange the sensing range defined by
the IEEE 802.11a standardsNis-2, i.e.,R = 250 [m] andR; = 550 [m], respectively.
Briefly, the implementation of the RWP mobility melds as follows: as the simulation
starts, all nodes are randomly placed within thevoek area. Each mobile node then
randomly selects one location within the simulatihd as first destination point and
travels towards it with a constant velocityUpon reaching its destination point, each
node stops for an interval. As soon as the paoseeixpires, each node chooses another
destination point and moves towards it at a differspeed. The whole process is
repeated again until the simulation ends. We sedeatlarge network size to minimize
the probability of having trajectory changes of amgrmediate node before it leaves its
associated overlapping region. The probability thatintermediate node changes its

trajectory within its overlapping region can be riduby: B :A)r(h)/Agc, where:
A, (h) = 2R?arcco§(R- h)/R)-2(R-h),/R* - (R-h)’ is the area of the overlapping
region andA, = X_ Y, is the area of the scenario. If we consider otnwork settings,

we have thaB <1%.

From the mobile-node group, we chose a collectidnrautes involving N
intermediate nodes. These routes were discoverady ube Ad-hoc OnDemand
Distance Vector (AODV) as the routing protocol. Tbleoice of a specific routing

protocol, however, is not relevant to this studgr €ach route involvingy intermediate
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nodes, we let the simulation run until one interratd node left the route and we
registered the time interval during which the rowtas available. Route duration
simulation results were obtained for= 1 [nVs], although they can be scaled to a
different speed\() by simply multiplying the values obtained for &v§] by factor
(viv’). We used the results provided by these simulatitm generate the curves
presented in Fig. 3-8. In this figure, we presdwt average route duration time for a
MANET where nodes move at two different speeds, Leand 5iv/s], and there is no
background traffic in the network. In this figunee can make a comparison between
the simulation results and the route duration motlelk important to point out that
simulation results are very close to the resultaiokd by the route duration model with
an acceptable margin of error. Additionally, Fig8 &hcludes 95% confidence intervals

for the average route duration time obtained thinagighulation.

Additionally, we performed more simulations unddffedent traffic conditions.
These simulations are intended to study the impaciode mobility and background
traffic on route duration separately. In order emgrate the background traffic in the
network, from the static-node group, we selecteattaar set of source-destination pairs,
formed by two neighboring nodes needing no intetiatechodes to communicate with
each other. On each pair, we again defined a ctioneto transmit packets, each one
corresponding to a CBR traffic source with a fiygtket size of 368 bytes (average IP
packet size). The number of connections were sairder to guarantee a uniform
distribution of contending nodes in the networkaariee., approximatelg = 20 nodes
per sensing range. As previously stated, we selecfgacket rate high enough to assure
that all background traffic nodes in the networa)s had at least one packet in the
buffer. We performed 1,000 simulations, with andheut the presence of background
traffic, then we computed the average route dumatime and compared it with our
route duration model. This number of experimenterefi enough data to obtain a
reliable average route duration time. We found teforming more experiments did

not significantly change the results. In Fig. 3¥@, show the impact of the presence of
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Figure 3-8: Average RoutBuration Time for a MANET where nodes move at sjgeed
of 1 and 5 [m/s].

74



background traffic on route duration. In this figurwe present the average route
duration time for a MANET where nodes move at aedpef 1 pv/s] with and without
the presence of background traffic. Additionallye wan also compare the simulation
results with the route duration model, given byl{@3. It is evident that they closely
match up within a satisfactory margin of error. sThigure also includes 95%
confidence intervals for the average route durdiioe obtained by the simulations.

3.5.3 Maximum Route Length

Finally, we conducted another series of simulationerder to validate the maximum
route length model using the same network scenaessribed previously and, again,
we subdivided the network nodes into two sets afeiso The first set of nodes had no
mobility (static-node group) and the second sataifes moved according to the RWP
mobility model (mobile-node group) at constant siseeAgain, from the static-node
group, we selected a specific number of sourcerggiin pairs, formed by two
adjacent nodes needing no intermediate nodes toncmiate with each other. The
number of connections were set in order to ensuneifarm distribution of contending
nodes in the network area, i.e., approximately 20 nodes per sensing range. Each
connection corresponded to a CBR traffic sourcé wifixed packet size of 368 bytes.
As previously indicated, we selected a packet ragh enough to assure that all

background traffic nodes in the network always &tl¢ast one packet in the buffer.

Once we generated the background traffic, we pexddrthe following experiment.
From the mobile-node group, we chose a serieswteedestination pairs$s¢D). Each
pair was selected according to a specific routggtlendefined by the number of
intermediate nodes\j needed to communicate them. We defined a cororeoti each
S - D pair. For each connection, we let the simulatiamfar 200 seconds. We checked
then whether the routing protocol was able to disc@nd associate a route to connect

each source-destination pair. Again, we used XOBs the routing protocol. We also
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monitored the instant in which each route-requaskpt was sent by no& the instant

in which it was received by node, the instant in which each route-reply packet was
sent by nod® and the instant in which it was received by n8d&/e considered that a
route from nodeS to nodeD was established if, and only if, no8aeceived the route-
reply packet from nodd. We registered the results of these experiment$was
possible events: a successful route-discoveryeifrttute was discovered, otherwise, we
registered a route-discovery failure. We repedtedprevious experiment several times
with variousS-D pairs in the network with the same route lengtls. &Aresult, we
obtained enough routes to evaluate the succes®frabe route-discovery process for
different route lengths. The results of these arpemts are presented in Fig. 3-10. In
this figure, we can make a comparison betweenithelation results and the maximum
route length, computed by means of (3.20). Figu 3hows a set of two curves
displaying the maximum number of intermediate nog&sus the speed of movement.
The first curve (solid line) is computed by meahthe proposed model. The simulation
results correspond to the second curve (dashedl firesented in Fig. 3-10. These
results were obtained under the same network donditi.e.,c = 20 contending nodes
and a packet sizB = 368 bytes for different speeds. It is importémtnote that we
obtained consistent results between the proposdl the simulations with 95%
confidence intervals. Upon comparing these resuléscan observe that the maximum

number of intermediate nodes slightly fluctuatesiad one intermediate node.
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Figure 3-10: Maximum number of intermediate nodesafwireless network with 20

contending nodes and a packet size of 368 bytes.

3.6. Conclusions

This chapter has presented a model to determineigper bound on route length of
wireless ad-hoc networks. The upper bound on rdebtgth has been found by
determining the maximum feasible number of interi@ednodesNmax, in any route of

a mobile ad-hoc network. The problem was first apphed by using an average access
delay model for single-hop routes, found in theréture, to derive the round trip time
for multi-hop routes. Second, based on the routatdun model presented in chapter 2,
a new route duration model for routes formed Nbyintermediate nodes has been
established. This model takes the average routewisy time into account. Based on
this model, an approximation to compute the averagee failure time is provided and
the average route duration time can therefore timat®d. A closed-form expression to

compute the maximum feasible number of intermediatdes (maximum route length)
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in mobile ad-hoc networks has been derived froraé¢he/o models. An upper bound on
route length guarantees a reliable communicatidh fiax any source-destination pair.
The maximum network size can thus be estimated. é¥igal calculations and

simulations were developed to evaluate and validaite study for different network

conditions. In general, simulation results wereywapse to the results obtained by the
proposed model with an acceptable margin of efosm this analysis, we concluded
that the maximum number of intermediate nodesvsrsely proportional to packet size
and node speed. This model can be used to scalenketize up or down so as to meet
minimum route duration requirements to ensure ansonication path for any source-

destination pair in mobile ad-hoc networks.
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Chapter 4

Conclusions

This thesis established a model to estimate route duration in wireless ad-hoc networks
when nodes move according to a random-based mobility model. This model analyzed a
route formed by N intermediate nodes. The problem was first approached by studying
simpler 3-node routes. From the 3-node static case, it was demonstrated that the initial
positions of source, intermediate and destination nodes have a great impact on route
duration in MANETs. From the 3-node mobile case, the PDF of route duration of 3-
node routes for Random WayPoint and Random Walk mobility models were obtained.
Finaly, it was shown that, regardless of the mobility pattern considered, route duration
of routes formed by N intermediate nodes can be computed as the minimum route
duration of N 3-node routes. Theoretical analyses and simulations were developed to
validate this study. In general, simulation results were very close to the results obtained
by the proposed model with an acceptable margin of error. Results from this work can
be used to compute the overhead signaling of unicast and multicast routing protocols for
mobile ad-hoc networks since every time a route fails, the routing protocol needs to
either repair the route locally or find a new route. Based on the work presented in this
thesis, it would be possible to study the behavior of the proposed model with different
mobility models, variable speeds and other heterogeneous conditions. Additionally, the
relationship between route duration and system performance (throughput and overhead
signaling) could a so be analyzed, since this has not been established yet.



This thesis also set forth a model to determine the upper bound on route length
of wireless ad-hoc networks. The upper bound on route length was found by
determining the maximum feasible number of intermediate nodes, Nmax, in any route of
a mobile ad-hoc network. This problem was first approached by using an average access
delay model for single-hop routes, found in the literature, to derive the round trip time
for multi-hop routes. Second, based on the route duration model presented in Chapter 2,
a new route duration model for routes formed by N intermediate nodes was established
in Chapter 3. This model takes the average route discovery time into account. Based on
this model, an approximation to compute the average route failure time was provided
and the average route duration time can therefore be estimated. A closed-form
expression to compute the maximum feasible number of intermediate nodes (maximum
route length) in mobile ad-hoc networks was derived from these two models. An upper
bound on route length guarantees a reliable communication path for any source-
destination pair. The maximum network size can thus be estimated. Numerical
calculations and simulations were developed to evaluate and validate this study for
different network conditions. In general, simulation results were very close to the results
obtained by the proposed model with an acceptable margin of error. From this analysis,
we concluded that the maximum number of intermediate nodes is inversely proportional
to packet size and node speed. This model can be used to scale network size up or down
S0 as to meet minimum route duration requirements to ensure a communication path for

any source-destination pair in mobile ad-hoc networks.
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A . 2 — Transmission Range Calculation ilNS-2

Network simulations are used to represent the réiffeoperation conditions of wireless
networks. The simulations have several key paramietacluding mobility models,
propagation models and communicating traffic paieamong others. We selected the
network simulatoiNS-2 [4] because it is a relatively simple and widelaigable open-
source software that is commonly used to evalua®NHEIT performance. In Chapter 2
and Chapter 3, simulation work was developed taagd the route duration and route

length models for different network conditions.

In this thesis, we have considered the transmissimge defined by the IEEE
802.11a standards, i.&®,= 250 jm] (outdoors), but any other transmission range migh
also be considered. The main reason of considéhisgransmission range is intended
to be consistent with the default valuesNB-2. For instance, the transmitted signal
power,Pry, for R = 250 fn] is Pry = 0.28183815\|V]. The frequency = 914 - 18[HZ] -
Lucent WaveLAN DSSS radio interface and the bantwisiB = 2 [MHZ]. Therefore,
the wavelength would be=c/f = 0.328 m|. The system loss factorlis= 1.0 [-]. The
received signal power threshold By = 3.652 - 10° [W]. The carrier sense
threshold isCs (y = 1.559 - 10" [W], thus leading to a sensing ranBe= 550 .
Most of these values are described in the IEEE18@2standards and some others are

hardware and/or driver specific.

The transmitter and receiver antennas are bothidemesl to be omni-directional

with unit gain, i.e.,G;, =Gg, = 1The antennas are centered at the transmitter and
receiver coordinates, i.&{X,.Y,,Z,) and(X,,Y,,Z,) with an elevatiorz, = 15n],

ie.,
X5 = X, and Xg, = X,
Y, =Y, andYg, =Y,

Z,. =2 +Z,andZ, =Z, +Z,
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Since Z, =Z, =0 [m], the height of receiver and transmitter antenwasild be:

hy, = hy =15 [m.

The distance between any transmitter-receiver gaivould be given by:

d :\/(XTX - XR><)2 +(YT>< _YRx)2 +(ZTx _ZRX)Z

The cross-over distancd,, would be:
d, = 4’“;“@ : (do = 86.20 i)

If d <dp, then the Friis Free Space Propagation Model mistsed, i.e.,

P — PTXGTXGRX( /‘ jz
R L 4rd

If d >do, then the Two-Ray Ground Propagation Model mesised, i.e.,

- PTXGTXGRxh'?x thlx

Ty

Additionally, the IEEE 802.11 MAC defines the folllng parameters and settings:
The slot-time isT, = 16 - 20 [s]. The minimum contention window M/, = 32. The
maximum contention window i¥Vmx = 1024. The inter-frame spaces used during
transmission ar@grs = 8 - 10 |us| andTpirs = 16 - 50 Ls]. The basic transmission rate

is R, = 1 [Mbpg] (rate for control frames). The data transmissiate iSRy = 2 [Mbps]
(rate for data frames).

86



A . 3 - Glossary

Abbreviations and Acronyms

ACK — ACKnowledgement packet

AODV - Ad-hoc On Demand Distance Vector

CBR - Constant Bit Rate

CCDF — Complementary Cumulative Distribution Fiot
CDF - Cumulative Distribution Function

CTS - Clear-To-Send packet

DIFS - Distributed Inter-Frame Space

DSR - Dynamic Source Routing

EMI — Electro-Magnetic Interference

FW  — FreeWay (mobility model)

IEEE - Institute of Electrical and Electronicsghreers
i.i.d. —independent and identically distribu{e@hdom variables)
IP — Internet Protocol

MANET — Mobile Ad-hoc NETwork

MH — ManHattan (mobility model)

MST — Minimum Spanning Tree

NS2 - Network Simulator (Second Version)
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PDF — Probability Density Function
RPGM — Reference Point Group Mobility (mobility ded)
RTS - Ready-To-Send packet

RTT — Round Trip Time

RW  — Random Walk (mobility model)
RWP — Random WayPoint (mobility model)
SIFS - Short Inter-Frame Space

SSE - Sum of Squares due to Error

SSR - Sum of Squares of the Regression
SST - Total Sum of Squares

VANET - Vehicular Ad-hoc NETwork

Wi-Fi — Wireless Fidelity

WLAN — Wireless Local Area Network

WSN — Wireless Sensor Network
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