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menos de lo que nos gustaŕıa admitir, pero siempre me han brindado apoyo, de una u otra
forma. Al resto de mi familia, a quienes siempre que los veo, me brindan su cariño y una
cálida sonrisa.

Al Dr. Eleazar Cuautle, por su gúıa, sus enseñanzas y las largas charlas en general, este
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Resumen

En este trabajo, se realizó un estudio sistemático de colisiones de iones pesados relativistas a
nivel simulación Monte Carlo, en especial, colisiones de Au+Au a enerǵıas en el rango del
experimento MPD-NICA:

√
sNN = 4.5, 7.7, 9.2 y 11.5 GeV. El estudio también fue realizado

para colisiones de Bi+Bi a
√
sNN = 9.2 GeV. Además, se realizaron simulaciones del paso de

las part́ıculas a través del detector MPD. La intención es que dichos resultados puedan ser
considerados como referencia para los primeros datos experimentales que producirá el MPD
en 2025.

A nivel Monte Carlo se estudiaron tres modelos: HSD, PHSD y UrQMD, con los cuales
se simularon los mecanismos de producción de mesones y bariones en colisiones de iones
pesados. En especial, se obtuvieron las distribuciones de momento transverso de π±, K± y
p±, con lo cual se calcularon las razones K±/π± como función de la enerǵıa de colisión y
compararon con datos experimentales, observándose un desacuerdo en general. En dichos
datos experimentales, se ha observado que la razón K+/π+ crece con la enerǵıa de la colisión,
alcanzando un maximo alrededor de 8.2 GeV, y al continuar incrementando dicha enerǵıa,
decrece. El resultado es de interés, puesto que inicialmente este comportamiento fue propuesto
como una de las posibles señales de la existencia del plasma de quarks y gluones. También, al
estudiar los mecanismos que producen kaones y piones en cada modelo, podemos entender
mejor (hasta cierto punto) los aciertos y fallas de cada modelo.

Con los datos simulados, se identificaron los valores de momento para los cuales ocurre
una transición de dominancia de producción de bariones a mesones. Esto podŕıa explicar
el comportamiento de la razón K+/π+ de manera estad́ıstica, pero no parece dar cuenta
de los resultados obtenidos con los modelos utilizados. Las razones pat́ıcula-antipart́ıcula
y la producción de hiperones como Λ0 y Σ0 también se calcularon y compararon con datos
experimentales. Estas presentan un buen acuerdo para el caso de los piones, pero un desacuerdo
para el resto. En general, estos resultados mostraron que los modelos de producción de
hadrones empleados predicen razonablemente las propiedades cualitativas observadas en los
experimentos tales como AGS, STAR, etc., pero requieren mejoras para dar una descripción
más cercana.

Por otro lado, se realizó un estudio con el software del experimento MPD-NICA. Aspectos
como el algoritmo de reconstrucción de trazas, aśı como la eficiencia en la reconstrucción
e identificación de part́ıculas se estudiaron con cierto detalle. La finalidad es lograr mejor
calidad de trazas reconstrúıdas y consecuentemente una mejor identificación de part́ıculas.

Una vez entendidas y calculadas las eficiencias para cada especie de part́ıcula, se obtuvo
una primera estimación de las distribuciones de momento transverso de mesones y bariones.
Se construyeron diferentes ecuaciones paramétricas (como función de la enerǵıa de colisión),
las cuales predicen el valor del momento en el cual las distribuciones de piones y protones
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se cruzan unas a otras. Los resultados indican que, aunque los modelos parten de un marco
microscópico de transporte, parecen seguir un comportamiento global sistemático, el cual
indica una zona de transición de mayor producción de bariones a mesones dentro del rango
del MPD. Si bien estos resultados pueden mejorarse con una mayor estad́ıstica, también se
espera un mejor algoritmo de recostrucción y eficiencias más precisas en futuras versiones del
software empleado.

Los temas abordados aqúı tienen relevancia, tanto teórica como experimental, debido a
que estos pueden contribuir a un mejor entendimiento de una porción del diagrama de fase de
la Cromodinámica Cuántica, objetivo principal del experimento MPD.

En el Caṕıtulo 1 se explican brevemente los conceptos relacionado con la f́ısica de colisiones
de iones pesados relativistas. Además se revisa con cierto detalle la estructura del diagrama
de fase. Todo esto es complementado con los resultados experimentales que nos han llevado a
dichas conclusiones, aśı como los modelos teóricos que las acompañan. Por último, se discuten
las motivaciones del trabajo, aśı como lo que se espera obtener del mismo.

El Caṕıtulo 2 está dedicado a describir el complejo NICA, en el cual se encuentra
actualmente en construcción el MPD. Se da un bosquejo general del proyecto NICA, las metas
y limitaciones de cada uno de los detectores en construcción, con un especial énfasis en el
MPD.

Respecto al Caṕıtulo 3, se discuten los modelos empleados para llevar a cabo las simula-
ciones de las colisiones. Se da un panorama general de como es que el problema, desde el
punto de vista teórico, es abordado.

El Caṕıtulo 4 trata sobre todo lo relacionado con las simulaciones, reconstrucción e
identificación, desde un punto de vista un tanto más técnico. En primer lugar, se establecen
las condiciones en que las muestras de datos fueron generados y de qué consisten. Después
se discute brevemente el proceso de transporte, que simula la interacción de las part́ıculas
producidas en la colisión con los materiales del detector. A continuación se discute la selección
de eventos y trazas, los cuales sirven para optimizar la calidad de los datos obtenidos, reducir
la contaminación, etc. Finalmente se discute el proceso de identificación de part́ıculas, aśı
como la eficiencia de este proceso.

Por último, en el Caṕıtulo 5 se presentan los resultados del trabajo. Esto incluye el análisis
sobre la selección de eventos en todas las distribuciones de momento transverso, tanto a nivel
simulación como a nivel reconstrucción. Se hace hincapié en los resultados obtenidos a partir
de las simulaciones realizadas por la colaboración MPD. Esto es debido a que cuando el MPD
sea puesto en funcionamiento (en 2025), los primeros resultados experimentales contarán con
las caracteŕısticas que se han impuesto a dichas simulaciones. A partir de las distribuciones
obtenidas, se calculan las razones de part́ıculas, las cuales son comparadas con los datos
experimentales. Finalmente, se estudia la producción de mesones y bariones, pues está ligada
al máximo observado en la razón K+/π+.



Abstract

In this work, a systematic study of heavy-ion collisions was carried out at the Monte Carlo sim-
ulation level, particularly for Au+Au collisions at MPD-NICA energies:

√
sNN = 4.5, 7.7, 9.2

and 11.5 GeV. The study was also implemented for Bi+Bi collisions at
√
sNN = 9.2 GeV. In

addition, simulations of the transport of particles through the MPD detector were carried out.
The intention is that these results can be considered as a reference for the first experimental
data that the MPD will produce in 2025.

At the Monte Carlo level, three models were studied: HSD, PHSD and UrQMD, with
which different production mechanisms of mesons and baryons in a collision process were
simulated. In particular, the transverse momentum distributions of π±, K± and p± were
obtained, from which the particle ratios K±/π± were calculated as a function of collision
energy and compared to experimental data, showing a general discrepancy. From these
experimental data, it has been observed that the K+/π+ ratio increases its value with the
collision energy, reaching a maximum at around 8.2 GeV, and as the energy further increases,
the ratio decreases. This is of particular interest for heavy-ion physics, because this behavior
was proposed as one of the signatures for the existence of the quark-gluon plasma. Also, by
studying the production mechanisms involved in the production of kaons and pions in each
model, we can better understand (to some extent) the successes and failures of each model.

With the simulated data, we can identify the momentum values for which a transition of a
baryon- to a meson-dominance of particle production occurs. This might explain the K+/π+

behaviour in a statistical manner, but does not account for the results obtained with the
current employed models. The particle-to-antiparticle ratios and the production of hyperons
such as Λ0 and Σ0 were also calculated and compared with experimental data. They present
a good agreement for the pions case, but a discrepancy for the rest. Generally speaking, these
results showed that these hadron production models employed can predict reasonably well
the qualitative properties observed in experimental data of facilities such as AGS, STAR, etc.,
but some improvements are required to give a closer description.

On the other hand, a study within the MPD-NICA software was realized. Aspects such
as the analysis of the reconstruction algorithm for the tracks, as well as the reconstruction
and identification efficiency were studied in some detail. The purpose was to achieve better
quality of reconstructed tracks, and consequently an improved particle identification.

Once the efficiency was understood and calculated for each particle species, a first estimate
of the transverse momentum distributions of mesons and baryons was obtained. Different
parametric equations (as a function of the collision energy) were constructed to predict the
momentum values where the pion and proton distributions cross each other. These results
show that, even though the approach of the models is of a microscopical nature, they seem to
follow a global systematic behaviour, indicating the existence of a region where a transition
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from a baryon- to a -meson-dominance is taking place within the MPD range. The results
can be improved with more statistics, but also better reconstruction algorithms and improved
efficiencies are expected in future versions of the software.

The topics addressed in this work are relevant both theoretically and experimentally,
because they can contribute to a better understanding of a portion of the Quantum Chromo-
dynamics phase diagram, which is the main objective of the MPD experiment.



Chapter 1

Introduction

It is hard to specify just one particular moment in modern history which could be considered
as the birth of the field of particle physics. But undoubtedly the discovery of the atoms and
smaller structures has paved the ground for even more striking discoveries and theories over
the last ∼ 120 years.

Another crucial event was the invention of the cyclotron by Lawrence and Livingston in
1932 [1]. The idea was to accelerate charged particles, embedded inside a constant magnetic
field, with a rapidly changing electric field, and thus producing a spiral path of accelerated
particles. This very basic concept is essentially how most of the modern accelerators all
around the world work, from the very first 11 cm radius cyclotron to the enormous ∼ 4243 m
radius Large Hadron Collider.

There were many contributions that have led us to current particle physics experiments.
The field is quite broad, but we will focus on the particular subject of heavy-ion collisions,
which is not entirely within the particle physics realm but includes aspects of nuclear physics
as well. As the name implies, the idea is quite straightforward, it consists of producing ion
(atomic nuclei) collisions at relativistic energies. Energies are considered relativistic if the
kinetic energy is much larger than the rest energy. Typically this takes about 10 GeV/n (per
nucleon, i.e. proton or neutron).

In this chapter, a brief summary on heavy-ion collision theory is presented. Also, some
of the experimental results and predictions of lattice QCD which have drove part of the
collective imaginary of physicists over the last few decades, whose primary goal is to unravel
the structure of the so called QCD phase diagram.

1.1 Heavy-ion collisions

The experimental origins of the heavy-ion collision experiments can be traced back to 1986. In
that year two experiments were commissioned: the Alternating Gradient Synchrotron (AGS)
at the Brookhaven National Laboratory (BNL) and the Super Proton Synchrotron (SPS) at
CERN (in French “Conseil Européen pour la Recherche Nucléaire”). Their energies ranged
from 14 (AGS) up to 200 (SPS) GeV/n. Subsequently, the focus was devoted to achieving
higher energies, which in turn means larger accelerator complexes. Although that is a very
interesting and thriving subject, the interest for this work is more in the relatively low energy
region (and high baryonic density region, this will be explained later on this chapter). Several
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experiments have been investigating this energy range, namely: the Relativistic Heavy Ion
Collider (RHIC) at BNL, the already discussed AGS and SPS. But the full coverage of this
energy range, at which high baryonic densities are reached is, so far, mostly unknown. Future
experiments such as the Compressed Baryonic Matter (CBM) at the Facility for Antiproton
and Ion Research (FAIR) and the Multi-Purpose Detector (MPD) at the Nuclotron-based
Ion Collider fAcility (NICA) are expected to be commissioned in 2025. The final goal is to
complement the data of the already existing facilities in the high baryonic density region, and
thus attain a broader picture of this region. But, why is this region so interesting?

Even if the collision process could be theoretically described by Quantum Chromo Dy-
namics’ (QCD) first principles, in practice, analytic calculations become an impossible task.
Pure QCD can be applied to study some subprocesses, but more suitable theoretical tools
are needed to describe heavy-ion collisions. Different models describe different stages of
the collision process, which are based in thermal field theory, relativistic transport theory,
relativistic fluid dynamics, etc. Much more extensive and complete reviews can be found in
Refs. [2–4]. Figure 1.1 shows schematically the most important stages occurring in a heavy-ion
collision process. The effective picture of the whole process is very much model-dependent,
but the idea in this section is to give a general picture of the space-time evolution. In the
third chapter, the models studied in this work are introduced. Therefore, this section and the
third chapter should be considered as complementary.

Figure 1.1: Diagram representing the different stages in a heavy-ion collision process. There are
essentially five stages: an initial state in which nuclei are about to collide, next is the pre-equilibrium
stage where the collision starts to take place, eventually the system enters in the QGP phase and
the expansion initiates. As the system cools down, matter starts to hadronize. And finally, as the
hadronic gas expands, the system reaches the freeze-out stage. Figure taken from Ref. [5].

The first stage shown in Figure 1.1 is the initial state. This is the stage previous to the
collision, when the ions are approaching each other at relativistic speeds, so they look more
like plates than spheres in the laboratory frame because of the Lorentz contraction. Instead
of perceiving each other as a collection of bounded nucleons, the deep inelastic scattering data
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from the ZEUS detector [6] at the Hadron–Electron Ring Accelerator (HERA) experiment from
the DESY (in German “Deutsches Elektronen-Synchrotron”) national laboratory suggested
that the initial state might be better described by the so-called Color Glass Condensate
(CGC). In this state, gluons form a closely packed system, with their density increasing as
their momentum fraction decreases. Thus, as the energy increases, smaller and denser packs of
gluons appear. This means that their interaction strength becomes weaker and so the system
becomes weakly coupled (asymptotic freedom). Due to the Lorentz contraction, the colliding
nuclei appear as two sheets with a distribution of fast gluons, generating color electric and
magnetic fields as they pass through each other. This state is known as glasma [7]. Those
states will eventually decay and lead to the production of the Quark-Gluon Plasma (QGP).

At the third stage of the process, evidence suggests that a thermalization process occurs
very quickly, at about 0.5 fm/c after the collision, which means that the system reaches
a thermal, local equilibrium phase, the QGP [8]. When the QGP phase is attained, the
relevant degrees of freedom shift to the partonic ones. In this situation, quarks and gluons
are deconfined from hadrons, and so they are free to be propagated over larger than nucleonic
volumes. This process is concentrated in a small volume at the center of the collision. Here,
the energy density reaches the critical value of 0.5− 1 GeV/fm3, and this region is denoted as
the fireball [9]. The fireball has an overall higher temperature than the surrounding region,
and thus it undergoes an expansion. As the fireball expands, it cools down and dilutes. The
fourth stage of the process begins when matter starts to hadronize.

The newly formed hadrons continue the expansion until two important phenomena occur:
the chemical freeze-out and the kinetic or thermal freeze-out. The expansion involves both
elastic and inelastic collisions between hadrons. An elastic collision only changes the individual
energy and momentum, but inelastic collisions may change the identities. The number of
particles of a given particle species is typically referred to as the abundance. The chemical
freeze-out is defined as the moment when the inelastic collisions cease to exist, meaning that
the relative abundances are fixed when this occurs. On the other hand, the thermal freeze-out
is defined as the moment when all interactions between hadrons stop. This process occurs
when the particles are traveling so fast from each other that the system becomes weakly
coupled. These two processes determine the final stage of the collision. Subsequently, particles
travel essentially freely until they reach our detectors, but this will be addressed in Chapter 4.

1.2 QCD phase diagram

We can say that heavy-ion collisions are a manner of heating and/or compressing matter
over nuclear distances. At normal conditions (of our daily life) both quarks and gluons are
confined inside hadrons. But as discussed in the previous section, in heavy-ion collisions, the
confinement can be overcome, and consequently new states emerge, such as the QGP. This is
analogous as the situation presented in thermodynamics with ordinary matter. The default
example is water, which passes through different phases as it is (de)compressed or heated up
(cooled down), e.g. from liquid to gas, from liquid to solid, etc. A certain state of a given
substance is characterized by its thermodynamical properties, and this characterization can
be realized by studying the evolution of a particular thermodynamical parameter (such as
temperature, chemical potential, etc.) as a consequence of changes in another parameter(s)
value. When the properties of the system change discontinuously by this process, we say that
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a phase transition has occurred.

There are different ways to classify phase transitions, but for the purposes of this work,
the classification introduced by Ehrenfest will suffice [10]. In this context, we can define a first
order phase transition as follows: Let us suppose that the chemical potential as a function of the
entropy (s) and temperature (T ), µ = µ(s, T ), contains all the thermodynamical information
of a given system. If the first derivative of the chemical potential has a discontinuity at some
value(s), we say that the system undergoes a first order phase transition1. Interestingly, we
can divide the µ = µ(s, T ) potential as a piecewise function such that each individual state is
determined by a µi = µi(s, T ). Thus, the condition for a first order phase transition implies
that µj(sb, Tb) = µi(sb, Tb) at the boundary values sb, Tb. This means that, at the boundaries
of a first order phase transition, the states coexists.

In the context of QCD, we conjecture the so called QCD phase diagram by a finite number
of thermodynamic parameters, typically the temperature T and the chemical potentials
µi [11–14]. Figure 1.2 depicts the key elements of the diagram. On the vertical axis is the
temperature, whereas the baryon chemical potential µB and the isospin chemical potential µI

are on the orthogonal axes. The baryon chemical potential represents the baryon density2

of the system, a higher baryon chemical potential means higher baryon density. The isospin
chemical potential, as the name suggests, represents the isospin (the third component, I3) of
the system. For example, if we consider only the two lightest quarks (u and d) we could define;
µB = (µu + µd)/2 and µI = (µu − µd)/2, where µu and µd are the chemical potential of each
quark type. Most of the predictions concerning the structure of the phase diagram come from
calculations of lattice QCD, see e.g. Ref. [15], which can only be realized at vanishing baryon
chemical potential because of the sign problem3, but some approximations can be made for
µB/T ≪ 1 [16]. Early calculations indicated that the order of the phase transition (or the
crossover) is strongly dependent on the number of quark flavors and their masses [17]. For
the case of three flavors in the limit of vanishing quark masses, a first order phase transition
was predicted. On the other hand, for three quark flavors in the limiting case of infinite quark
masses, another first order phase transition was expected. Thus, first calculations indicated
the existence of at least two transitions; chiral symmetry restoration (indeed, this symmetry is
broken under normal conditions) and the deconfinement phase transition. It was on February
10, 2000 when the CERN announced the discovery of a new state of matter (the QGP) from
data of seven different experiments [18]. The announcement may be regarded as controversial,
because there is, so far, no unique quantitative way to account for the expected signatures of
the QGP [19].

In Figure 1.2, the solid curves in the T vs. µB plane indicate the approximately expected
form and location of the chiral and deconfinement phase transitions. The dotted lines show
what is known as the crossover region. The difference is that the thermodynamic parameters
do change rapidly but not simultaneously. From the same lattice simulations previously
mentioned, in the case of µB = 0 and three quark flavours with realistic masses, another

1We can extend the definition to the n-th order phase transition by the same reasoning, being those whose
n-th derivative has a discontinuity.

2It is not exactly the same as the density itself, but they are conjugate parameters in the grand canonical
ensemble.

3This is because when a µB > 0 is considered, the fermion determinant in the partition function becomes a
complex number. Thus, the gluon fields, whose generation probability is related to this determinant, become
problematic to interpret.
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Figure 1.2: QCD phase diagram. The T vs. µB plane shows three different types of phase transition:
chiral symmetry restoration, deconfinement and color superconductivity. It also shos the crossover
region expected from lattice calculations and the Critical End Point. LHC, FAIR and NICA scanning
energy regions appear in curved arrows. Figure taken from Ref. [21].

“phase transition” is expected, but not exactly as previously described. It may not even be
regarded as a proper phase transition, but rather as a crossover. Calculations estimate that
the crossover should occur within the range of T = 150− 160 MeV for vanishing chemical
potential [20]. For the case of non-zero µB, as stated previously, lattice QCD calculations fail,
but the approximations suggest that the crossover line should extend as µB increases until it
fuses with the line corresponding to the chiral transition at the so-called Critical End Point
(CEP).

Another two hypothetical states are also plotted on Figure 1.2: the color superconductor
(CSC) and the quarkyonic phase transitions. Regarding the CSC, to provide a rough idea,
the situation occurs for low temperatures and high baryon chemical potential, at which the
system is weakly coupled. As an analogous situation of electrons in a superconductor, it is
expected that quarks form Cooper pairs in the QCD ground state. This situation might occur
at the cores of massive neutron stars [22].

The quarkyonic state is different and interesting, because chiral and deconfinement phase
transitions lines are expected to end at the same point (the CEP). While it remains unclear
whether these lines are identical across the entire T, µB plane, thereby linking both transitions
inseparably, or if the CEP exists at all. The quarkyonic state is expected to occur in the limit
of a large number of colors (Nc) [23]. This is known as the ’t Hooft limit, in which Nc → ∞,
with g2sNc fixed. So, as the number of flavors is fixed, the quark loops are suppressed by a
1/Nc factor in comparison with those of gluons. Then, the baryon density increases as the
pressure increases with Nc. This is a cold dense matter state called quarkyonic phase. Thus,
the existence of this state suggest the separation of the chiral and deconfinement transitions.
However, the question remains whether a remnant of this state exists in the Nc = 3 QCD
phase diagram.



Chapter 1. Introduction 16

1.3 Prospects of this work

As stated in the previous section, most of the QCD phase diagram is actually unknown, except
for the limited predictions from lattice calculations. The diagram may exhibit a more complex
or simplified structure compared to that depicted in Figure 1.2. And more importantly, the
precise location of the phase transitions, particularly the existence and location of a CEP
is speculative. However, recent extrapolations from lattice QCD calculations have shown
that the temperature for the chiral symmetry restoration is T 0

c = 132+3
−6 MeV in the chiral

limit [24], and also provides a constraint for the location of the CEP, such that it cannot be
located for values µB/T ≤ 2 and 145 ≤ T ≤ 155 MeV [25].

On the other hand, experimental data from SPS, AGS and SIS4 show a systematic
behaviour for the freeze-out parameters [26]. The result can be summarized as follows. As the
energy of the collision increases, an increase of the freeze-out temperature is observed, and
correspondingly, a decrease of the baryon chemical potential. This observation is illustrated
in Figure 1.3 by a curve in the T, µB plane, representing the values of the thermal parameters
at chemical freeze-out. Another interesting observation is that hadron abundances in central
heavy-ion collisions should be established close to the phase boundaries [27]. We can link
these two observations by recalling that (at chemical freeze-out) the hadronic abundances are
fixed, and thus the curve in the T, µB plane should be located close to the boundaries of the
phase transition.

Figure 1.3: A T vs. µB plot in the region where the chemical freeze-out occurs. SPS, AGS and SIS
data are fitted to a solid line corresponding to an energy of 1 GeV per hadron (and a dotted line
of 0.94 GeV per hadron), showing a systematic behaviour at freeze-out. This figure is taken from
Ref. [26].

4A heavy-ion synchrotron located at the GSI Helmholtz Centre for Heavy Ion Research in Darmstadt,
Germany.
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Given that the hadron spectrum is determined at freeze-out, we can obtain both the
temperature and baryon chemical potential indirectly by measuring the transverse momentum
distributions in our experiment and then calculating the particle ratios from the yields. This
idea will be expanded mainly in Chapter 5, to provide a clearer understanding of our approach.
Furthermore, one of the main goals of this work is to establish a proper framework for the
measurement of these quantities.

Experimental results, such as those from the BES-I, and the expected data of the BES-II,
programs from RHIC [28], indicate a promising future in the search for evidence of the phase
transitions. These includes the search for the existence (or not) of the CEP at the relatively
low and high baryon density regions. Also, future experiments such as FAIR and NICA aim
for this goal. As members of the MPD-NICA Collaboration, we are particularly interested in
the latter. MPD aims at the energy range of 4-11 GeV/n in the center-of-mass frame. The
expected temperature for the CEP (TCEP) is anticipated to be at lower values than the chiral
transition found in Ref. [24], which coincides with the constraints in Ref. [25], i.e. TCEP < T 0

c .
And by taking the parametrizations of the temperature and baryon chemical potential given
in Ref. [29], which present a good fit for the freeze-out parameters in Figure 1.4,

T (µB) = a− bµ2
B − cµ4

B , µB(
√
sNN) =

d

1 + e
√
sNN

, (1.1)

with a = 0.166 ± 0.002 GeV, b = 0.139 ± 0.016 GeV−1, c = 0.053 ± 0.021 GeV−3, d =
1.308± 0.028 GeV and e = 0.273± 0.008 GeV−1 fit parameter values.

Figure 1.4: Fit for the freeze-out parameters with SIS, AGS, SPS and RHIC data. Nine different
energies are considered, 130, 17.3, 12.3, 8.77, 7.62, 6.27, 4.86, 2.32 and 2.24 GeV/n from Au+Au
and Pb+Pb collisions. Figure is taken from Ref. [29].
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Then we expect to find the CEP at energies
√
sNN < 6 GeV, which is within the energy

range covered by the MPD. Enhanced fluctuations near the CEP are also anticipated, which
could be measured by using the particle ratios. While not a focus of this work, it remains an
intriguing question for future research.

There are some key features of heavy-ion collisions which have been proposed as signatures
of the onset of the deconfinement [19]. One feature of particular interest for this work is
the enhancement of the strangeness production with respect to p+ p collisions. Figure 1.5
is a plot of the ratio of average K+ to average π+ production per event vs. collision energy.
Experimental data from three different heavy-ion collision experiments (colored symbols)
are compared to proton-proton collisions (blank symbols). A striking difference is observed,
the ratio in the p + p case rise slowly with the collision energy. For the case of the A+A
(nucleus+nucleus) collisions, a sharp rise in the ratio is observed, followed by a decrease
around 8 GeV. Assuming the formation of a QGP phase, the explanation is as follows: as the
fireball expands, the strangeness content increases until it reaches the equilibrium. The time
taken to reach the equilibrium is expected to be < 10 fm, which is within the same range as
the time of the collision process. The difference is that when no QGP phase is assumed, the
equilibration time is about 10 times longer. This implies lower production rate, leading to a
reduced strangeness production.

Figure 1.5: Kaon to pion ratio vs. collision energy. Colored symbols represents the experimental
data in heavy-ion collision experiments: NA49 (red), AGS (blue) and RHIC (green). White open
circles show the experimental data in proton-proton collisions. Figure is taken from Ref. [19].
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The statistical models can predict in good agreement (at least at NICA energies) the
abundances of mesons and baryons at a given collision energy. These models have already
proven capable of predicting the horn structure observed in the K+/π+ ratio [30], which has
been suggested as a signal of the CEP in the QCD phase diagram [31]. A more detailed
description of the different types of models used to study heavy-ion collisions will be given in
Chapter 3. In this context the explanation emerges, in a statistical manner, that the maximum
of the ratio is not attributed to a phase transition from a confined to a deconfined medium,
but instead to a transition from a baryon- to a meson-dominated gas. The model indicates
that the hadronic gas undergoes a transition, such that if we look at the total entropy as a
function of the collision energy (Figure 1.6 (top)), the contribution is mainly baryonic for
values lower than 8.2 GeV, whereas the contribution is mainly mesonic for higher values [32].

Figure 1.6: Entropy vs. collision energy in the statistical model (top). Experimental data for the
K±/π± ratio compared to the value predicted by the model (bottom). Figure adapted from Ref. [32].
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In Figure 1.6 (bottom), we observe that the agreement between the data and the statistical
model is good up to 8.2 GeV, where the model suggests that the hadronic gas undergoes
a transition. For higher collision energies the agreement is quantitatively not good, but
qualitatively it shows approximately the same behavior.

There are, of course, specific signals to be expected for different phase transitions, but
they will not be discussed in this work. The primary objective of all heavy-ion collision
experiments can be simplified by stating that they aim for a complete exploration of the QCD
phase diagram.

Another objective of this work is to test three different models: two of them do not include
a QGP phase, but their frameworks are quite different. The third model is the same as one of
the previous ones, except that it does include a QGP phase. The idea is to compare their
predictions to experimental data and propose an explanation of the results. In the following
chapter, a review of the NICA project is provided, with an emphasis on the MPD experiment.



Chapter 2

Nuclotron-based Ion Collider fAcility

The Joint Institute for Nuclear Research (JINR) was founded in 1956 by a convention signed
by eleven nations. Its headquarters are located in Dubna City, in the Russian Federation.
Nowadays JINR consists of 16 member states and comprises seven laboratories employing
around 1200 scientists [33].

As part of a mega-science project of JINR, the Nuclotron-based Ion Collider fAcility (or
“NICA complex”) is under construction; its commissioning is expected in 2025. The facility
will consist of a set of ion sources, two linear accelerators, a Booster, a superconducting
heavy-ion synchrotron (the Nuclotron) with an extraction line for the Baryonic Matter at
Nuclotron (BM@N) detector, and two superconducting rings serving as a collider with two
interaction points; one for the Spin Physics Detector (SPD) and one for the Multi-Purpose
Detector (MPD).

The NICA complex is planned as a three stages project [34]. The first stage consisted
of the construction of the “new injector” and the Booster-synchrotron, the modernization
of the Nuclotron and finally the commissioning of the BM@N detector (this was finished in
2016). The second stage includes the construction of the Collider, the beam transfer line from
Nuclotron to Collider, and finishing with the commissioning of the MPD (expected in 2025).
And the last stage will consist of the construction of the SPD. A schematic illustration of the
expected structure of the whole facility is shown in Figure 2.1.

The aim of this mega-science project is, generally speaking, to study the properties of
nuclear matter in the region of high baryonic density. One of the investigation lines is
connected to the particle production at NICA energies: experimental data such as the hadron
production properties at the CERN-SPS [14] suggest a deconfinement (phase) transition and
chiral symmetry restoration approximately at NICA energies. The production mechanisms of
mesons and baryons are therefore connected to deeper questions regarding the QCD phase
diagram, and the study of their production will be the focus of this work.

2.1 Injection complex

The first stage consists of the production and injection of the ions, and is called the injection
complex [35, 36]. Particle production is achieved by using different ion sources. Then the
injection process is divided into two main chains: one corresponding to the injection of light
ions, and one for the heavy ions.
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Figure 2.1: Schematics of the planned NICA complex taken from Ref. [35]. The main parts include:
the injection complex (ion sources + linear accelerators), Booster, Nuclotron, collider rings and
three main detectors (BM@N, SPD and MPD).

For the production of light ions, NICA employs a laser ion source, duoplasmatron1 sources,
and a source of polarized protons and deuterons. The sources are directed to the so called
“fore-injector” (see Figure 2.2), based on the Radio-Frequency Quadrupole (RFQ) technology,
which provides an output energy of about 156 keV/n.

Then, the fore-injector is connected to a linear accelerator (Alvarez-type linac LU-20),
which has been in operation since 1974 and was recently updated [37] to work as an injector
for light ions directly to the Nuclotron through a transfer line called LU-20-Nuclotron. At the
exit, the ions carry an energy of ∼ 5 MeV/n. The replacement of the LU-20 by a Light Ion
Linac (LILAc) is expected and currently under development for future research with polarized
proton beams [38].

On the other hand, heavy ions are produced by the KRION-6T, a superconducting
electron-string heavy-ion source, which generates 5× 108 197Au31+ and 2× 108 209Bi27+ ions
per pulse [36,39]. These ions are delivered to the accelerator via a Low Energy Beam Transfer
(LEBT) channel.

The Heavy Ion Linear Accelerator (HILAc) was commissioned in 2016 [40,41], and consist
on three accelerating sections; one RFQ and two Interdigital H-type2 cavities (IH). At the end,
the ions are transported to the Booster with an energy of ∼ 3.2 MeV/n through a transfer line
consisting of: two dipole magnets, seven quadrupole lenses, six stirrers magnets, a debuncher,
a collimator, and vacuum and diagnostic equipment. This setup aims to achieve a beam
transportation efficiency of at least ∼ 90% at the exit.

1A duoplasmatron basically consist of a heated filament emitting electrons directed to a vacuum chamber,
in which small amounts of gas are progressively added to form a plasma for later acceleration. This is used
for the production of H and He beams.

2H-type cavities are characterized by the direction of the RF magnetic field, which flips to be parallel and
antiparallel with respect to the beam axis.
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Figure 2.2: Fore-injector for the LU-20. It consists of LEBT+Buncher+RFQ+MEBT designed to
transport the ions coming from the ion source (left side) to the LU-20 (right side). Figure taken
from Ref. [37].

2.2 Booster, Nuclotron and Collider

The Booster is a superconducting ring with a circumference of 211 m and a maximum magnetic
rigidity of 25 T×m, mounted inside the yoke of the Synchrophasotron magnet3. It is designed
for the accumulation of 2×109 Au31+ ions up to an energy of ∼ 600 MeV/n; this is the energy
required for an effective stripping of the ions to the bare nucleus state. Another important
task is to form the required beam emittance via the electron cooling system. This is necessary
because the Nuclotron ring has no convenient straight sections for the location of the cooling
system, therefore the Booster is the only place where beam cooling can be realized.

The ring consists of four symmetric quadrants inside the yoke, see Figure 2.3. Each of
the quadrants has ten dipole magnets, six focusing and six defocusing quadrupole lenses,
and multipole corrector magnets. The dipole magnets have an effective field length of 2.2
m, with a curvature radius of about 14 m each, while the quadrupoles have an effective field
length of 0.4 m each [42]. Additionally, the four large straight sections of the Booster will
be used for the injection of the ions, extraction to transfer the beams into the Nuclotron,
and the placement of the Radio-Frequency cavities (RF) and Electron Cooler (EC). The RF
system provides 10 kV of acceleration voltage, while the EC system decreases the ion beam
longitudinal emittance to about 100 MeV/n.

To extract the beam from the Booster for transport to the Nuclotron, a system consisting
of a magnetic kicker, two magnetic septa, a stripping station, and a closed orbit bump
subsystem are employed. The ions are then transported along a magnetic channel, where they
pass through a stripped target. It is expected to achieve a total beam extraction efficiency
from the Booster-Nuclotron transfer line of ∼ 70%.

The Nuclotron is a superconducting proton synchrotron with a circumference of 251 m
and a maximum magnetic rigidity of 45 T×m. It was constructed from 1987 to 1992 and has

3The Synchrophasotron was operative from 1957 to 2002, and accelerated protons and deuterons (later
also heavier nuclei) up to 6 GeV/n, with the magnet having a strength of 1.3 T and weighting 36000 tons.
After removing the magnetic winding, the iron yoke was left, creating a tunnel with enough space to place the
Booster inside.
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Figure 2.3: Booster and Nuclotron diagrams. The Booster shows explicitly the acceleration and
bending components, as well as the transfer lines connecting it to the injection complex and Nuclotron.
The Nuclotron includes the transfer lines to the BM@N and collider rings. Image taken from Ref. [42].

been in operation since 1993. However, its main systems were modernized, starting in 2006,
when the NICA project was first discussed [43].

Currently the Nuclotron is only employed for fixed target experiments (with slow extraction
to the BM@N) or internal target experiments. A fast extraction transfer line will be connecting
the Nuclotron to the Collider [44]. Therefore, the Nuclotron has three main operation modes:
two of them are focused on injection into the Collider, with one mode accelerating heavy ions
from 0.6 to 4.5 GeV/n and the other mode accelerating polarized light ions from 0.05 to 12
GeV/n. The third operation mode pertains to fixed or internal target experiments for both
types of ions.

The Collider will consist of two superconducting rings located one above the other, with
a vertical separation of 32 cm between their median planes, and having two interaction
points where the collision occurs. Each ring will have a racetrack-shaped structure with a
circumference of 503 m, featuring two arc cells at both ends and two long straight sections (see
Figure 2.4). The design specifications for the Collider include operating at 4.5 GeV/n for heavy
ion collisions, 12 GeV/n for proton-proton collisions, and 6 GeV/n for deuteron-deuteron
collisions, with a luminosity of 5× 1027 cm−2s−1 [45].

In each arc of the Collider, there will be a total of 12 cells arranged in a FODO (F=focusing
quadrupole, O=“empty space”, D=defocusing quadrupole, O=“empty space”) geometry. Each
cell will have a length of 11.96 m and will include four dipole magnets, three quadrupole
magnets, a pick-up (PU) station, and a set of multipole correctors (see Figure 2.5). The long
straight sections of the Collider will house three independent RF systems: RF1X, RF2X, and
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Figure 2.4: Collider design diagram taken from Ref. [35]. The long straight sections include the
acceleration components as well as the SPD and MPD detectors. The two arc sections include the
bending magnets.

RF3X. These systems serve several purposes, including allowing the storage of the required
beam intensity, providing beam bunching and compression, and ensuring the necessary bunch
length for collision experiments. Additionally, there will be two “Beam Dump” systems
employed for beam reset. For the energy range from 1 to 3 GeV/n, the electron cooling system
(Ecool) will be employed. For the energy range of 3 to 4.5 GeV/n, the stochastic cooling system
will be utilized. This system consists of pick-up (PU) electrodes in the horizontal, vertical,
and longitudinal directions (PU-X, PU-Y, PU-L) and kickers for each of these directions (K-X,
K-Y, K-L). The SPD and SPD detectors will be placed on opposite sides at the center of the
straight sections.

2.3 BM@N and SPD detectors

The beam transport line, from the exit of the Nuclotron to the target of the BM@N detector,
is 160 m long and is composed of 8 dipole magnets and 18 quadrupole magnets. The main
purposes of the BM@N are: the exploration of the reaction dynamics and the equation
of state (EoS) of nuclear matter, study of in-medium properties of hadrons, production of
(multi)strange hyperons in the vicinity of the threshold and searches for hypernuclei [46].

The layout configuration of the detector is presented in Figure 2.6, and consists of the
following components [47]:

• Start Diamond Detector (T0): It consists of a diamond pixel or strip detector due to
the high radiation hardness, serving as the starting point for measuring particle tracks.

• Target Station (TS): This is where the target is located, and it is where interactions
between the beam and the target material take place.
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Figure 2.5: The FODO structure for each cell (12 per arc). Each array consists of a focusing
quadrupole (QF), 2 sets of dipoles (dip), a defocusing quadrupole (QD) and 2 sets of dipoles (dip) +
multipole correctors. Image taken from Ref. [45]

• Silicon Tracker System (STS): The STS comprises eight planar tracking stations, each
equipped with silicon microstrip sensors. These stations are placed inside the 2.2 m
long dipole magnet SP41.

• Straw Tubes system (ST): The ST system contains three identical octagonal chambers,
each consisting of two modules with overlapping straw tubes inserted into a carbon
frame.

• Drift Chambers (DC): The DC system consists of two identical octagonal chambers,
each containing eight planes of grounded sense wires oriented in four different directions.
The chambers use a gas mixture of carbon dioxide and isobutane in the ratio 49:1.

• Resistive Plate Chambers (RPC): The RPC system employs multigap-RPC technology,
specifically glass mRPCs. The design consists of modules with ten-gap chambers formed
by two identical stacks with read-out strips between them, and each stack is constructed
using six glass plates.

• Zero Degree Calorimeter (ZDC): The ZDC consists of 104 modules, each containing scin-
tillators, wave-length-shifters (WLS), rectangular iron containers, and photomultipliers
(PMTs).

The functioning of the BM@N detector can be summarized as follows. T0 starts the
signal and the collision with the fixed target is produced. Then the particle identification
is done by the Time Of Flight system, starting from the T0 signaling and ending by the
RPC wall, together with the STS. Particle identification is achieved by means of the m2

vs. p plots. The ST and DC systems are used for intermediate distance tracking. They
provide information on the trajectory and momentum of charged particles. Finally the ZDC
provides the centrality measurements, because the centrality is related to the the impact
parameter (this two concepts will be explained in the next chapter), but experimentally this
is not a measurable quantity. Instead one can refer to the energy carried away by spectators.
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Figure 2.6: Schematic view of the BM@N detector. The subdetectors are, from left to right: start
diamond detector, target station, silicon tracker system, magnet, stray tubes, 2 drift chambers,
resistive plate chambers and a zero degree calorimeter. Figure taken from Ref. [47].

Given that most of the spectators have a small transverse momentum, they will travel mostly
unaffected in the beam direction. So to measure their energy we use a calorimeter positioned
at a “zero angle”, the ZDC.

In 2016, the BM@N detector was commissioned for operation, with a deuteron beam
serving for a test run. Currently, it is the only functioning detector within the planned NICA
complex.

On the other hand, the SPD detector is still in the early stages of construction, and will
be the last part of the NICA project to be completed. However, the conceptual design of the
detector was approved in 2022 by the Advisory Committee [48].

The SPD experiment aims to obtain valuable information about the gluon Transverse
Momentum-Dependent Parton Distribution Functions in the proton and deuteron. Addi-
tionally, it intends to study the gluon transversality distribution and tensor PDFs in the
deuteron. These investigations will be conducted by measuring specific single and double spin
asymmetries, utilizing various probes such as charmonia, open charm, and prompt photon
production processes.

In the planned construction of the SPD, there are two stages outlined. The first stage,
scheduled to commence in 2026 and to be commissioned by 2028, will focus on establishing
the polarized infrastructure. The second stage, planned for 2030 with commissioning targeted
for 2032, will involve infrastructure upgrades. It is important to note that the detector’s
capabilities for studying heavy-ion collisions will be limited due to the design optimized for
high luminosity (∼ 1032 cm−2s−1) and low track multiplicity. Consequently, while there are
expectations to operate in heavy-ion mode during the second stage, the primary focus of the
experiment will be on polarized proton-proton (p+p) and deuteron-deuteron (d+d) collisions.

The layout configuration of the SPD detector for the first stage is depicted in Figure 2.7.
A detailed description is given in Ref. [49], which can be summarized as follows:

• Range System (RS): Consists of a octagonal barrel structure with two end-caps. The
central barrel is filled with an ArCO2 gas mixture. The steel elements of the RS serve as
a yoke for the magnet, and a superconducting solenoid completes the magnetic system.

• Straw Tracking system (ST): Barrel with two end-caps assembled from approximately
26,000 PolyEthylene Terephthalate (PET) straw tubes.

• Micromegas-based Central Tracker (MCT): Utilizes micromesh gaseous structure tech-
nology. It consists of a set of parallel plate counters with dedicated ionization and
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amplification gaps, separated by a fine mesh. The detector is organized in three su-
perlayers, each consisting of 2 or 3 layers with different strip orientations and their
respective end-caps.

• Beam-Beam Counters (BBC): There will be two BBC detectors, each located between
the ST and RS end-caps. Each detector is a cylindrical structure consisting of 80 large
pads in 5 radial layers. The internal ring is subdivided into 32 sectors, covering the
polar angles between 60 and 500 milliradians.

• Zero Degree Calorimeter (ZDC): Two ZDC detectors are placed in symmetrical positions
at approximately 13 m from the interaction point. Each ZDC is assembled by individual
planes, and each plane has a printed circuit board (PCB) with Silicon-Photomultipliers
(SiPMs), scintillator tiles, and tungsten absorbent plates.

Figure 2.7: Schematic view of the SPD detector. Only the main subdetectors for the first stage of
the apparatus are shown. Figure taken from Ref. [49].

A brief and general description of the functioning of the detector is as follows. The RS
has two main purposes: the identification of muons in the presence of a significant hadronic
background and the estimation of hadronic energy. This means that the RS works both as an
absorber for hadrons and a “filter” for muons. The ST system provides the information on the
trajectories of the reconstructed tracks of primary and secondary particles based on the track
curvature inside the magnetic field. The MCT plays a crucial role in improving the momentum
resolution and tracking efficiency. Its positioning at the central position compensates for
the absence of a tracker close to the beam pipe. As for the BBC, the main purpose is the
permanent monitoring of the beam polarization during data taking to reduce the error coming
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from the beam polarization variation, and also providing a luminosity and timing control.
Finally, the ZDC has various tasks, including luminosity measurement, spectator neutron
tagging, time tagging of events for event selection, local polarimetry with forward neutrons,
and providing the necessary measurements for particle identification, such as the energy loss
per length dE/dx.

2.4 The Multi-Purpose Detector (MPD)

2.4.1 MPD Collaboration and MexNICA

The second stage of the NICA project, currently under construction, will culminate with
the commissioning of the Multi-Purpose Detector (MPD) in 2025. This phase of the project
involves an international collaboration among 10 countries: Armenia, Bulgaria, China, Georgia,
Mexico, Moldova, Mongolia, Russia, Serbia, and Slovakia. At present, it encompasses 35
participating institutions and involves over 500 active members. Since 2016, a number of
students and researchers form the MexNICA group with the objective of contributing to the
experimental efforts of MPD-NICA by proposing a BEam-BEam counter detector, and also
contributing with theoretical work as well as with simulations and data analysis [50]. The
MPD collaboration was established in 2018, with the purpose to construct, commission and
operate the detector. However, one year later, in 2019 Mexico officially joined the NICA
project.

The primary scientific goal of the MPD is to explore the baryon-rich region of the Quantum
Chromodynamics (QCD) phase diagram by colliding heavy nuclei within the energy range
of 4 GeV ≤ √

sNN ≤ 11 GeV. This energy range represents a narrow region of moderate
energy. While previous experiments at various facilities such as SPS, RHIC, SIS, and AGS
have partially explored this region, the MPD aims to bridge the gaps and provide a more
comprehensive understanding of the physical phenomena occurring in this energy regime.

2.4.2 Detector layout configuration

Similar to the SPD, the construction of the MPD is planned as a two-stage process. In the
first stage, all the necessary subsystems will be implemented to enable initial characterization
and measurements of particle momentum, tracking, centrality, and collective flow studies.
This stage focuses on establishing the core functionality of the detector and conducting
fundamental research. The second stage of construction will involve the incorporation of
additional detectors to further enhance the capabilities of the MPD. These additional detectors
will enable the detection of muons originating from external sources, expanding the range of
measurements that can be performed. This stage aims to broaden the scientific scope of the
MPD experiment and facilitate more comprehensive studies of the collisions and phenomena
occurring in the baryon-rich region of the QCD phase diagram.

The first part of the MPD consists of several components shown in Figure 2.8, which are
described in some detail below, following Refs. [51,52]:

• Time Projection Chamber (TPC): The central barrel of the MPD houses the TPC, a
cylindrical structure composed of 12 modules. The TPC is 340 cm long with inner
and outer radii of 27 cm and 140 cm, respectively. It is divided into two halves by a
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central electrode, creating a uniform electric field of 140 V/cm along the axis. Charged
particles passing through this region ionize the gas mixture of 90%Ar plus 10%CH4,
and the ionization charge is collected by the Read-out chambers (ROC), which consist
of Multi-Wire Proportional Chambers (MWPC).

• Time Of Flight system (TOF): Surrounding the TPC, the TOF consists of 14 plate
sectors, each formed by two modules. The TOF has a total length of 590 cm and
employs the Multigap Resistive Plate Chambers technology (280 in total). The gas
mixture used in the TOF is 90% C2H2F4, 5% SF6 and 5% i-C4H10.

• Electromagnetic calorimeter: The MPD features an electromagnetic calorimeter con-
sisting of 50 isolated half-sectors forming a cylindrical shell with a length of 624 cm.
It has inner and outer radii of approximately 168 cm and 230 cm, respectively. Each
half-sector contains 48 calorimeters: (8 modules of different types in the longitudinal
direction) × (6 modules in the transverse direction). Each module consists of of 16
towers of 40× 40 mm2 transverse cross-section with a lead-scintillator sandwich that
contains 210 tiles of Pb interleaved with 210 tiles of plastic scintillator.

• Forward Hadron Calorimeters: Includes two identical Forward Hadron Calorimeters
placed at 3.2 m upstream and downstream from the center of the MPD. Each calorimeter
has 44 modules, and each module consists of 42 lead-scintillator sandwiches enclosed
in a stainless steel box. Scintillator tiles are covered with a white reflector to enhance
light collection, and compact SiPMs are coupled to the optical connectors at the rear
side of the module.

• Fast Forward Detector (FFD): The FFD consists of two modular arrays with 20
Cherenkov modules. Each module comprises a lead converter, a quartz radiator, PMTs,
and board circuitry. The FFD has an acceptance range of 2.7 < |η| < 4.1, corresponding
to a polar angle range of 1.9◦ < |θ| < 7.3◦.

After the collision, a multitude of particles is emitted and interact with the detectors.
Each component of the MPD plays a crucial role in the identification process. The FFD
is responsible for triggering A+A collisions and providing the start time required for the
Time Of Flight (TOF) measurement. The track reconstruction is based on the drift time and
R− φ cylindrical coordinate measurement of the primary ionization clusters created by the
charged particles passing through the TPC. The minimal two-track resolution is ∼ 1 cm, then
a measurement of the specific ionization energy loss dE/dx can be applied on a track-by-track
basis. Momentum reconstruction relies on the curvature of the reconstructed tracks, enabling
the identification of charged particles with transverse momenta (pT ) greater than 50 MeV/c.
The TPC alone can discriminate between charged pions and kaons up to momenta of about 0.7
GeV/c, and between kaons and protons up to approximately 1.1 GeV/c. The TOF detector
provides both time and coordinate measurements with an accuracy of around 80 ps and 0.5
cm, respectively. It employs a matching procedure to associate TPC tracks with hits in the
TOF detector. The matching involves extrapolating the TPC track to the TOF surface and
finding the nearest TOF hit within a predetermined window (matching window). The size
of the matching window is determined to balance the TOF’s intrinsic performance (time
and coordinate resolutions) with the overall occupancy in heavy-ion collisions. The expected
reconstruction efficiency is approximately 80% for particles with momenta up to 1.7 GeV/c.
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Figure 2.8: Cross section view of the MPD detector. The first stage includes the installation of
the: time projection chamber, time of flight system, electromagnetic calorimeter, forward hadron
calorimeters and fast forward detector. Figure taken from Ref. [51].

The primary role of the ECal is to measure the spatial position and total deposited energy of
electromagnetic cascades induced by electrons and photons produced in heavy-ion collisions.
Additionally, the ECal aids in the identification of electrons by evaluating the E/p ratio, in
combination with the TPC. And the FHCal is primarily used for the measurement of global
properties of heavy-ion collisions.

While the MPD is not yet completed, it is common practice to perform simulations to
evaluate the detector’s performance in modern physics experiments. These simulations provide
valuable insight into the expected behavior of the detector, help optimize its design, and
guide data analysis. The simulation is a two step process: first it requires information on the
collision process itself, which can only be achieved by an event generator. There is a great
variety of event generators available, but for this work only two different approaches were
employed for comparison: they are denoted as UrQMD and PHSD (they will be explained in
Chapter 3). The second step involves simulating the interaction of the generated particles in
the collision with the components of the MPD. This step allows for studying how the particles
behave and interact inside the detectors. However, it is important to note that the results can
vary depending on the initial conditions as well as the detector components. In the following
chapter, a basic description and functioning of the event generators employed for this work is
given.
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Event generators

There are several software packages available to simulate the collision process. These are
generally referred to as event generators. Usually, they generate the initial conditions using
a Monte Carlo (MC) approach based on a specified model. Each model contains a set of
equations to describe the system, which are later dynamically evolved to solve it. A common
and relatively simple framework to exemplify this is the Glauber Model [53, 54]. In this
model, one treats the whole process as multiple (nucleon-nucleon) collision processes. The
distributions of the nucleons in each nucleus is randomly assigned, as well as the impact
parameter, which determines the distance (in the transverse plane to the beam direction)
between the centers of the colliding nuclei. These initial conditions determine the geometry
of the system, and the whole dynamics is given by the total inelastic cross section.

As discussed earlier, the collision itself is a very complicated process of many stages.
The idea with the event generators is to simplify the calculations, so that the computer can
solve the system in a moderate amount of time, while maintaining the physics of collision
as close as in the real experiments. Those event generators rely on one particular or a
combination of (different) models. Perturbative QCD usually offers theoretical calculations
for certain high energy processes, while transport theory handles non-equilibrium processes,
and hydrodynamics describes the macroscopic dynamical evolution. Typically, the event
generators are designed to cover a limited energy region, where the model is applicable. And
even if the model can be extended by applying some major modifications, no model so far
is well suited at all energies. Therefore, event generators are usually constructed with a
specific energy range in mind, and their corresponding free parameters are adjusted to fit
experimental data within that range.

We can divide the models employed by the event generators into three types [55,56]:

• Statistical models or Hadron Gas Resonance (HGR): These models are typically described
by a grand-canonical ensemble. For them to reproduce the spectra, thermal and chemical
equilibrium must be attained at freeze-out. Such models are well-suited for accounting
for particle abundances. Within this framework, most of the results discussed in
Chapter 1 were obtained. Particularly the freeze-out line, which shows that as energy
increases, additional energy is used to create more particles rather than increase the
system’s temperature. The model is constrained by a maximal temperature known as
the Hagedorn temperature beyond which the hadronic description of the model is not
applicable, thus suggesting the existing of a deconfined phase.
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• Hydrodynamic models: In hydrodynamic approaches, the system is considered as a
single fluid (or multiple fluids) whose evolution is governed by an Equation of State
(EoS). This approach assumes that the system undergoes thermalization at a certain
stage. The determination of this EoS is typically carried out in a phenomenological
manner, often constructed from lattice QCD results or by incorporating an EoS with an
explicit phase transition. Due to their collective behavior, hydrodynamic approaches
are particularly well-suited for analyzing spectra and flow.

• Microscopic transport models : In these models, the evolution of the system is given by
the dynamics between hadrons, the formation of strings and (if incorporated) partons.
The dynamics are determined by the nuclear EoS and cross sections derived from
experimental data. The advantage is that these models do not rely on equilibrium
assumptions, because they follow from a kinetic theory. In addition to studying spectra
and particle abundances, these models allow for correlation and fluctuation analyses.

For this work, two event generators were employed: the Ultra relativistic Quantum
Molecular Dynamics (UrQMD) and the Parton-Hadron-String Dynamics (PHSD). These were
chosen because they have proved to fit the data reasonably well at NICA energies [56, 57]. A
short description of the models will be given in the following section, as well as a description
of the parameters considered for the simulation process. For a complete review of the models,
or a more complete explanation of the parameters, the references given should be consulted.

3.1 UrQMD event generator

UrQMD is a microscopic transport approach [58, 59]. The system evolves by a given EoS,
which basically depends whether or not a nuclear potential is included. If no potential is
considered, then the EoS will be in the CASCADE model. If a potential is considered (the
only option available for UrQMD being a Skyrme potential), then the EoS will be in the
hard Skyrme model [60]. The main difference is that the initial state will be constructed as a
collection of point-like “nucleons” if the CASCADE model is chosen, and if the hard Skyrme
model is chosen, the nucleons will be described by a superposition of Gaussian-shaped density
distributions. Then the collisions are treated by a geometrical approach by means of their
cross sections, as well as the decays by their branching ratios. Further interaction between the
products is modeled by solving a set of coupled partial differential equations. This yields the
time evolution of the phase space densities, restricted by conservation of energy, momentum
and some quantum numbers.

Starting from version 3.3, an UrQMD+hydro approach was incorporated [61], in which
the initial state is created as described above. This means that all nonequilibrium phases
evolve using the usual UrQMD approach. Once a local equilibrium stage is reached, the
system changes from a particle-based behaviour to a fluid-dynamical behaviour, in which
the fluid is in perfect thermal equilibrium. This evolution continues until freeze-out, and
the resulting hadron gas is then again described by the UrQMD approach. While this mode
was not utilized in this work, it could be an interesting addition for future studies, as it
incorporates a deconfinement phase.

In order to make the simulation work properly, there are a set of minimum parameters to
be fixed, their values should be given as indicated in Ref. [62]. They provide information on
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what type of collision process is to be simulated. A summary of the key parameters employed
for this work is given as follows:

• pro: consists of two numbers, the mass number (A) and the number of protons (Z) of
the projectile nucleus.

• tar: consists of two numbers, the mass number (A) and the number of protons (Z) of
the target nucleus.

• imp: if the parameter b is positive (b > 0), it fixes the impact parameter of the collision
at that specific value, in [fm] units. If the number is negative (b < 0), each event will
choose an impact parameter in the range (0, |b|).

• ecm: defines the center-of-mass-energy of the collision
√
sNN , in [GeV] units.

• nev: is the total number of events to simulate.

• tim: consists of two numbers, outtime and tottime. Outtime (∆T ) is an interval of time
indicating that the information will be stored in the output files each ∆T , while tottime
indicates the total time at which the simulation stops. Both are given in [fm/c] units.

• eos: Defines the Equation of State for the calculation. The default mode (eos=0) is
the CASCADE model. The Skyrme model can be activated (eos=1) but is limited to
incident beam energies < 4 GeV/n.

Because of the energy range we are working with, only the default EoS (CASCADE mode)
was considered. For the outtime and tottime variables, it is unclear what would be the most
appropriate values for the model. But it was clear from several tests done for this work that
the two variables should have the same value, because if outtime was taken lower than tottime
then we would be writing the information of the particles at different time intervals (like
taking a picture each ∆T ), and thus considering more particles than what we actually expect
on the final spectra. The value was fixed at 200 fm/c, just because most of the examples
found in literature have this value.

There are, of course, a lot more parameters, but they will not be mentioned in this section
as they were not employed. Once the values are given, we can choose what kind of information
is to be recorded. UrQMD provides different files depending on what type of analysis is to be
done,

• f13 & f14 (standard output files): contains the information of all particles at a certain
time-step.

• f15 (collision history files): contains the information on all collisions, decays and similar
events.

• f16 (decay files): contains the information of all stable and unstable particles after the
final timestep of a given event.

For the purpose of this work, it is only necessary to store the information of all the
existing particles when the simulation ends (f14 file). This file provides the information on
the particles: space-time coordinates (t, x, y, z), four-momentum (E, px, py, pz), mass, identity,
isospin, charge, and information regarding the history of the particle (which is of no use for
this particular analysis).
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3.2 PHSD event generator

The Parton-Hadron-String Dynamics (PHSD) is also a microscopic transport model ap-
proach [63, 64]. As described in the Chapter 1, the collision starts with several nucleon
scatterings. The interaction among partons is then modeled by color strings. Those strings
can be pictured as quark-diquark pairs connected through the color flux tube. The strings
can melt into a strongly-interacting QGP or fragment directly into hadrons. Next, the
hadronization process takes place and the expansion to freeze-out is realized. This event
generator can operate in two modes: the PHSD mode (which includes a partonic phase), and
the HSD mode (which does not include a partonic phase).

The description of the partonic phase means that the correct degrees-of-freedom to study
the problem are the partonic ones (quarks and gluons). And for the case of the PHSD model,
it is realized in line with the Dynamical-Quasi-Particle Model (DQPM) in order to reproduce
lattice QCD results for a QGP in thermodynamic equilibrium. So, in the QGP (partonic)
phase, the time evolution is given by the off-shell transport equations with self-energies and
cross-sections from the DQPM.

After the partonic phase (if activated), the system undergoes a dynamical hadronization,
when the fireball expands. The probability for the partons to hadronize increases strongly close
to the phase boundary. Then, the hadronization takes place based on covariant transition rates.
The description of the hadronic degrees-of-freedom is given by the off-shell Hadron-String
Dynamics (HSD) transport approach.

Just like in the UrQMD case, PHSD has an input file to which we provide the minimum
necessary parameter values in order to make the simulation work with the required initial
conditions. The name and description of the parameters are given according to the manual in
Ref. [65],

• MASSTA: mass number (A) of the target nucleus.

• MSTAPR: number of protons (Z) of the target nucleus.

• MASSPR: mass number (A) of the projectile nucleus.

• MSPRPR: number of protons (Z) of the projectile nucleus.

• ELAB: energy per nucleon in the laboratory frame, in [GeV] units

• BMIN: minimal impact parameter, in [fm] units.

• BMAX: maximal impact parameter, in [fm] units

• IBweight MC: If set =1, chooses a random number in the interval (BMIN,BMAX).

• FINALT: final time of calculation, in [fm/c] units.

• NUM: number of parallel events simulated.

• ISUBS: number of subsequent runs

• IGLUE: if set =1 (PHSD mode) a QGP phase is activated. If set =0 (HSD mode)
there is no QGP phase.
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Some additional parameters were either set to their default values or deemed unimportant
for the current analysis, as they do not significantly affect the outcomes. However, certain
parameters require further clarification regarding their description. Also, a brief explanation
on the chosen parameters values for this work is given.

ELAB can be calculated from the center-of-mass-energy
√
sNN as follows. We can choose

the z direction as the beam direction. Then, in the center-of-mass frame (CMS), the square
of total energy of the system (per nucleon-nucleon collision) is simply

s ≡ c2p∗µp∗µ = (E∗
1 + E∗

2)
2 = sNN , (3.1)

where p∗µ = p∗µ1 + p∗µ2 is the four-momentum in the CMS, and E∗
1 , E∗

2 the energy of each
colliding nucleon. This is because in the CMS; p⃗ ∗ = p⃗ ∗

1 + p⃗ ∗
2 = 0.

Now, the laboratory frame is defined in such a way that one of the colliding particles is
at rest (target), and thus its four-momentum is given by pµ1 = (m1c, 0, 0, 0). On the other
hand, the incident particle (projectile) has a four-momentum pµ2 = (ELAB/c, 0, 0, pLAB). So
the invariant s is now

s = c2pµpµ = m2
1c

4 +m2
2c

4 + 2m1c
2ELAB, (3.2)

where pµ = pµ1 + pµ2 .
Finally, from eqs. (3.1) and (3.2). By taking m1 = m2 = mN=0.938 GeV/c2 we get

ELAB =
sNN

2mNc2
− 2mNc

2. (3.3)

IBweight MC could be set to 0 if we wanted to work in a specific centrality class, but
the value was set to 1 in order to study the minimum-bias case. This is also important for the
values of NUM and ISUBS. The difference between PHSD and UrQMD (besides the model
itself) is that UrQMD runs by an event-by-event basis, whereas PHSD runs by a parallel
ensemble method. This basically means that for each ISUBS, there will be simultaneous
NUM events. But this parallel ensemble has a direct consequence on the impact parameter
chosen, because IBweight MC chooses a different random value for the impact parameter
(in the interval given) only for each different ISUBS. This means that each simultaneous
event will have the same impact parameter value. Hence, in order to increase the number
of randomly chosen impact parameter values, and thus make sure that the analysis is a
minimum-bias one, the NUM should be taken considerably lower than ISUBS. A ratio of
NUM/ISUBS=0.05 was considered low enough to work with, but it is important to mention
that the computational time is increased mainly by ISUBS, and so the sample considered for
this work using PHSD is considerably smaller than that of UrQMD.

As for the FINALT, the optimal values were obtained as the PHSD manual indicates,
according to the equation

FINALT = 35 +
170

√
sNN [GeV]

[fm/c]. (3.4)

Again, just as in the UrQMD case, PHSD stores different information in different files
according to what type of analysis is to be done. We only mention that the output file
considered for this analysis in the PHSD case contains essentially the same relevant information
as that chosen for UrQMD.
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Once the output files are obtained, the analysis can be done at the MC level, which
is one of the goals in this work. Alternatively, if one wants to study the properties of a
determined apparatus, a simulation through the detector’s geometry is needed. This work
does not pretend to give a complete analysis of this type, because the software is still under
development and the detector itself is not yet completed. But a rather detailed analysis of
this type is given with the hope to continue this work in the future.
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Monte Carlo and reconstructed data

This chapter presents the characteristics of the data obtained from simulations, according to
the descriptions given in the previous chapter.

A general discussion on how the code for the analysis works is given below. Event and
track selection criteria are discussed, as well as their associated efficiencies and contamination.
Finally, we discuss the identification process, which is only applied to the reconstructed data.

4.1 Monte Carlo data sample (from UrQMD)

The data was generated by the version 3.4 of UrQMD (dated August 1st, 2014), and it is
arranged in five different sets:

Au+Au collisions at: 4.5, 7.7, 9.2 & 11.5 GeV

Bi+Bi collisions at 9.2 GeV

For the Au+Au collisions, the data was generated with the help of the ICN cluster. As
stated in the previous chapter, generating the data from UrQMD requires an input file, which
assigns values to a minimal set of variables. The following list shows the values input values:

1 Energy: 4.5 GeV 7.7 GeV 9.2 GeV 11.5 GeV

2 pro 197 79 pro 197 79 pro 197 79 pro 197 79

3 tar 197 79 tar 197 79 tar 197 79 tar 197 79

4 nev 500 nev 500 nev 500 nev 500

5 imp -20 imp -20 imp -20 imp -20

6 ecm 4.5 ecm 7.7 ecm 9.2 ecm 11.5

7 tim 200 200 tim 200 200 tim 200 200 tim 200 200

The list shows how each data set was produced for the UrQMD Au+Au collisions at 4.5,
7.7, 9.2 and 11.5 GeV. Projectile, target, No. of events, impact parameter, center-of-mass
energy and simulation time are shown in rows 2-7, respectively. For a detailed discussion and
definitions of each variable, including the units, we refer to the Chapter 3.
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The Bi+Bi collisions were simulated at the JINR, by the MPD collaboration. As a part of
the testing, the detector performance is studied in different scenarios, so the collaboration
is continuously providing new MC data sets focused on different lines of investigation. This
particular data set was generated for general-purpose studies. The corresponding input file
has the following values:

1 pro 209 83

2 tar 209 83

3 nev 500

4 imp -16

5 ecm 9.2

6 tim 200 200

7 eos 0

8 rsd 11

9 stb 101

10 stb 102

11 stb 103

12 stb 104

13 stb 107

14 stb 109

15 stb 108

16 stb -108

17 stb 110

18 stb -110

19 stb 29

20 stb -29

21 stb 41

22 stb -41

23 stb 50

24 stb -50

The list shows how the UrQMD Bi+Bi collisions at 9.2 GeV was produced. Projectile, target,
No. of events, impact parameter, center-of-mass energy, simulation time, and EoS are shown
in rows 1-7, respectively. For a detailed discussion and definitions of each variable, including
the units, we refer to the Chapter 3. Additional variables (stb) are used to prevent the decay
of some resonances (rows 9-24).

Two major differences arise between the Au+Au and the Bi+Bi data sets: the first is
related to the impact parameter (a difference of 4 fm), which is roughly half the radius of the
nucleus under consideration, so it is unlikely that for a minimum-bias analysis this difference
becomes relevant. The second concerns the parameter “stb” (optional special parameter).
This parameter is defined by the UrQMD user manual as: “Set particle species with ityp1 as
stable particles. This parameter can be given multiple times, but no more than 20 times” [62].
This means that some unstable particles are forced to be stable throughout the simulation
process2 (such as stb 102 = η, stb 107 = η′, stb 109 = ϕ, etc.).

Once the MC data is generated, the simulation which transports the particles through the
detector’s materials follows. During this process, the particles propagate, decay and interact

1ityp is a label to distinguish each particle type, similar to a pdg code.
2They are considered stable for the collision process. Once the simulation of their interaction with the

detector is running, they will no longer be considered as stable.
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with the materials conforming the (sub)detectors. For the case of the Au+Au collisions (at all
energies), the simulation was carried out by the Geant3 [66] software, and by the Geant4 [67]
software for the Bi+Bi case. A total of 150,000 collision events were analyzed for each of the
Au+Au cases, and a sample of 500,000 events was considered for the Bi+Bi collisions.

4.2 Monte Carlo data sample (from PHSD)

The data was generated by the version 5.2 of PHSD (March 23, 2023). It is arranged in five
sets:

Au+Au collisions at: 4.5, 7.7, 9.2 & 11.5 GeV
Bi+Bi collisions at 9.2 GeV

Here again, the data was generated with the help of the ICN cluster for the Au+Au case.
The difference comes from two parameters: ISUBS and NUM. As discussed in Chapter 3, a
ratio of NUM/ISUBS=0.05 was considered low enough to properly do the minimum-bias
analysis. Because of the values chosen, a total of 5 jobs were sent for each energy (and mode,
PHSD and HSD). This represents 10,000 events analyzed in this work for each case. The
values of the parameters are:

1 Energy: 4.5 GeV 7.7 GeV 9.2 GeV 11.5 GeV

2 MASSTA 197 197 197 197

3 MSTAPR 79 79 79 79

4 MASSPR 197 197 197 197

5 MSPRPR 79 79 79 79

6 ELAB 8.918 29.728 43.241 68.620

7 BMIN 0.0 0.0 0.0 0.0

8 BMAX 20.0 20.0 20.0 20.0

9 IBweight_MC 1 1 1 1

10 FINALT 72.778 57.078 53.478 49.782

11 NUM 10 10 10 10

12 ISUBS 200 200 200 200

13 IGLUE 0 or 1 0 or 1 0 or 1 0 or 1

The list shows the parameters for the PHSD Au+Au collisions at 4.5, 7.7, 9.2 and 11.5 GeV.
No. of neutrons of target, No. of protons of target, No. of neutrons of projectile, No. of
protons of projectile, lab. energy, minimum and maximum impact parameter in minimum
bias mode, calculation time, events, parallel events and QGP phase are indicated in rows 2-13,
respectively. For a detailed discussion and definitions of each variable we refer to Chapter 3.

Evidently, for the PHSD event generator both the PHSD and HSD modes have been
included. This means that actually there are 10 Au+Au data sets; 5 of them include a QGP
phase (PHSD mode), and 5 who do not (HSD mode). Also the impact parameter was chosen
to be the same as in the UrQMD case so that the three data sets have the same initial
conditions (whenever possible).

Just as in the UrQMD case, the PHSD Bi+Bi collisions were produced by the MPD
collaboration, also for general-purpose studies. Some values of the input parameters are listed
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in the following:

1 MASSTA 209

2 MSTAPR 83

3 MASSPR 209

4 MSPRPR 83

5 ELAB 43.241

6 BMIN 0.0

7 BMAX 12.0

8 IBweight_MC 1

9 FINALT >54.650

10 NUM 40

11 ISUBS 50

12 IGLUE 0 or 1

The list shows the parameters for the PHSD Bi+Bi collisions at 9.2 GeV. No. of neutrons of
target, No. of protons of target, No. of neutrons of projectile, No. of protons of projectile, lab.
energy, minimum and maximum impact parameter in minimum bias mode, calculation time,
events, parallel events and QGP phase are indicated in rows 1-12, respectively. For a detailed
discussion and definitions of each variable we refer to Chapter 3.

Values were obtained from the available information on the production of the data at the
JINR cluster archives. Given that the input files were not found, limited information could
be extracted. The freeze-out time indicates that some particles of the final spectra were fixed
at a time as long as 54.650 fm/c, so this provides a lower bound for the calculation time. It is
not clear if the simulation is in PHSD or HSD mode, neither the PHSD version employed.
The whole sample at the JINR cluster consists of 10 million events, but a reduced sample of
500,000 events was considered for this analysis to match that of UrQMD Bi+Bi.

No transport process was realized for the locally generated data in the PHSD case (Au+Au
at all energies). But the process is, with some minor modifications, the same as will be
described for the UrQMD case in the following section. The Bi+Bi collisions data has
already undergone this process, which was done by the MPD collaboration within the Geant4
framework.

4.3 Transport process

The transport process was realized within the Geant3 (or Geant4) framework, which requires
the collision data in an appropriate format to work. To do this, the raw output file from
the event generators is read and transformed into a root file. This file is the input for the
transport process, but it is also important to load the libraries containing the information
of the geometry of the detector, fix the initial parameters, turn on/off the detectors to be
employed, etc.

The results are employed in the reconstruction process, and even when this depends on
the precise type of analysis to be done, most of the analyses (if not all) require knowledge of
the identity of the particles produced, i.e. the identification process. In any case, information
such as the lost energy, momentum, electric charge, time of flight, are among the most basic
physical properties to be extracted from our detectors, either in the simulation or in a real
experiment. The identification process will be described in some detail later in this chapter.



Chapter 4. Monte Carlo and reconstructed data 42

The analysis of the data of both the MC and transport process is stored in a single file
once the whole process is finished. This will be necessary for obtaining the efficiencies. Once
the transport process is finished, the reconstruction process is realized, which employs detector
measurements and MC data to reconstruct the particle’s tracks and store all measured physical
quantities. Another important point is that this work was realized within the MPDroot3

framework [68], particularly the 23.03.23 version (March 23, 2023), which is not the latest
version.

4.4 Kinematic relativistic in heavy-ions

In heavy-ion collision experiments, the transverse momentum is defined as the total momentum
in the plane transverse to the beam direction. Typically the (x, y, z) directions are defined
such that the z direction coincides with the beam direction. Thus, the transverse momentum
will be given by

pT =
√

p2x + p2y . (4.1)

In addition, there is a longitudinal component, pL = pz. Then we can define the rapidity
(y) according to the equation

y =
1

2
ln

(
E + pL
E − pL

)
. (4.2)

And finally, the pseudorapidity is defined by

η =
1

2
ln

(
|p⃗ |+ pL
|p⃗ | − pL

)
= ln

(
cot

θ

2

)
, (4.3)

where |p⃗ | =
√

p2L + p2T is the total momentum and θ represents the angle in which the particle
is emitted, this is easier to interpret and measure than the rapidity.

Rapidity and pseudorapidity are the same only in the limit of small mass, m → 0. But we
can connect their distributions by the equation

dN

dη d2pT
=

|p⃗ |
E

dN

dy d2pT
. (4.4)

Of particular interest is the region with y ≈ η ≈ 0, which is usually called the midrapidity
region. The particles measured at midrapidity are either those created during the collision
process or those who went through scattering processes, because otherwise their momenta
would be unchanged.

4.5 Event selection

The event selection refers to the criteria imposed to either accept or reject a given collision
event for the inclusion in the statistics. There are four variables which matter for the event
selection process; three space coordinates and the impact parameter.

3As described in the webpage [68]; “MPDroot is the off-line software framework for simulation, reconstruction
and physics analyses of the simulated or experimental data for MPD experiment”.
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The impact parameter is directly related to the centrality, which indicates how central
(how far apart are the centers of the colliding nucleus) the collision is. Each collision event will
have a definite impact parameter, so by choosing specific interval values, some events will be
rejected. Typically this is done if one is interested in dividing the data in centrality classes4.
For this work, this criterion will be relevant later, when comparing to the experimental data.
For the analysis in this chapter, no selection based on the centrality has been imposed.

With respect to the coordinates, they indicate the position (or vertex) at which the
collision event has occurred. So, obviously each collision event will have specific coordinates
(Vx, Vy, Vz). Those values are given artificially when the simulation through the detector’s
geometry is carried out. This is because for the transport process, the whole collision event
(simulated by the event generators) is taken point-like when the simulation begins (at T0 = 0).
Then, by default the transport process initiates with all the particles originating at the center
of the detector (the interaction point). This implies that if no spreading of the initial position
of the collision is given “by hand” (artificially) before the simulation begins, all particles of
all events originate at coordinates (0,0,0) in our detector’s frame. But if one proceeds to a
more realistic situation, a spreading should be considered. Typically a Gaussian smearing
centered at the origin is applied, but the shape of the vertex distribution can be strongly
energy-dependent, as observed experimentally.

In the present work, for the UrQMD locally reconstructed data, a smearing of±(0.1, 0.1, 150)
[cm] is considered. Exactly the same values were considered for the Bi+Bi collisions of the
same event generator. For the PHSD Bi+Bi collisions, a smearing of ±(0.1, 0.1, 50) [cm] is
considered. A limiting value of ±150 cm in the z direction (beam direction) is necessary
because that is the approximate size of one half of the TPC, as described in the Chapter 2. It
is also the position at which the FFD is located. Figure 4.1 shows the z vertex distribution
for Bi+Bi collisions in the UrQMD case. Similar distributions are observed for the rest of
the UrQMD data. As we see, most of the distribution and the global maximum are located
around the origin, but there are local maxima at z = ±150 cm, which represent collisions
either with the edges of the TPC or the FFD. This does not occurr for the Bi+Bi PHSD data,
because the smearing does not permit that type of interaction. To avoid this issue, a cut in
the Vz is realized for all the UrQMD data but not for the PHSD data.

For Vx and Vy, no cuts were imposed to any data set. This is because the value of 0.1 cm
is small, so it does not generate any issue. In real experiments, a cut in the three vertices
is almost always necessary. This is because in a real experiment, interaction with edges of
the detectors (for the VZ vertex), and with the beam pipe (for the Vx and Vy vertices) is
unavoidable, so appropriate cuts on the vertices are expected. One of the signals indicating
the need for a vertex cut is a reduced multiplicity. The reason is that if the collision occurs at
a considerable distance from the interaction point, close to the edges of the detector, some
particles will be lost, because no detection can be made for a given solid angle.

4The impact parameter is not an experimentally measurable quantity, but the multiplicity is. The latter
can be related to the impact parameter and so to the centrality of the collision. This is the proper experimental
way to select a centrality class.
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Figure 4.1: z coordinate distribution for the Bi+Bi collision vertices at 9.2 GeV with UrQMD. The
peaks at ±150 cm are attributed to the edges of the TPC or to the FFD. Similar results are observed
for the rest of the UrQMD data. The PHSD Bi+Bi data have no peaks (beyond z = 0) because the
smearing is limited to ±50 cm.

4.6 Track selection

There is another type of selection criteria which does not select from events but from tracks,
this is called the track selection. A track is defined as the path followed by a particle in its
journey throughout the full detector’s geometry. In an experimental setup, we can only refer
to those tracks which we can actually “visualize” (reconstruct by our tracking detectors). But
with the MC data it is possible to track every particle’s trajectory and thus we could get a
full picture of the trajectory of each particle in its passing through the detectors.

Generally speaking, there is a huge list of the variables which could be considered to
make a track selection. The amount of them is usually determined by the resolution of the
apparatus and the reconstruction algorithms. For this work, the variables employed are:
Distance of Closest Approach (DCA), transverse momentum, rapidity (or pseudorapidity),
number of hits (Nofh), and χ2/Nofh.

The discussion about the DCA, the Nofh and χ2/Nofh is left for the following section.
This was done so that the concepts are better connected and thus give a broader picture on
why they are necessary, and how to choose them adequately.

To make a basic spectra analysis in a given experimental setup, it is necessary to know
the capabilities of the employed detectors. As discussed in the Chapter 2, the MPD’s TPC is
limited to pT > 50 MeV/c and acceptance of |η| < 1.2, so the previous quantities represent
kinematical restrictions of the system.

For the purposes of this work, a restriction of pT > 0.1 GeV/c has been implemented to
avoid any issue. A rapidity bound |y| < 0.5 has also been imposed in order to be able to
make a proper comparison to the data discussed in Chapter 1. And (only when necessary) a
restriction of |η| < 0.5 has been considered to create the reason for the centrality classes is
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that they are constructed as cuts of the multiplicity distribution. To define those cuts, we
take a reference multiplicity, given by the primary charged particles at |η| < 0.5. As discussed
previously, the multiplicity is related to the geometric parameters of the collision, such as the
impact parameter, the number of participants etc. The result is that the centrality classes
correspond to certain fractions of the cross section [70,71].

4.7 Tracks efficiency and contamination

The purpose of track selection is to reduce as much as possible the artifacts, typically associated
with wrong measurements and the identification process itself. At the end, one needs to find
an equilibrium in reducing the quantity over quality, but without reducing it so that the
uncertainties grow too large to arrive at any significant conclusion.

Concepts such as efficiency and contamination help us to identify the capabilities of our
method and/or detectors and what could be the source of problems and uncertainties. This
section is devoted to discussing the different sources of contamination associated with the
reconstruction of the tracks, and to provide a guide when choosing a definite value as a
selection criterion for those tracks.

Whenever we refer to a reconstructed track, it should be interpreted as the trajectory
followed by a particle according to our detector. This trajectory is determined from the
measurements of our tracking devices, such as the ionization produced inside the TPC. Those
measurements are seen as “hit points”, which are joint according to a special algorithm in
order to create different curves (tracks). Each curve represents, in the ideal case, a different
measured particle. On the other hand, a Monte Carlo track (MC track) represents the
theoretical solution of each particle’s trajectory. And thus, at the simulation level, this is to
be interpreted as the “real” trajectory.

In order to study the efficiencies, we need a proper way to “track” the tracks. To this
end, an association is made between the generated MC tracks and the reconstructed tracks.
In the framework of the MPDroot, we can extract the information of all the reconstructed
tracks from a branch of the root file called MpdGlobalTracks. The information of the MC is
stored in a different branch, defined as MCtracks. Now the process consists of obtaining the
identity (ID) of the reconstructed tracks, which is just a label put during the reconstruction
process to each of the measured tracks. Then one can associate each reconstructed track
with the “real track” (the MC track). It is important that not necessarily each MC track
will be associated to a reconstructed track, some tracks will be “lost” because neither the
reconstruction algorithm nor any detector is perfect. So, by “counting” how many tracks
we really have (MC tracks) and comparing them to those which we can actually reconstruct
(MpdGlobalTracks), we define our basic concept of efficiency of the reconstructed tracks.
The advantage of this association procedure is that one obtains the real information of the
reconstructed tracks because it is extracted directly from the MC. This means that every
variable one measures will have the real value (that from the MC), starting with the identity
of the particle (its pdg code) corresponding to a particular track. A simple example of the
code is as follows:

1 fTMCTracks = event.fMCTrack; // MC tracks of the event

2 Int_t nmctracks=fTMCTracks ->GetEntriesFast (); // No. of MC tracks

3

4 fTDstEvent = event.fMPDEvent;
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5 fTMpdGlobalTracks = event.fMPDEvent ->GetGlobalTracks (); // Global rec.

tracks of the event

6 TClonesArray *MpdGlobalTracks = (TClonesArray *) fTDstEvent ->GetGlobalTracks

();

7 Int_t ntracks=fTMpdGlobalTracks ->GetEntriesFast (); // No. of rec. tracks

8

9 for (Int_t i = 0; i < nmctracks; i++){ // loop over MC

10 MpdMCTrack *MCtrack = (MpdMCTrack *) fTMCTracks ->UncheckedAt(i);

11 Double_t ptmc = MCtrack ->GetPt ();

12 Int_t pdgmc = MCtrack ->GetPdgCode ();

13 }

14

15 for (Int_t i = 0; i < ntracks; i++){ // loop reconstructed tracks

16 MpdTrack *track = (MpdTrack *) fTMpdGlobalTracks ->UncheckedAt(i);

17 Int_t ID = track ->GetID ();

18 MpdMCTrack *MCtrack = (MpdMCTrack *) fTMCTracks ->UncheckedAt(ID);

19 Double_t ptmc = MCtrack ->GetPt ();

20 Int_t pdgmc = MCtrack ->GetPdgCode ();

21 }

This macro mainly consist of two loops which run over the MC and reconstructed tracks.
All the information corresponding to the MC should then be provided within the MC loop
and the Associated Monte Carlo (AMC) is inserted inside the reconstructed tracks loop. A
comparison between the MC and reconstruction then tell us how our original data is being
transferred from the raw MC to the reconstruction in the idealistic scenario of our detector’s
measurements.

There will be some errors associated with the reconstruction algorithm and some with the
detector’s resolution. Those associated with the detector will be studied in the next chapter.
Two main sources of contamination at the reconstruction level have been studied in this work:
that of the repeated tracks and of the secondary tracks.

4.7.1 Repeated tracks

One particular effect (which in reality is a conglomerate of different effects) is that of the
repeated tracks. Repeated tracks (RT) are defined in this work as tracks with the same ID
for the same event. This set is divided in two types for this analysis: one corresponding to
the Splitted Tracks (ST) and the other to the Ghost Tracks (GT). To distinguish properly
between these two sets, it is necessary to mention that the TPC consist of 52 layers in the
radial direction in which a hit (point of a track) can occur. This means that a given track
can be (at most) reconstructed with 52 hits. “Ghost tracks” are those repeated tracks which,
adding up their number of hits, surpass this limit of 52 hits. Let us assume that there are N
repeated tracks RT1, . . . , RTN with h1, . . . , hN number of hits respectively. If the condition
h1 + · · ·+ hN > 52 is met, those tracks (minus one) are labeled as ghost tracks. This means
that there are some points shared between ghost tracks, which should not happen in the case
of splitted tracks. However, even if this is true for both the ST and GT, the criterion only
works as a lower bound for the real number of GT, because there can exist repeated tracks
sharing some points and still having less than 52 hit points. A precise counting for the GT
has not been realized for this work because no appropriate algorithm to characterize them has
been invented yet. The important point is that the RT encloses both the ST and GT effects.
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The discussion is clearer if we look at the distribution of the number of hits per number of
tracks in Figure 4.2a.

Figure 4.2: Number of hits distribution for UrQMD Bi+Bi Collisions at 9.2 GeV. a) Distribution for
all the Associated Monte Carlo tracks. b) Distribution of the repeated tracks only. The distributions
for the PHSD Bi+Bi collisions are similar.

Figure 4.2 (left) shows that most of the tracks have a high hit-count, but we also observe
two local maxima; at the lowest value (∼4) and at about 11. If we have repeated tracks, there
will only (always) be one considered as the “real” track, while the rest will be either splitted
or ghost tracks. In order to distinguish which of the RT will be considered as the real track,
we argue that a track is better reconstructed when more points are used, and so the real track
is defined as that of the RT with the maximal number of hits. For this reason, from here and
unless specified, whenever a discussion about the RT is done, it should be keep in mind that
the real track is not a part of the RT. To better justify the definition, the distribution of
the number of hits per RT (no real track is considered) is shown in Figure 4.2 (right). If the
real track was taken arbitrarily from each RT, the distribution would look similar to that
of Figure 4.2a. This is of great importance, because if we look for the Nofh distribution of
each data set, we can choose a value such that most of the RT are cut off. This represents a
selection criterion over the number of hits.

Another variable of interest is obtained by dividing each tracks’ χ2 by its number of hits
(χ2/Nofh). The χ2 can be employed to analyze if the measurements are within reason of
our expected values. So, this quantity is calculated while the reconstruction algorithm is in
process, with the aim to analyze the quality of those reconstructed tracks. But it turned out
that the overall effect of a cut on the number of hits, as discussed in the previous paragraph,
and this variable are similar because they are closely related.

4.7.2 Primary and secondary tracks

As discussed in this section, we can identify the main stages of the analysis as: the simulation
of the collisions via the MC event generator, then the simulation of the interaction of the
generated particles with the detectors, the reconstruction of the tracks and the identification
process (if implemented). All the particles produced by the event generators at the interaction
point, and reconstructed by the MPD software are defined as primary particles. The rest of
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the particles, either coming from decays or interactions with the materials of the detectors or
any other physical process are defined as secondary particles.

This makes it easy to distinguish between primary and secondary tracks when information
of the MC is provided. In the MPDroot, a primary selection can be done by means of the
motherID of the particle, which is just a label to distinguish whether the particle comes from
the generated MC data or not. Nevertheless, in a real experimental situation we cannot do
this: the characterization is not that straightforward, so a new variable is needed to account
for the primary tracks. To do a proper selection, first we have to know the position of the
primary vertex, this is the position where the collision occurs. The position of this vertex is
determined by an extrapolation of all the tracks produced by a single collision event. Then
we can individually extrapolate each particle’s track to the nearest position to this primary
vertex; this is called the Distance of Closest Approach (DCA). A DCA cut for each track
should, in principle, make a reasonable distinction of primary from secondary tracks. This
will be important, for example, in centrality studies, because the particles of interest are the
primaries, and thus an adequate primary vertex and track reconstruction is fundamental.
Normally, a DCA is expressed as a radial distance (typically of the order ∼ 1 cm) between
the nearest point of the track to the primary vertex.

The values of the track selection criteria obtained for each data set will be discussed in
the next chapter. In the following section, a discussion of the particle identification process is
given, this is essential to obtain any results when analyzing real data. Then again, the results
and the methodology are preliminary. This will not necessarily be the final form taken when
the MPD is commissioned, because the software is still under development.

4.8 Particle identification

Any experimental setup in high energy physics is based on the notion that particles traveling
through matter will interact if the appropriate conditions are met. There exist a great variety
of possible interactions (usually ionization), but the goal in any experiment is to isolate as
much as possible this type of interactions to only a reduced amount, to be able to arrive at a
significant conclusion.

In Chapter 2, the different detectors of the MPD apparatus were discussed, and a brief
overview on how the apparatus works was given. The idea in this section is to focus on the
identification process itself rather than giving a precise description on the physical processes
involved, the theoretical and experimental concepts were adopted mainly from the Refs [72,73].

There are three key measurements to be done in the apparatus: the momentum, the
stopping power or energy loss dE/dx, and the time-of-flight of the particle. The first quantity
is indirectly measured by the bending of the particles trajectory given that there is a uniform
magnetic field (a magnetic field of 0.5T is applied in the z direction when the Geant4 simulation
starts). The second quantity is measured by the ionization in the TPC. And the third one is
measured by the TOF system. The time is not directly reported in this work, but it is used
in combination with the momentum measurements in order to obtain the mass squared (m2)
of the particle.

The identification process itself is realized by a C++ class called “mpdpid”, created by
the MPD collaboration. The process is greatly simplified with the introduction of this class.
To make it work properly, one needs to fix the values of seven variables; σM , σE, E, koef,
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Generator, Tracking and “string of particles”. They are defined in the following way:

• σM : Number of standard deviations from the average mass-squared.

• σE: Number of standard deviations from the average energy loss per length ⟨dE/dx⟩.

• E: Energy of the collision in the center-of-mass reference.

• koef: Scale coefficient of dE/dx, should be used if dE/dx has been multiplied by this
value during the reconstruction process.

• Generator: The model which has been used in the simulation (for example, URQMD or
PHSD).

• Tracking: It can be “HP” (Hit Producer), “CF” (Cluster Finder MLEM) and “CFHM”
(Cluster Finder MLEM + HEED).

• “string of particles”: String of particles which are used in n-sigma method (this means,
“which particles are we interested in?”).

The first two quantities will be clarified later. The koef is needed depending on the
tracking system employed. It consist of different algorithms to obtain each tracks’ dE/dx.
Both HP and CF are old versions, which calculate the dE/dx in some arbitrary units, and
thus the koef was introduced to work as a correction factor. The most recent version CFHM
does not need any correction factor and koef should be set to 1 if this tracking is employed.
The last variable specifies to which particle(s) the n-sigma method should be applied (this
method will be explained later, together with the σM and σE).

The basic idea with this class is to create a probability vector with the input information
from the detectors. Each entry represents the probability of either being a kaon, a proton or
a pion (“string of particles”), and is calculated by adding up the individual probabilities in a
Bayesian approach. The entries of the probability vector can be stored if enough information
is provided, either with only the information of the TPC or with both the TPC and TOF.
In principle, this would mean that there exist two possibilities for the identification of the
particles, but additional identification methods can be constructed by combining the two
previous possibilities. For this work, one additional option was created, so three modes in
which the identification can be made are:

• TPC (PID mode 0): Uses only dE/dx and momentum measurements (only TPC
measurements).

• TPC+TOF (PID mode 1): Uses a combination of TPC and TOF measurements. TPC
only measurements are discarded.

• TPC+TOF modified (PID mode2): Uses the TPC only at low p values if the TPC+TOF
cannot be used.

The first two methods have already been discussed, but the third method was introduced
to avoid the so called mismatch effect. The problem arises when one uses both the TPC and
TOF, particularly at low p values. This is produced because when combining the information
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of the TPC and TOF, the tracks reconstructed by the TPC should be matched with the
measurements of the TOF, but it can happen that some tracks are wrongly overlapped to
those measurements. In that case, the probability vector does not store the information of the
track, and so it is lost. The modification is that when is not possible to use the TPC+TOF
method, and if the momentum is low enough, then the probability vector can be filled only
with the TPC information if possible. This second method consistently proved to be the
most efficient of the three PID modes, as shown in Figure 4.3. It can be observed that PID
mode 1 and 2 are similar at almost all values, except for low p values. In fact there are no
protons identified in the first bin with the PID mode 1, and the uncertainty in the second bin
is greatly reduced with the PID mode 2. A similar situation was observed at all energies for
protons, for the kaons, and the pions were almost unaffected by the PID mode.

Figure 4.3: Reconstruction efficiency of protons vs. momentum for Bi+Bi collisions from UrQMD.
Three identification modes are shown: TPC only (0), TPC+TOF (1) and TPC+TOF modified (2).
The only difference between (1) and (2) is at low momentum.

A simplified version of the code which makes the identification process is shown below:

1 pid = new MpdPid (2.0, 2.0, 9.2, 1.0, "URQMD", "CFHM", "pikapr"); //

mpdpid class (sigM ,sigE ,E,koef ,Generator ,Tracking ," string ")

2 const Int_t PIDmode = 2;

3 Double_t fProbCut = 60.e-02; // cut on probability

4 Double_t toflim =40.e-02; // TPC only (if needed) for pT<

5 Bool_t ret , retTPC; // activated only if a probability vector is filled

6 Bool_t pidFlag; // activated if a TOF measurement is done

7

8 // obtaining info from branches , etc ...

9

10 for (Int_t i = 0; i < ntracks; i++){ // loop reconstructed tracks

11 MpdTrack *track = (MpdTrack *) fTMpdGlobalTracks ->UncheckedAt(i);

12 Double_t pt = track ->GetPt ();

13 Int_t charge = track ->GetCharge ();

14 Double_t px = track ->GetPx (); Double_t py = track ->GetPy (); Double_t pz

= track ->GetPz ();

15 Double_t mpdP = TMath ::Sqrt(px*px + py*py + pz*pz);
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16 Double_t dedx = track ->GetdEdXTPC ();

17 pt = TMath::Abs(pt); // because of the carge pT can be <0

18

19 // cuts are introduced here

20

21 if (mapTof.count(i) > 0)

22 {

23 m2 = (( MpdTofMatchingData *) tofMatches ->UncheckedAt(mapTof[i]))->

GetMass2 ();

24 pidFlag = kTRUE; // succesful TOF measurement

25 }

26

27 // ...

28

29 if (PIDmode ==0) retTPC=pid ->FillProbs(mpdP ,dedx ,charge); // TPC only

30 else if (PIDmode ==1) { // TPC+TOF

31 if (pidFlag) ret = pid ->FillProbs(mpdP ,dedx ,m2 ,charge);

32 }

33 else if (PIDmode ==2) { // TPC+TOF modified

34 if (pidFlag) {

35 ret = pid ->FillProbs(mpdP ,dedx ,m2 ,charge);

36 if (!ret && mpdP < toflim) retTPC = pid ->FillProbs(mpdP ,dedx ,

charge);

37 }

38 } else continue; // Wrong PIDmode expression

39

40 Double_t pion = pid ->GetProbPi (); // probability of bein pion

41 Double_t proton = pid ->GetProbPr (); // probability of bein proton

42 Double_t kaon = pid ->GetProbKa (); // probability of bein Kaon

43 Int_t maxloca = 0;

44 Double_t Probs [] = {pion ,kaon ,proton };

45 Double_t maxprob = TMath :: MaxElement (3, Probs); // where is the maximum?

46 maxloca = TMath:: LocMax(3, Probs);

47

48 if (maxprob <fProbCut) continue; // identified only if probability of

being X > fProbCut

49 if (charge > 0) // could be either positive or negative or no

distinction

50 {

51 // fill histograms

52 }

53 // ...

54 }

Boolean operators such as ret, retTPC are introduced for further Quality Assurance tests,
which account for the identification efficiency and contamination, which will be discussed in
the next chapter. Once the identification method is chosen, the algorithm evaluates for each
track what is the most likely particle associated to it, and if it satisfies a minimum probability
criterion, then it contributes to the corresponding histogram. This probability cut can also
be considered as a track cut, but no considerable differences were observed for values > 60%
and thus this value was fixed.

The mpdpid class relies on a Bethe-Bloch like formula, which describes how different types
of particles lose energy while traversing through different materials. This class makes use of a
modified version of the formula, due to Allison & Cobb [74]. A reference (average) energy
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loss per unit length is calculated from a particular simulation, and is parameterized by

〈
dE

dx

〉
=

p1
βp4

{
p2 + βp4 − ln

[
p3 +

(
1

βγ

)p5]}
, (4.5)

where β2 = p2/(m2c2 + p2), γ is the Lorentz factor, and pi are free fitting parameters.
A fit for the UrQMD Au+Au collisions at

√
sNN =11.5 GeV is shown in Figure 4.4 (solid

black curves). Pions are shown in red, kaons in green and protons in blue. The identification
at low pT can be realized by the TPC alone, but at approximately 0.7 GeV/c an overlapping
of the dE/dx of kaons and pions occurs, whereas an overlap of protons, kaons and pions is
observed at ∼1.3 GeV/c. This is why the PID mode 0 is not particularly well suited for
protons (and kaons) at high pT , as Figure 4.3 shows.

Figure 4.4: Energy loss per unit of distance vs. momentum for positively charged particles at |y| < 0.5
for Au+Au collisions at

√
sNN =11.5 GeV (UrQMD). Colored symbols represent values measured

by the TPC and the black lines show the predicted energy loss according to the Allison-Cobb model
[74].

The idea of introducing the TOF system in the MPD detector is to improve data at high
pT . When this system is implemented, by acquiring the information on the time taken for the
particle in traversing the TOF, their separation distance, and together with the momentum
of the particles, the value m2 is extracted. This is easily derived from the relativistic energy
relation

γ2m2c4 = E2 = p2c2 +m2c4, (4.6)

where 1/γ2 = 1− v2/c2.
If L is the distance traveled by the particle, with a time of flight T , then v = L/T its

velocity. We finally obtain

m2c2 = p2
(
c2T 2

L2
− 1

)
. (4.7)



Chapter 4. Monte Carlo and reconstructed data 53

Figure 4.5 shows the p vs. m2 distributions for all positively charged particles. Color codes
are the same as the Figure 4.3. Observe that m2 < 0 occurs. This would naively lead us to
the conclusion that the particle is traveling at speeds higher that the speed of light, because
L/T = v is the velocity of the particle. Then the only way of obtaining a negative m2 is if
c < v. But this cases are just artifacts, consequence of signals from different tracks being
triggered and incorrectly matched. It is important to keep on mind that the detectors are not
perfect. We should get rid of this signals as much as possible when analyzing real data, or
dire consequences would be obtained by making precipitated claims.

Figure 4.5: Reconstructed momentum vs. mass-squared distribution for UrQMD Au+Au at 11.5
GeV. The calculation is done by combining TPC and TOF information. Red, green and blue symbols
represent pions, kaons and protons, respectively.

The last step of the identification then consist of comparing the reference values ⟨dE/dx⟩
and ⟨m2⟩ to the individual dE/dx and m2 for each track. Next, the mpdpid class makes use
the σM and σE variables, which tells the algorithm how many standard deviations from that
reference value should be taken in consideration for assigning a probability of being one type
of the particles of interest. This is called the n-sigma method.

4.9 Identification efficiency and contamination

Once the identification process is realized, we can calculate how efficient the process is. To
achieve this, it is necessary to define what efficiency and contamination mean in this context,
which are concepts different from the tracks’ efficiency and contamination.

As stated in the previous section, in order to identify the particles we make use of different
variables which help us to improve the quality of the reconstructed tracks and diminish the
background and errors, such as Number of hits, DCA, etc. Once the selection process (all
cuts) is realized, by applying the Monte Carlo Association method previously discussed, we
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can obtain each track’s pdg code from the MC (which tells us the real identity of the particle,
not the one assigned by our algorithm with the detector’s information).

Then, we can define:

• All tracks selected (TS): All reconstructed tracks satisfying the selection criteria, whose
identity is determined by the real (MC) pdg code.

• True positives (TP): All reconstructed tracks satisfying the selection criteria, whose
assigned identity (determined by the identification process) coincides with that of the
MC.

• False positives (FP): All reconstructed tracks satisfying the selection criteria, whose
assigned identity (determined by the identification process) does not coincides with that
of the MC.

By employing those definitions, we can calculate the efficiency ϵid and contamination δid
of the identification process as

ϵid =
TP

TS
, (4.8a)

δid =
FP

TS
. (4.8b)

Figure 4.6 shows the efficiency and contamination for UrQMD Au+Au collisions. As it can
be observed, the overall behavior is similar for all energies. Given the identification method
employed, the drop in the efficiency can be explained by looking at Figure 4.5: the mass
distributions for the kaons starts to overlap that of the pions at around 1 GeV/c, where the
efficiency for the kaons drops. As the momentum increases, the kaon and pion distributions
are more or less merged, so the pions distribution also starts to drop at around 1.5 GeV/c.
For the protons, the efficiency remains almost constant over the whole interval, but at low
momentum the efficiency is relatively low due to two main reasons: from Figure 4.4 we can
observe that there are hardly any low momentum proton detected by the TOF, probably
because most of the tracks have been lost due to the mismatch effect. On the other hand,
as can be observed in Figure 4.4, the TPC alone detects few low momentum protons, thus
the efficiency drops and the errors increase. All the efficiencies are qualitatively similar to
those reported by the MPD collaboration [52]. Also, the efficiency (contamination) for the
negatively charged particles is qualitatively and quantitatively similar to that of the positively
charged particles, with the only noticeable difference being in the antiproton case, where the
statistics is low and so the relative errors are larger.

The results for the whole analysis presented in this chapter and the main outcome of this
work will be discussed in the next chapter.
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Figure 4.6: efficiency and contamination for the UrQMD Au+Au collisions at all energies. Similar
results are obtained for the negative charged particles.



Chapter 5

Results and discussion of the Monte
Carlo data

This chapter focuses on presenting and discussing the transverse momentum distributions
for both the generated MC and reconstructed data with the MPD detctor. Additionally,
it delves into the results of the track analysis, including the corresponding efficiencies and
contamination for the reconstructed data. All of these analyses were conducted within the
framework of MPDroot [68].

With the obtained distributions, the integrated yield ratios are calculated for some special
cases and compared to real data. The distributions are fitted and the evolution of the meson
and baryon production is studied. This could provide relevant physical information related to
their production mechanisms.

5.1 Event and track selection analysis

Table 5.1 shows a summary of the results for the Bi+Bi collisions when no primary or
secondary selection is imposed, only the basic kinematic restrictions are applied; pT > 0.1
GeV/c and |y| > 0.5. The study was done only for the Bi+Bi collisions, both with UrQMD
and PHSD, but similar results are expected for the Au+Au collisions, because their mass
numbers are close to each other, 208 for the former, 197 for the latter. The quantities are the
total number of tracks (ToT) coming from: the MC, AMC, RT and GT. Similar results are
observed for both event generators. The number in parenthesis in the third column indicates
the efficiency of the reconstructed tracks when comparing to the MC tracks, it means that
about 80% of the tracks are lost if no selection over primary or secondary tracks is done.
Regarding the total number of reconstructed tracks, the fourth column indicates that about
3% are repeated tracks, whereas at least 15% of those repeated tracks are ghost tracks.

From Table 5.2, where a selection of primary tracks is done via the motherID of the tracks
(meaning that we can be sure that all tracks are in fact primary tracks), we can observe
that the reconstruction efficiency is excellent, because only about 6% of the primary tracks
got lost in the process. The total number of repeated tracks stays about the same as in the
previous case, and the ghost track’s lower bound is only reduced to ∼13%. By combining the
information of Tables 5.1 and 5.2, we can conclude that most of the MC tracks come from
secondary particles: ∼ 90% for the UrQMD case, and ∼ 80% for PHSD.
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Data ToT MC ToT AMC ToT RT ToT GT
UrQMD 1873881 319659 (∼ 17%) 9617 (∼ 3%) 1514 (∼ 15%)
PHSD 2255585 508396 (∼ 23%) 16596 (∼ 3%) 2494 (∼ 15%)

Table 5.1: Number of repeated tracks in the Bi+Bi samples without any selection of either primary
or secondary tracks. Columns from left to right: event generator, Total number of tracks (ToT) from
the Monte Carlo, from the Associated Monte Carlo, from the Repeated tracks, and for the Ghost
tracks. Each number in parentheses represents the percentage of the sample with respect to the
quantity on its left column, i.e. (ToT AMC)/(ToT MC), (ToT RT)/(ToT AMC), (ToT GT)/(ToT
RT), respectively.

Data ToT MC ToT AMC ToT RT ToT GT
UrQMD 166730 156659 (∼ 94%) 4459 (∼ 3%) 604 (∼ 13%)
PHSD 420065 396702 (∼ 94%) 11678 (∼ 3%) 1489 (∼ 13%)

Table 5.2: Number of repeated tracks in the Bi+Bi samples of only primary tracks via the motherID
of the track. Columns from left to right: event generator, Total number of tracks (ToT) from the
Monte Carlo, from the Associated Monte Carlo, from the Repeated tracks, and for the Ghost tracks.
Each number in parentheses represents the percentage of the sample with respect to the quantity on
its left column (same as in Table 5.1).

In Table 5.3, a DCA cut is implemented to make the selection of primary tracks. The
results appear rather strange for the case of UrQMD, because the efficiency of reconstructed
tracks is about 137%. This means that there should be a source of enormous contamination,
but if we look into the numbers of repeated tracks we can observe that they represent about
1% of the sample. Then we cannot explain this contamination in terms of the repeated tracks.
Most likely the source of contamination should come from the secondary tracks. For the
PHSD case we observe that even when the DCA cut reduces the reconstruction efficiency to
about 88%, the contamination due to repeated tracks is also reduced down to 1% and the
lower bound for ghost tracks is reduced even more.

Data ToT MC ToT AMC ToT RT ToT GT
UrQMD 166730 228243 (∼ 137%) 2836 (∼ 1%) 5 (∼ 0.2%)
PHSD 420065 368689 (∼ 88%) 4920 (∼ 1%) 12 (∼ 0.2%)

Table 5.3: Number of repeated tracks in the Bi+Bi samples of only primary tracks via a DCA < 1
cm. Columns from left to right: event generator, Total number of tracks (ToT) from the Monte
Carlo, from the Associated Monte Carlo, from the Repeated tracks, and for the Ghost tracks. Each
number in parentheses represents the percentage of the sample with respect to the quantity on its
left column (same as in Table 5.1).

Table 5.4 shows that a cut over the number of hits (additional to the DCA cut) does in
fact reduce the number repeated tracks and ghost tracks, but the DCA cut by itself makes
a better job in reducing this number. Probably the explanation is that the repeated tracks
usually have a reduced number of hits. This leads us to extrapolate a curve that, in its DCA,
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will be too far from the primary vertex. So, a cut over the DCA will take most of the RT off.

Data ToT MC ToT AMC ToT RT ToT GT
UrQMD 166730 224092 (∼ 134%) 2078 (∼ 1%) 1 (∼ 0%)
PHSD 420065 361956 (∼ 86%) 3576 (∼ 1%) 1 (∼ 0%)

Table 5.4: This table shows the number of repeated tracks in a sample of only primary tracks via a
DCA < 1 cm plus a cut on the number of hits > 30. Columns represent, from left to right: request
No., Total number of tracks (ToT) from the Monte Carlo, from the Associated Monte Carlo, from the
Repeated tracks, and for the Ghost tracks. Each number in parentheses represents the percentage of
the sample with respect to the quantity on its left column (same as in Table 5.1).

Tables 5.5-5.7 summarize the results for the primary and secondary tracks, and together
with the previous tables they lead to a better understanding of the whole analysis.

Table 5.5 introduces two new quantities coming from the reconstruction: the number of
primary tracks (PrimT) and secondary tracks (SecT). It is observed that without making any
selection of the primary or secondary tracks, about half of the reconstructed tracks come from
primary tracks, and half from secondary tracks in the UrQMD simulation. A considerable
difference is observed for the PHSD data, in which about 80% of the tracks consist of primary
tracks and 20% of secondary tracks.

Data ToT MC ToT AMC ToT PrimT ToT SecT
UrQMD 1873881 319659 (∼ 17%) 156659 (∼ 49%) 163000 (∼ 51%)
PHSD 2255585 508396 (∼ 23%) 396702 (∼ 78%) 111694 (∼ 22%)

Table 5.5: Number of primary and secondary tracks with only basic cuts. Columns from left to right:
event generator, Total number of tracks (ToT) from the Monte Carlo, from the Associated Monte
Carlo, from the Primary tracks, and from Secondary tracks. The numbers in parentheses in columns
4 and 5 represent the percentage of the sample with respect to the total number of AMC tracks, i.e.
(ToT PrimT)/(ToT AMC) and (ToT PrimT)/(ToT AMC), respectively.

In Table 5.6 a cut on the DCA < 1 cm is applied to the tracks. The results for the
UrQMD case shows that the DCA cut does not considerably reduce the contamination due
to secondary tracks, they represent up to ∼40% of the tracks. This means that the 137%
efficiency in track reconstruction of primary tracks has quite a big error. As for the PHSD
simulation, the primary tracks represents about 90% of the reconstructed tracks, while there
is a contamination of ∼10% of secondary tracks.

Next, Table 5.7 shows an even more restrictive cut over the DCA (< 0.5 cm). The effect is
an overall reduction in the reconstruction efficiency for both event generators of about 20-30%.
In the case of the UrQMD data, the percentage of primary and secondary tracks stays about
the same as in the DCA < 1 cm case. But for the case of PHSD, a little improvement is
observed, less contamination from secondary particles on the condition of losing about 20% of
the tracks.

Another interesting result is presented in Table 5.8: it shows how many tracks corresponding
to a particular particle species (X = π± or K± or p±) are there in the total reconstructed
tracks which are primary tracks (motherID criterion). Then the new quantities shown are: the
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Data ToT MC ToT AMC ToT PrimT ToT SecT
UrQMD 166730 228243 (∼ 137%) 133681 (∼ 59%) 94562 (∼ 41%)
PHSD 420065 368689 (∼ 88%) 336032 (∼ 91%) 32657 (∼ 9%)

Table 5.6: This table shows the number of primary and secondary tracks with a DCA < 1 cm.
Columns represent, from left to right: event generator, Total number of tracks (ToT) from the Monte
Carlo, from the Associated Monte Carlo, from the Primary tracks, and from Secondary tracks. The
numbers in parentheses in columns 4 and 5 represent the percentage of the sample with respect to
the total number of AMC tracks (same as in Table 5.5).

Data ToT MC ToT AMC ToT PrimT ToT SecT
UrQMD 166730 180337 (∼ 108%) 107108 (∼ 59%) 73229 (∼ 41%)
PHSD 420065 287815 (∼ 68%) 269884 (∼ 94%) 17931 (∼ 6%)

Table 5.7: Number of primary and secondary tracks with a DCA < 0.5 cm. Columns from left to
right: event generator, Total number of tracks (ToT) from the Monte Carlo, from the Associated
Monte Carlo, from the Primary tracks, and from Secondary tracks. The numbers in parentheses in
columns 4 and 5 represent the percentage of the sample with respect to the total number of AMC
tracks (same as in Table 5.5).

total number of tracks corresponding to the X species for the UrQMD data (ToT UrQMD)
and for the PHSD data (ToT PHSD), also the percentages of the X particle species with
respect of the total number of reconstructed tracks (% in ToT AMC) for UrQMD/PHSD.
The numbers in parentheses represent the tracks’ reconstruction efficiency (how many of the
MC tracks can be —at most— reconstructed). As it can be observed, the overall efficiency
stays about the same for each data set, being the highest for π±, p± (∼ 95%) and the lowest
for K± (∼ 80%). The relative abundances of each particle species is rather similar for both
event generators, having only a subtle difference in the case of p+. Most of the primary
particles produced in the collision are π+ (∼ 70− 80%), about ∼ 12− 25% are p± and the
least contribution comes from the K± (∼ 7%). The relative abundances remain more or less
similar even when applying several different cuts.

Particle ToT UrQMD ToT PHSD % in ToT AMC
π+ 51938 (∼ 95%) 143870 (∼ 96%) 33/36
K+ 6658 (∼ 82%) 25115 (∼ 82%) 4/6
p+ 37061 (∼ 95%) 45881 (∼ 96%) 24/14
π− 56493 (∼ 95%) 167336 (∼ 96%) 36/40
K− 3964 (∼ 81%) 13458 (∼ 82%) 3/3
p− 500 (∼ 96%) 1042 (∼ 95%) 0.3/0.3

Table 5.8: Information per particle species only for primary tracks. Columns from left to right:
particle type, total number of reconstructed tracks from UrQMD, total number of reconstructed
tracks from PHSD, and the percentage of tracks of that particle specie for UrQMD / PHSD. The
number in parentheses in columns 1 and 2 represents the tracks’ reconstruction efficiency.
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Table 5.9 shows how the repeated tracks’ contamination (∼RT) and secondary tracks’
contamination (∼SecT) effects propagate per particle species, with the basic kinematics cuts
plus a DCA >1 cm cut. As it can be observed from the column corresponding to the UrQMD
tracks, most of the contamination comes from secondary particles, either from π± or K±,
whereas the contamination from p± even if considerable, is not the main source. For the case
of the PHSD tracks, the contamination coming from secondary particles is quite reduced
for the case of K±, whereas the contamination from π± is greatly reduced compared to the
UrQMD . The main source of contamination from secondary tracks is due to the p± and is in
correspondence to that of UrQMD. On the other hand, the contamination due to the repeated
tracks is very low and equal for both data, at most about 1% per particle species, which is
almost negligible.

Particle ToT UrQMD ToT PHSD ∼RT(%) ∼SecT(%)
π+ 84735 (∼ 155%) 131027 (∼ 87%) 1/1 48/7
K+ 9733 (∼ 120%) 21004 (∼ 69%) 1/1 41/0.1
p+ 37339 (∼ 95%) 58117 (∼ 101%) 1/1 14/19
π− 90595 (∼ 152%) 147729 (∼ 88%) 1/1 47/8
K− 5317 (∼ 109%) 9341 (∼ 69%) 1/1 37/0.32
p− 524 (∼ 101%) 1471 (∼ 134%) 1/1 17/37

Table 5.9: Information per particle species with a DCA < 1 cm. Columns from left to right: particle
type, total number of reconstructed tracks from UrQMD, total number of reconstructed tracks
from PHSD, contamination due to repeated tracks for UrQMD / PHSD, and contamination due to
secondary tracks for UrQMD / PHSD. The number in parentheses in columns 2 and 3 represents
the the tracks’ reconstruction efficiency.

In Figures 5.1 and 5.2, the π+’s z vertex vs. DCA distribution are presented for both data
sets, which represents the majority of the source of contamination from secondary particles.

As seen in Figure 5.1, both the primary and secondary pions are denser in the low DCA
region, and only some extra secondary pions appear when collisions at a position closer to
the edge of the TPC occur. This explains why a DCA cut does not work for the selection of
primary particles, but it does not explain why this happens.

Figure 5.2 refers to a different situation, the smearing of the z vertex is not as big as for
the UrQMD data, which was already discussed in the previous chapter. The distribution for
primary and secondary particles looks similar in the z vertex direction, but different in the
DCA. Basically, there is a considerable amount of π+ having a high (> 1) DCA, which in fact
are taken out by the DCA cut, thus reducing the contamination from secondary tracks for
the PHSD data.

In Table 5.10 we observe that the results are similar to those of the Table 5.6. The
comparison is for each event generator, not between them. The conclusion is that a very
restrictive cut over the z vertex (second column), additional to the DCA <1 cm, makes no
real difference to the amount of secondary tracks’ contamination (SecT cont.), neither for
PHSD nor for UrQMD. Differences do exist but they are very small and mainly given by the
amount of events considered for the analysis. If we were to observe a considerable difference,
an even more restrictive cut on the z vertex should be applied, but as we reduce the cut,
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Figure 5.1: Z vertex vs DCA of π+ from the UrQMD Bi+Bi data with pT > 0.1 GeV/c and |y| < 0.5.
Primary tracks only (a), and secondary tracks only (b).

Figure 5.2: Z vertex vs DCA of π+ from the PHSD Bi+Bi data with pT > 0.1 GeV/c and |y| < 0.5.
Primary tracks only (a), and secondary tracks only (b).

more events will be taken off. So a very restrictive cut should only be applied when a really
big sample is analyzed.

Table 5.11 shows the efficiencies and contamination with an implemented cut on the
χ2/(Number of hits) < 4. Table 5.11 is also in good agreement with Table 5.10. Then a more
restrictive cut should be applied if one wants to observe some differences. But one should
be careful to not take out too many tracks in this case, and thus reduce the reconstruction
efficiency greatly.

Table 5.12 shows the total amount of secondary particles produced in the analyzed data
(No. SecT). We also show the number of secondary tracks which are produced at the same
time at which the collision occurs (SecT T0). Now, when the reconstruction process takes
place, the whole collision events (simulated by the event generators) are considered to occur
at times T0 = 0. This implies that when the transport simulation initiates, the time starts
running, and thus all the particles produced by any physical process will be considered as
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Data Vz < [cm] Rec eff. (%) RT cont. (%) SecT cont. (%)
UrQMD 50 137 1 41
PHSD 30 87 1 9

Table 5.10: Different efficiencies for a selection of basic cuts, plus z vertex cut, plus DCA < 1 cm.
Columns from left to right: event generator, the value of the Z vertex cut, tracks’ reconstruction
efficiency, contamination from repeated tracks and contamination from secondary tracks.

Data Rec eff. (%) RT cont. (%) SecT cont. (%)
UrQMD 136 1 41
PHSD 87 1 9

Table 5.11: Different efficiencies for a selection of basic kinematic cuts, plus χ2/Nofh< 4, plus
DCA < 1 cm. Columns from left to right: event generator, tracks’ reconstruction efficiency,
contamination from repeated tracks and contamination from secondary tracks.

secondary particles. In the UrQMD data one observes up to 41% of secondary particles
produced at T = 0. We argue that, most likely (or at least dominantly), they come from
heavy resonances which are decaying immediately (for any practical purposes). This makes
sense when observing the input file, because the software enforces a decaying of all unstable
particles1 when the simulation ends [62]. But for the case of the UrQMD Bi+Bi collision,
some resonances where considered as stable throughout the whole collision events, they were
“deactivated” (to decay). Finally, when the simulation through the detector is done by the
GEANT software, those resonances are again “activated”, and so they decay quickly. All those
particles are then considered by the reconstruction process as secondary tracks, produced at
a time T = T0 = 0. This implies that a cut over the DCA will not be able to distinguish
properly with the definition of primary/secondary tracks considered by the reconstruction
algorithm. This problem could be solved (at least most of this contamination) if no “stb”
option is activated in the input file, so we do not expect that the UrQMD Au+Au data at all
energies includes this problem when applying this same analysis.

Data No. SecT SecT T0

UrQMD 163000 (∼51%) 93969 (∼58%)
PHSD 111694 (∼22%) 8289 (∼7%)

Table 5.12: Amount of secondary tracks with basic selection cuts. The last column indicates the
number of secondary tracks which are produced at T = T0 = 0, meaning that they are produced
at the same time as the collision events. The numbers in parentheses indicate the percentage of
secondary tracks with respect to the total number of tracks (left), and the percentage of secondary
tracks produced at T0 = 0 with respect to the total number of secondary tracks (right).

1We are referring to the default settings of the UrQMD software. In that case, a decay is always enforced
even if the time is so small that the unstable particle is unlikely to decay. This can be changed by the user in
the input file.
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This is only a summary of the most relevant results, different cuts and combinations
were also studied. The idea was to optimize those values in order to obtain the highest
efficiency and lowest contamination with sufficient statistics. The approach was to make use
of the significance, defined as s = signal/

√
signal + background. When using this method,

for each different value of the cut parameter, the corresponding significance is calculated,
then a plot of the parameter vs. significance is realized, and the parameter value at which
the distribution reaches its maximum is what we call the “optimized value”. This approach
(with this definition of significance) tends to favor the identification of more particles, even
if it reduces the efficiency and increases the contamination. So, even when flawed, this is
the current method for determining the track cuts’ values, but a more adequate definition of
significance has yet to be found.

In Table 5.13 all parameter cut values are shown. For the case of the Au+Au collisions
only the set at 9.2 GeV was optimized by means of the significance, but this was realized in
an older version of the MPDroot. This was mainly due to the limited time and because of
the ineffectiveness of the current definition of the significance.

Parameter Au+Au UrQMD Bi+Bi UrQMD Bi+Bi PHSD
|Z| < [cm] 100 100 none
Nofh > 13 25 24

χ2/Nofh < 8 4 4
DCA < [cm] 1 1 1

σE 3 2 2
σM 3 2 2

TPC if pT < [GeV/c] 0.3 0.4 0.4

Table 5.13: Values of the cuts “optimized” for this work. They represent, from top to bottom:
The maximal z vertex position, the minimal number of hits, the maximal χ2/(number of hits), the
maximal distance of closest approach, the standard deviation from the average energy lost, the
standard deviation from the average mass-squared and the pT at which TPC alone can make the
identification. The values obtained for the UrQMD Au+Au analysis were obtained only at 9.2 GeV,
with an older version of the MPDroot.

5.2 Transverse momentum distributions

The transverse momentum distributions are presented for 0.1 GeV/c < pT < 2 GeV/c and
|y| < 0.5 at all energies and for each particle species. These distributions are obtained by
filling a histogram with the pT information corresponding to each particle type for all the
events satisfying the selection criteria. The distributions are written in the form

dN

dy dpT
= F (pT ), (5.1)

where F (pT ) is only a function of the transverse momentum. This is because, in the central
region (for pL ≪ √

sNN ), the distributions are independent of the rapidity, which makes them
boost-invariant [2].
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In Figures 5.3-5.5 we show the transverse momentum distributions for the three Au+Au
data sets at all energies. PHSD and HSD are almost identical, but compared to UrQMD
they only exhibit similar behaviour overall, particularly at medium pT . At low pT values,
(P)HSD distributions reach higher values, whereas at high pT they take lower values. We
observe that the positive and negative distributions for pions are rather similar (for the three
sets), meaning that they are produced in more or less the same proportion. As we increase
the energy of the collision, the transverse momentum distribution reach higher values overall,
and so more particles are created. Even tough pion production in heavy-ion collision is not
yet fully understood, it is well known that at NICA energies, their production, propagation
and reabsorption is mostly related to the properties of the ∆ resonance [75, 76]. In particular,
their production at low momentum can be explained by the decay kinematics of ∆ resonances,
but there is also an effect due to the radial flow [77]. In particular, we can understand to
some extent the spectra by the reabsorption of the pions at different stages. High transverse
momentum pions stem from the early stage of the collision, and so they are mostly reabsorbed
by the medium2, whereas low transverse momentum pions are produced in the late stage
when the system is near the freeze-out [78]. This explanation gives a general description of
the spectra obtained in Figures 5.3-5.5, but it is still under discussion if their behavior at
high transverse momentum is also related to the decay of the ∆ resonances or this is just a
thermal effect.

Figure 5.3: Transverse momentum distributions (Monte Carlo) in Au+Au for π± at different energies
for the UrQMD event generator.

2For example, via the sequential process πN → ∆ and ∆N → NN .
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Figure 5.4: Transverse momentum distributions (Monte Carlo) in Au+Au for π± at different energies
for the PHSD event generator (in HSD mode).

Figure 5.5: Transverse momentum distributions (Monte Carlo) in Au+Au for π± at different energies
for the PHSD event generator (in PHSD mode).

For the protons and antiprotons (see Figures 5.6-5.8), the spectra reveal considerable
differences. Here again, PHSD and HSD are almost identical to each other, but compared
to UrQMD they differ greatly, particularly at low-to-medium pT . For the UrQMD case, the
maximum of the proton distribution is reached at ∼0.5 GeV, but for (P)HSD the maximum
occurs at 0.1 GeV. It looks as if the (P)HSD distributions were just the UrQMD distributions
moved to the left. This might be due to the radial flows, because each model predicts different
behaviour. The number of antiprotons produced drops dramatically as we decrease the
energy of the collision. Compared to the protons, they are produced ∼ 100− 10000 times
less frequently, but follow the same trend as discussed for the protons. Note that the bin
size for the lowest energy antiprotons is bigger because otherwise the poor statistics would
produce large fluctuations. It is interesting to notice that the distribution for protons reach
higher values as we decrease the energy of the collision, but the situation is reversed for the
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antiprotons. This is probably because most of the contributions to the proton distribution
come from the protons of the colliding nuclei. This means that a fair amount of protons
are colliding elastically when the energy available is low, but as the energy increases, elastic
collisions where a proton is a part of are less likely.

Figure 5.6: Transverse momentum distributions (Monte Carlo) in Au+Au for p± at different energies
for the UrQMD event generator.

Figure 5.7: Transverse momentum distributions (Monte Carlo) in Au+Au for p± at different energies
for the PHSD event generator (in HSD mode).
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Figure 5.8: Transverse momentum distributions (Monte Carlo) in Au+Au for p± at different energies
for the PHSD event generator (in PHSD mode).

The transverse momentum distributions for kaons is shown in Figures 5.9-5.11 and the
shapes of the distributions look similar for both the positive and negative case and at all
energies and event generators. The same behaviour described for the pions and protons is
shown here, (P)HSD data reaches higher values at low pT and lower at high pT . Given that
the PHSD data consist of only 10,000 events, the negative kaons at high pT have considerable
fluctuations at low energies, where they are not so abundantly produced. The main difference
between positive and negative kaons (independently of the model) is in the proportion. At
low energies, the negative kaons are less abundantly produced, but as the energy increases,
the situation tends to be more balanced. In both cases, the distribution rises overall as we
increase the energy of the collision. The kaons are of particular interest because of their
valence quark content; K+ are composed of us̄ and K− of sū. Given that the strange content
before the collision is zero, some of the strangeness production mechanisms can be studied by
means of these mesons. Different approaches [79–81] have shown consistently that there are
two main chains contributing to the K+ production: πN → K+Y and ∆N → K+Y N , with
Y ∈ {Λ0,Σ0}. Thus, the production of the strange baryons Λ0(uds) and Σ0(uds) is highly
correlated to that of the K+, because typically K+ is produced in pairs with a Λ0 or Σ0 due
to strangeness conservation. For the K−, the two main production channels are: πΛ̄ → K−N
and πΣ → K−N . This is known as a flavor exchange reaction, where the strange quark from
the hyperon is exchanged with a light quark (u or d). A major difference in kaon production
occurs because the K− are strongly absorbed by the medium, whereas the K+ can hardly be
absorbed because of their s̄ content [82,83].

It is evident that each model is distinct, and it is interesting that the major differences are
observed for the (anti)proton distributions. Even more intriguing is that, generally speaking,
the (P)HSD distributions looks as a UrQMD distribution moved to the left for all particles
and at all energies. The gross features of the transverse momentum distributions can be
somewhat understood in the presented terms, but a more precise discussion would be required
to understand the mechanisms implemented in the generator. We are limited to the capacities
of the model, and a comparison to experimental data is essential if we want to discern from
different approaches. A further discussion will be given in the following sections.
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Figure 5.9: Transverse momentum distributions (Monte Carlo) in Au+Au for K± at different
energies for the UrQMD event generator.

Figure 5.10: Transverse momentum distributions (Monte Carlo) in Au+Au for K± at different
energies for the PHSD event generator (in HSD mode).

5.3 Uncorrected reconstructed distributions

A complete analysis of the spectra obtained by a particular experiment should take into
account several corrections to the distributions, by the efficiency, acceptance, background
noise, etc. It is not an easy task and the complete corrections can only be done when the
apparatus is properly working. For this work, only the raw spectra have been analyzed,
the distributions presented in this section are just the reconstructed transverse momentum
distributions, without any correction. They are presented for 0.1 GeV/c < pT < 2 GeV/c
and |y| < 0.5, with the selection criteria from Table 5.13 for all energies.

In Figures 5.12-5.14 we observe the same behavior (qualitatively) as that described for the
MC distributions. It is interesting to notice that at a relatively high transverse momentum
(≳ 0.6 GeV/c), the MC and reconstructed distributions are quantitatively similar. Only at
low transverse momentum (≲ 0.6 GeV/c) we observe considerable differences for the positive
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Figure 5.11: Transverse momentum distributions (Monte Carlo) in Au+Au for K± at different
energies for the PHSD event generator (in PHSD mode).

and negative kaons and for the protons: the reconstructed distributions at low pT reach lower
values, as if there were almost no low momentum K± and p. On the other hand, for pions
the disagreement occurs only at the first pT bin for all energies, and for antiprotons at the
lowest energy the agreement is fairly good.

Figure 5.12: Transverse momentum distributions (reconstructed) of π± for UrQMD Au+Au at
different energies.

The difference at low momentum K± and p± occurs at all energies. This is not yet fully
understood, but it is most likely that this is because of the characteristics of the TPC, because
it can be argued (see Figures 4.4 and 4.6) that most of the low transverse momentum kaons
or protons are either being identified as high transverse momentum pions or not identified
at all. This complements the fact that the TOF system cannot identify low momentum
particles or they get lost due to the mismatch effect. It could also be due to the assigned
values of parameters given to make the identification (selection criteria). This last explanation
seems unlikely, because even though the optimization process does not work as expected, the
testing with different cut values showed that those cuts only change the amount of particles
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Figure 5.13: Transverse momentum distributions (reconstructed) of p± for UrQMD Au+Au at
different energies.

Figure 5.14: Transverse momentum distributions (reconstructed) of K± for UrQMD Au+Au at
different energies.

detected, but not the shape (there still exists the drop at low transverse momentum). Thus,
the only difference for different cuts (within reason) was quantitatively at all bins and by
approximately the same amount, so the distribution was either worsen at low pT or slightly
improved at the cost of higher contamination. We expect to obtain similar results both for
the efficiency/contamination as for the transverse momentum distributions with the PHSD
Au+Au data sets, but in any case, they are only at the MC stage. It remains as an open
question for future development.

Yet again, the software employed to make the analysis is not the newest version. At the
beginning of this work, we employed an even older version of the MPDroot, given that the ICN
cluster was not updated. And so the macros and the overall procedure have been improved
progressively. Some minor errors can be attributed to the version, because differences can
be observed when comparing older results. Even so, the overall behaviour described in this
chapter remains similar, but the proper study of the reconstructed distributions can only be
done when the corrections are fully implemented. In order to avoid any problem carried out
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by the raw distributions, the main results are obtained only at the MC level. But the current
analysis discussed so far was a part of the learning process, and it will be important for the
future development, particularly when the MPD starts operations.

5.4 Bi+Bi collisions at 9.2 GeV

The Bi+Bi collisions need their particular section because they were generated by the JINR,
and some preliminary results have already been published [84]. Figure 5.15 shows the
transverse momentum distribution (both the MC and reconstruction) for pions on the left
side, and the efficiency (contamination) on the right side. A direct comparison for the MC
and reconstruction is presented for the pions, and even though they are qualitatively similar
(except for the first bin), the reconstructed bins overall are at a higher positions than the
generated points, meaning that there seems to be an excess of the measured particles. This
could be (as explained in the previous section) because a considerable amount of particles
with transverse momentum between ∼ 0.2− 2 GeV/c are being identified as pions even if they
are not. But most likely, the main source of this excess for this sample comes from secondary
tracks. The contamination of the same pions remains approximately constant with maximum
peaks at 10%.

Figure 5.15: Transverse momentum distributions for π+, Monte Carlo and reconstruction (left).
Efficiency and contamination for positive charged particles (right). All results are presented for
UrQMD Bi+Bi collisions at 9.2 GeV.

According to Figure 5.16, the similarity between the transverse momentum distributions
occurs only for values of pT ≳ 0.4 GeV/c, and still it is only qualitative; quantitatively the
difference is small but exists. For pT ≲ 0.4 GeV/c, the reconstructed distribution drops
considerably (as much of ∼ 100 times for the first bin). This is in accordance with the
explanation for the pion distribution, meaning that a considerable amount of kaons and
protons are being identified as pions or not identified at all. Particularly, given that pions
are of the lowest mass, low transverse momentum kaons or protons are being identified as
mid-to-high transverse momentum pions. Overall, the behavior of the reconstructed data
compared to the MC, for all five data sets, is in similar terms.
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Figure 5.16: Transverse momentum distributions of p+ (left) and K+ (right). Both Monte Carlo
and reconstruction (MC and Rec) are presented for UrQMD Bi+Bi collisions at 9.2 GeV.

Figure 5.17 shows the results for the PHSD Bi+Bi collisions. The overall behaviour is
qualitatively similar to that of UrQMD both for the MC and reconstruction (left side). The
major difference is that in this case, the reconstructed pions are no longer at higher values than
for MC. It is not clear why this difference is observed, but it could be due to the reconstruction
process employed for both data sets, because they were not produced at the same time nor
with the same MPDroot version. Some minor differences in the reconstruction algorithm
could be responsible or some changes of the geometry. The efficiency and contamination
(right side) is also in a good agreement with the UrQMD data, errors seem a bit larger overall,
but the trend is similar. Another difference is that no protons are detected in the first bin,
but probably more statistics is needed to draw some conclusions.

Figure 5.17: Transverse momentum distributions for π+, Monte Carlo and reconstruction (left).
Efficiency and contamination for positively charged particles (right). All results are presented for
PHSD Bi+Bi collisions at 9.2 GeV.

On the other hand, kaon and proton distributions are presented in Figure 5.18. Again,
the distributions look similar to those of UrQMD, but there are about four times more K+

than p+ at low pT in the PHSD model. A drop in the distribution for pT ≲ 0.5 GeV is
observed, and for higher pT values the agreement is good qualitatively, but with a slight



Chapter 5. Results and discussion of the Monte Carlo data 73

quantitative difference. Overall, it seems that reconstructed PHSD distributions have lower
values with respect to their MC. They are even lower compared to the reconstructed UrQMD
with respect to their MC. This means that less particles are being identified, but that could
be an issue beyond the reconstruction process itself, most likely related with the selection
criteria employed.

Figure 5.18: Transverse momentum distributions of p+ (left) and K+ (right). Both Monte Carlo
and reconstruction (MC and Rec) are presented for PHSD Bi+Bi collisions at 9.2 GeV.

The main importance of the study of those distributions are:

• They form a part of the joint effort of the MPD collaboration. Its production was
realized under specific requirements at the JINR. So, the results obtained with those
data sets are of interest for all the members of the collaboration.

• The MPD will produce its first results precisely with Bi+Bi collisions at 9.2 GeV, so it
is important to run simulations and make some predictions on what is to be expected
in the real experiment.

Hopefully, this work can later be updated and completed to provide a contribution to the
experiment.

5.5 Particle integrated ratios

The main focus of this work is to study the production mechanisms underlying the meson
and baryon production at NICA energies. Particularly, as discussed in the Chapter 1, the
K±/π± ratio is one of the most interesting and easiest quantities to calculate, because of
the strangeness content of the kaons. In order to obtain the ratios for different particles,
we should calculate how many of them are produced in the collision at freeze-out3, this is
known as the particle yields. Thus, we can calculate the ratios by integrating the transverse
momentum distributions over the whole volume in the phase space. For example, if we want
to calculate the K±/π± ratio, then we should obtain

3This means that we are only interested in primary particles.



Chapter 5. Results and discussion of the Monte Carlo data 74

K±

π± =

∫ d2N(K±)
pT dydpT

pT dpT dy∫ d2N(π±)
pT dydpT

pT dpT dy
. (5.2)

The yields were calculated by a numerical integration of the transverse momentum
distributions over the whole interval, which covers 0.1 GeV/c ≤ pT ≤ 3.0 GeV/c. 4 Given
that we need to calculate the ratio as a function of the energy of the collision, only the
locally generated Au+Au data sets are considered for these calculations. Then again, these
results are calculated only for the MC data (directly from the event generators), not for the
reconstructed data. The latter will be part of the future work, but at the current stage, the
main focus is to shed light on what could be the underlying production mechanisms and how
to study them experimentally from the future MPD data.

A proper comparison of the generated samples with the experimental data requires to
divide the samples in centrality classes. This was briefly discussed in the previous chapter,
but the main idea is that a centrality class can be related to the impact parameter. We say
that a collision is “central” whenever its impact parameter is low, and “peripheral” when
its impact parameter is high. Experimental data taken for this analysis comprises centrality
classes from 0-5% and 0-10%, which represents that percentage of the cross section. So, for
the analysis of this section, the values obtained in Ref. [69] were taken. It must be clarified
that those values are only valid within the UrQMD model. The values taken to construct the
centrality classes for the (P)HSD model are assumed to be the same as that of the UrQMD
model. It is hard to estimate at the moment how much the presented results would change if
the correct values for the (P)HSD model were imposed.

Table 5.14 presents the K±/π± ratios at the centrality class (0− 10)% for the UrQMD
Au+Au collisions at all energies. For the ratio of positive particles, a decreasing behaviour
is observed as the energy increases. For the ratio of the negative particles, an increasing
behaviour is observed as the energy increases.

For the case of (P)HSD, Tables 5.15 and 5.16 show the K±/π± ratios at the centrality
class (0 − 10)%. The same overall behaviour is observed, for the positive particles, as the
energy increases, the ratio increases. The main difference is that, at the lowest energy, the
PHSD model predicts a lower value, but as the energy increases, it increases more rapidly
than for the HSD model. The same trend is observed for the negative particles, while both
ratios increase with energy, PHSD increase at higher rate.

Overall, the ratio of negatively charged particles for UrQMD and (P)HSD present the
same trend, even if the values differ slightly. But there is a striking difference in the ratio of
the positively charged particles. While UrQMD suggest a strictly decreasing behaviour, the
(P)HSD models suggest precisely the opposite. The exact explanation is not well understood
so far, but a discussion will be given later in this chapter. First we need to incorporate
additional data on particles ratios, in order obtain a better picture of what might be happening
with the models.

4The transverse momentum distributions presented in previous sections cover up to 2 GeV/c, because the
contamination for the reconstructed data for higher values rise, particularly for the kaons (≳ 50%). This
analysis is at the MC level, so there is no contamination of the sample, the errors do increase at high pT due
to lower statistics, but not as much as for the reconstructed data.
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√
sNN [GeV] K+/π+ K−/π−

4.5 0.16657± 0.00035 0.03417± 0.00014
7.7 0.14997± 0.00024 0.06736± 0.00015
9.2 0.14360± 0.00021 0.07362± 0.00015
11.5 0.13699± 0.00020 0.08041± 0.00014

Table 5.14: Particle integrated ratios obtained from the Monte Carlo UrQMD Au+Au collisions at
four different energies. All results are presented for the centrality class 0-10%.

√
sNN [GeV] K+/π+ K−/π−

4.5 0.11538± 0.00263 0.02097± 0.00100
7.7 0.15894± 0.00227 0.05157± 0.00117
9.2 0.16816± 0.00218 0.06513± 0.00124
11.5 0.17468± 0.00226 0.08153± 0.00142

Table 5.15: Particle integrated ratios obtained from the Monte Carlo HSD Au+Au collisions at four
different energies. All results are presented for the centrality class 0-10%.

√
sNN [GeV] K+/π+ K−/π−

4.5 0.11370± 0.00217 0.02050± 0.00082
7.7 0.18139± 0.00248 0.06087± 0.00129
9.2 0.19635± 0.00240 0.07571± 0.00135
11.5 0.20187± 0.00230 0.08754± 0.00137

Table 5.16: Particle integrated ratios obtained from the Monte Carlo PHSD Au+Au collisions at
four different energies. All results are presented for the centrality class 0-10%.

In Figure 5.19, the calculated ratios from the three models are compared to the experimental
data from AGS [85] and STAR [86,87]. On the left side, K−/π− is shown, and on the right
side K+/π+. It can be observed that, except for the 7.7 GeV energy, the agreement between
the models and the data for the negative mesons is good. Probably the UrQMD model is the
closest to reproduce the trend. On the other hand, neither UrQMD nor (P)HSD reproduce
particularly well the data for the positive mesons. UrQMD at 4.5 GeV seems to follow the
trend but at higher energies it completely breaks down. HSD does not reproduce the trend at
all, but PHSD seems to be in a fairly good agreement only at 9.2 and 11.5 GeV.

In order to complete the discussion, an analysis of the antiparticle-to-particle ratios has
been realized. Figure 5.20 shows the π−/π+ ratio at the four energies and compared to the
experimental data (left). The agreement for the three models with the data is quite good,
actually the predicted values are almost identical to each other. It also shows that more π− are
produced at lower energies, but as the energy increases, the ratio tends to balance. We already
knew this from the transverse momentum distributions, but we can add an explanation of
this effect by recalling that the original colliding nuclei are composed mostly of neutrons (236
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Figure 5.19: Particle ratios as a function of the collision energy for Au+Au collisions. The K−/π−

ratio (left) is presented at a centrality class (0− 10)% for UrQMD (blue), PHSD (red) and HSD
(green). The K+/π+ ratio (right) is presented with the same characteristics and color codes. Data
from different experiments [85–87] is shown in black.

vs. 158 protons), whose constituent quark content is udd. Now, the π− is composed of dū and
the π+ out of ud̄, and so it will be easier to produce particles with a d content, which are the
most abundant before the collision occurs. Therefore, a considerable amount of the produced
baryons and mesons, particularly at low energies, will be those with a d content, because it
would require additional (higher) energy in order to produce bound states with heavier quark
content.

Figure 5.20: Particle-antiparticle ratios as a function of the collision energy for Au+Au collisions.
The π−/π+ is presented at a centrality class (0− 10)% for UrQMD (blue), PHSD (red) and HSD
(green). The K−/K+ ratio (right) is presented with the same characteristics and color codes. Data
from different experiments [85–87] is shown in black.

Figure 5.20 (right) shows the K−/K+ ratio at the four different energies. For the UrQMD
model, the quantitative agreement with experimental data is not particularly good. The
calculated ratios show an increasing behavior but not at the same rate as the experimental
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data. By comparing the results obtained in Figures 5.19 and 5.20, we observe three key
features which could explain the differences:

• The agreement of the π−/π+ ratio with the experimental data is good.

• The K−/π− ratio seems to follow the experimental trend, but quantitative differences
are observed, particularly at high collision energy.

• Both the K+/π+ and K−/K+ ratios disagree with the experimental data.

These three statements might indicate that (at least) one of the yields is less than the expected,
most likely the K+. A more detailed analysis is required to verify this suggestion, but at the
current stage of the analysis, it seems that the UrQMD model is underestimating the K+

production. On the other hand, the PHSD and HSD models predict very similar results, and
both are in good agreement with the experimental data. The two observations in Figure 5.20
for the (P)HSD data seem rather odd, because it appears that π+ and K+ abundances are
predicted in about the right (particle-antiparticle) proportions, and yet the K±/π± ratio
presents considerable differences, particularly for the positive mesons.

The last of the particle-antiparticle ratios under consideration is p−/p+. Figure 5.21 shows
the comparison of this ratio with the data from the STAR collaboration [87]. There are only
two data points to make the comparison (no more data were found), which show a discrepancy
by a constant factor with a different value for each model. This is because the positions of the
four energies of the three models grow in approximately the same proportion (except for the
HSD at 9.2 GeV). HSD seems to fit better the experimental data, but with only two points it
would be an overstatement. Given that the predicted values are either below or above the
experimental data and there are no more plots to verify the predictions, it is hard to say
which particle is overestimated (or underestimated). Typically, the event generators tend to
underestimate the antiproton production. It would also be helpful to deal with more data at
lower and intermediate energies, and higher statistics in the simulations. This is precisely
the energy regime where NICA, particularly the MPD, will contribute and so one expects
additional data for this ratio at those energies in the near future. For the time being, this can
only be considered as a prediction.

There still persists the question about the non-predictability of the horn structure in the
K+/π+ ratio. For the case of the UrQMD model, the evidence suggest that we should be
looking at the production mechanisms of the K+, as discussed in this chapter, the production
of the strange baryons Λ0 and Σ0 is highly correlated to them. Thus, by looking at the
combined yield, we can see if there is in fact an underestimation in the production of these
strange baryons. Figure 5.22 shows the combined yields of the Λ and Σ0 strange baryons, both
the experimental data and the predictions for the UrQMD model are in the centrality class
0-10%. These two baryons are of great importance to the K+ yields, because they are mostly
produced in pairs with the K+ (but not with the K− because of its strangeness content).
The values predicted by the UrQMD model are well below the experimental data [88, 89],
by a factor of approximately 2. Actually the trend of the UrQMD model is in qualitatively
good agreement to experimental data, but for some reason, the model underestimates the
production of those baryons, and consequently that of the K+ (the reason might be due to a
lack of a phase transition?).

As for the (P)HSD model, there might also be an underestimation of the K+ yields,
but that would only explain half of the problem, because the model does reproduce the
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Figure 5.21: The p−/p+ ratio as a function of the collision energy for Au+Au. Predictions at a
centrality class (0− 10)% for the UrQMD (blue), PHSD (red) and HSD (green) models are presented.
Data from the STAR collaboration [87] is shown in black.

data at ≥ 9.2 GeV. Thus, the problem might be linked in another direction. There has
been some effort put in recent years to unveil the mechanisms responsible for the horn
structure of the K+/π+ ratio, because no transport model has been able to reproduce the
experimental data. Interesting proposals have been made to incorporate a chiral symmetry
restoration phase transition (additional to the deconfinement phase transition) to the PHSD
event generator [90,91]. This mechanism, as the authors explain, would be responsible for
the rising of the ratio, whereas the drop at higher energies ∼ 8 GeV would be because of the
appearance of a deconfined partonic medium. This explanation can be in accordance to the
results of this work, because we observed that the PHSD model (meaning those including
a deconfinement phase transition) are in good agreement with the K+/π+ ratio for values
≥ 9.2. This is not observed when the model is in HSD mode. Even so, we were not able to
reproduce the result reported in Ref. [91]. But this is more associated with the fact that the
employed PHSD version does not include a chiral symmetry restoration phase, or at least we
were not able to find a way to implement it.

5.6 Crossing point

In this section, another interesting effect is studied: the idea is to compare the transverse
momentum distributions for a meson (π+) and a baryon (p+) in order to observe changes in
their behaviour as a function of the collision energy. This spectrum contains information at
freeze-out and we should be able to extract the freeze-out parameters in the future.

Figures 5.23-5.25 show both proton and pion distributions at all energies and for the
three models. By comparing the protons and pions at the same energy, we can observe that
pions are more abundantly produced than protons at low pT , up to some value at which the
situation is reversed: this pT value is what we call the crossing point. Figures 5.23-5.25 show
in a vertical line the approximate position at which this transition occurs, from the lowest to
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Figure 5.22: Combined particle yields for the Λ and Σ0 strange baryons. A prediction within the
UrQMD for a centrality class 0-10% is shown in blue. Data (black) was taken from Refs. [88,89].

the highest energy (left side) and from the mid-lowest to the mid-highest energy (right side).
The same behaviour is observed for the three models, as the energy of the collision increases,
the crossing point also increases its value.

Figure 5.26 shows the evolution of the crossing point as a function of the energy of the
collision. It is observed that UrQMD predicts a slightly lower value than the (P)HSD data for
all energy values. Both HSD and PHSD present, within error, the same value for the crossing
point at all energies except for 11.5 GeV. For each of the models, a simple fit is done with
either a linear or a logarithmic function of the form,

f1(x) = a1 + a2 · x , f2(x) = b1 + b2 · log(x) (5.3)

with a1, a2, b1 and b2 the fit parameters.

Figure 5.23: Crossing point between protons and positive pions for UrQMD Au+Au collisions.
Approximate positions of the crossing point are shown by vertical lines for 4.5 GeV/c (left black),
7.7 GeV/c (right black), 9.2 GeV/c (right blue) and 11.5 GeV/c (left blue).
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Figure 5.24: Crossing point between protons and positive pions for HSD Au+Au collisions. Approxi-
mate positions of the crossing point are shown by vertical lines for 4.5 GeV/c (left black), 7.7 GeV/c
(right black), 9.2 GeV/c (right blue) and 11.5 GeV/c (left blue).

Figure 5.25: Crossing point between protons and positive pions for PHSD Au+Au collisions.
Approximate positions of the crossing point are shown by vertical lines for 4.5 GeV/c (left black),
7.7 GeV/c (right black), 9.2 GeV/c (right blue) and 11.5 GeV/c (left blue).

Given the size of the pT bins, each of the crossing point is taken with an error of 0.1 GeV/c.
We observe that each predicted value from the PHSD model is approximately 0.1 GeV/c
higher than that of the UrQMD model. Then, both predictions are fitted to the logarithmic
function from eq. (5.3), which actually leads to a good fit. For the case of the HSD model,
it is fitted to the linear function, because the crossing increases faster than the PHSD case.
The fit also looks reasonable well even if the function is very simple. The general result is
that both PHSD and UrQMD are transitioning from a mainly mesonic to a mainly baryonic
production according to the logarithm of the collision energy. On the other hand, when no
partonic phase is introduced, the transition occurs linearly with the collision energy. This is a
seemingly strange result, because PHSD does include a deconfinement phase transition, but
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Figure 5.26: Crossing point between protons and pions (positive) for UrQMD Au+Au collisions.

UrQMD does not, and yet both lead to similar conclusions.

Additionally, Figure 5.26 shows in a vertical line the approximate point at which the fit of
the HSD model surpasses that of the PHSD model. According to the fits, at low collision
energy the transition region in the PHSD model occurs at similar or higher pT values, but
once the energy reaches 8.4 GeV, the transition in the HSD model occurs at higher values.
This value could (or not) be accidentally close to the prediction of the statistical models
discussed previously, but they occur in different contexts. What this result is telling us is
that, depending if the model includes a deconfinement phase transition, a smoother transition
from mainly mesonic produced matter to mainly baryonic production should be observed at a
given collision energy.

5.7 Future development

There are several different paths to continue and make a more complete version of this work.
The immediate one is to do the same analysis done for the MC but for the reconstructed data.
That would provide a prediction of what we could expect from the MPD experimental data
once the MPD starts operations. The main current issue is that the software is still under
development, some important changes have been realized to the MPDroot at the moment
of writing. Actually, two updated versions have released since the version employed for this
work, and they seem to be focused on the improvement of the particle identification process.

Another interesting approximation is to find a set of better suited parameter values of the
event generators, such that they better fit the experimental data. In particular, the same
analysis done with the PHSD model with the activation or not of a partonic phase can be
realized with the UrQMD model. So, the introduction of the model on the UrQMD+hydro
mode with a phase transition could be very interesting for comparison. Also, it would be of
interest if we could incorporate chiral symmetry restoration to both models, but that does
not seem a trivial issue with the current versions.
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In addition, it would be of interest to incorporate an analysis within the statistical models.
This could lead to a better understanding of the transverse momentum distributions. The
idea has been well established throughout this work, to obtain the freeze-out parameters of
the collision, i.e. the temperature and the baryon chemical potential. The very basic approach
to follow is to make a fit of the transverse momentum distributions within one of these models
(for example, the blast-wave model). With this fit we could directly obtain the temperature
and compare to experimental data. We could do the same for the baryon chemical potential
and then construct the freeze-out line. The idea is that the statistical model fit of the pT
distributions give a more precise value of the crossing point. This would more or less cover
the three types of models of heavy-ion collisions under consideration.
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Conclusions

In this work, we presented an analysis of the transverse momenta distributions for meson and
baryons produced in heavy-ion collisions within the MPD-NICA software. The same analysis
with three event generators, HSD, PHSD and UrQMD were also studied.

The first part of the analysis was made for the Monte Carlo Au+Au collisions, at MPD-
NICA energies:

√
sNN = 4.5, 7.7, 9.2 and 11.5 GeV. Different particle ratios were studied in the

three models. Particle-to-antiparticle ratios show a good agreement with experimental data
except for the ratio K−/K+ in the UrQMD case. The K−/π− ratio follows the experimental
trend, but quantitative differences are observed, particularly at high collision energy in the
UrQMD model and at low collision energy in the (P)HSD model. Meanwhile, the K+/π+

ratio is not well reproduced for any model. It is very likely that the UrQMD model fails
because it does not predict enough strange baryons at mid-to-high collision energy, which are
strongly correlated to the K+ production. This situation could be corrected to some extent
by the introduction of a partonic phase, just as the PHSD model shows, but with the current
results it seems insufficient to explain the horn structure in the ratio.

The crossing point between pions and protons was studied as a function as the collision
energy. The UrQMD and PHSD models predict a similar logarithmic scaling (in the form
f(E) = a1+a2 · lnE) of the crossing point with the energy, whereas the HSD produces a linear
behaviour. The disagreement between PHSD and HSD shows that at energies larger than 8.4
GeV the predicted crossing increases slowly if a deconfinement transition is introduced. This
is actually in agreement with the findings of Ref. [91]. Evidence suggest that the rising of the
K+/π+ ratio might not be explained by the existence of the partonic phase alone, as early
suggestions anticipated, but could also be related to a chiral symmetry restoration phase
transition. In fact, the decreasing at higher energy values (>8.2 GeV) might be due to the
existence of the deconfinement or crossover transition. So the horn structure could show an
interplay between a chiral symmetry restoration and deconfinement transitions.

The ratio p/p̄ and yield of the Λ0 and Σ0 hyperons as a function of collision energy was
also computed and compared with experimental data. The findings of this work indicate a
considerable difference with respect to the experimental data. The disagreement suggest that
some improvements in the models are needed.

The second part of the analysis was the reconstruction of the Bi+Bi collision at 9.2 GeV
within the MPD software. The contamination and identification’s efficiency was studied as
a function of the total momentum. Overall, in the 0.1 GeV/c < p < 2 GeV/c range, the
protons’ efficiency stays higher that 95% (except for the first two bins for the UrQMD Au+Au
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set). For the case of pions, the efficiency is observed > 90% in all sets. The kaons are the
worst reconstructed hadrons, but their efficiency stays higher than 80% overall.

Reconstructed transverse momentum distributions were compared to the MC ones. Gen-
erally speaking, they reproduce the shape at medium-to-high pT , but they all fail greatly at
low pT . The issue is likely related to the detector’s performance: most of the low momentum
particles are not detected by the TPC or are misidentified (protons and kaons) with pions in
most of the cases. We expect that if the appropriate corrections by efficiency, acceptance, etc.
were applied, they would fit the MC data better. UrQMD, PHSD and HSD models produced
similar distributions in the Au+Au case, with the difference that (P)HSD distributions looks
rather like UrQMD distributions moved to lower pT . MC distributions for the Bi+Bi case are
both qualitatively and quantitatively similar, the major difference is observed quantitatively
for the K+ case. The reconstruction and corresponding efficiency also have similarities, except
for the pions, where the reconstructed distribution surpass that of the MC, whose main source
of contamination is likely due to secondary pions.

Looking ahead, NICA-MPD’s commissioning marks a promising future for exploring the
QCD phase diagram. This study represents an initial step in a broader project, a modest
contribution to the MPD’s joint effort.
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