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“Truth is ever to be found in simplicity,
and not in the multiplicity and confusion of things."

Isaac Newton
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Abstract

The tendency evinced in the design of contemporaneous wind turbines towards elements of greater
size and flexibility has favored the employment of numerical models for their analysis and optimiza-
tion. Notwithstanding the constant technological advancements that allow more detailed numerical
analysis at a lower computational cost, the adequate assessment of structural performance and relia-
bility levels for these machines demands large sample sizes, which can make the analysis prohibitive
even nowadays.

This dissertation seeks to contribute to the proposal and development of methodologies that al-
low the performance of numerical analysis of the structural response of wind turbines at a lower
computing cost without the implication of a significant loss of accuracy from the results. Emphasis
is made on two particular cases relevant to the structural response of wind turbine towers: extreme
wind loads due to tropical cyclones and fatigue damage due to normal turbine operation. The first
two chapters of the document present a brief context on the growth of relevance of wind energy
worldwide, along with aspects in which structural engineering is pertinent for that growth. Also, the
second chapter presents a series of basic concepts of relevance for understanding the studies devel-
oped in the dissertation. The following chapters present the cases of study where the evaluation of
the structural response of several wind turbines takes place: one of the turbines is oft-employed as a
reference for studies on the subject, and the other three were defined from statistics of actual turbines
installed in Mexico. For the structural response evaluation, the performed analyses account for aeroe-
lastic effects due to the interaction of the wind flow with the structure. A methodology developed
to include fluid-structure interaction effects in elemental finite-element models is applied. Also, the
enhancement in structural performance employing passive damping systems is explored, and it is
evaluated in terms of structural reliability and risk estimation. The last of the studies presented in
the document corresponds to a methodology for the simplified structural analysis and fatigue dam-
age estimation on operating wind turbines. The said methodology is based on concepts of stochastic
non-Gaussian stationary process simulation. The conclusions of all the above-listed studies, as well
as some appendices, are presented at the end of the document.

Key words: Wind energy, wind turbines, wind engineering, tropical cyclones, structural reliability, passive
damping systems, non-Gaussian stochastic processes, fatigue analysis.
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Resumen

La tendencia en el diseño de turbinas eólicas contemporáneas hacia elementos de mayor tamaño y
flexibilidad ha propiciado el empleo de modelos numéricos para su análisis y optimización. Los
constantes avances tecnológicos permiten análisis numéricos más detallados a un menor costo de
cómputo, no obstante, la determinación adecuada de los niveles de desempeño y confiabilidad es-
tructurales de estas máquinas demanda muestras de gran tamaño, lo cual puede llegar a hacer que
los análisis de estas estructuras resulten prohibitivos aún hoy en día.

La presente disertación busca contribuir en la propuesta y desarrollo de metodologías que permi-
tan llevar a cabo análisis numéricos de la respuesta estructural de turbinas eólicas a un bajo costo de
cómputo, sin que ello implique una mengua significativa en la precisión de los resultados. Se hace
énfasis en dos casos particulares de relevancia para la respuesta estructural de torres de turbinas eóli-
cas: cargas de vientos extremos debido a ciclones tropicales y daño por fatiga debido a la operación
normal de la turbina. Los primeros dos capítulos del documento presentan un breve contexto del
aumento en la relevancia de la energía eólica en el mundo, así como aspectos de ello donde se ve
implicada la ingeniería estructural. Además, en el segundo capítulo se presenta una serie de con-
ceptos básicos relevantes para el entendimiento de los estudios que se desarrollan en la tesis. Los
siguientes capítulos presentan los casos de estudio donde se evalúa la respuesta estructural de las
torres de varios aerogeneradores: una de ellas es empleada comúnmente como referencia para estu-
dios en la materia, y las otras tres fueron definidas con base en estadísticas de las turbinas eólicas
instaladas en la República Mexicana. Los análisis realizados para la evaluación de la respuesta es-
tructural contemplan los efectos aeroelásticos debidos a la interacción del flujo de viento sobre la
estructura. Para ello, se desarrolló e implementó una metodología que permite incluir la interacción
fluido-estructura en modelos básicos de elemento finito. También se explora la mejora del desem-
peño estructural mediante el empleo de sistemas de amortiguamiento pasivo, la cual es evaluada en
términos de confiabilidad estructural y estimación de riesgo. El último de los estudios presentados
corresponde a una metodología para simplificar la estimación de la respuesta estructural y el daño
por fatiga en turbinas eólicas operantes. Dicha metodología se basa en conceptos para la simulación
de procesos estocásticos estacionarios no-Gaussianos. Las conclusiones de los trabajos realizados,
así como varios apéndices con comentarios y deducciones relacionados al contenido de la tesis, se
presentan al final del documento.

Palabras clave: Energía eólica, turbinas eólicas, ingeniería de viento, ciclones tropicales, confiabilidad
estructural, sistemas de amortiguamiento pasivo, procesos estocásticos no-Gaussianos, análisis de fatiga.
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Chapter 1

Introduction

It can be said that the history of human civilization is the history of technological advances, and
thus — in a sense — of wind harvesting. The wind resource has been an important contributor to
the development of cultures. Civilizations like the Egyptians, Phoenicians, or Romans may not had
used windmills nearly 3,000 years ago,1 but the wind certainly played a role in their consolidation
as Mediterranean powers, being an essential resource to carry their naval excursions for trading or
warfare purposes. Subsequent utilization of wind technology in human activities has been present
until our time. Windmills, for example, were built all over Europe and Asia to aid in agriculture,
and windpumps also became common in the Americas to be used for extracting water from the
subsoil. Nowadays, modern wind turbines are machines technologically much more complex and
evolved than the windmills that inspired Miguel de Cervantes Saavedra for his famous passage in
Don Quixote, but the physical concept of their operation remains. Today, in the 21st century, the en-
vironmental obligations of our time lead us once more to avail of this renewable resource. Thus, we
must use the understanding we have gained over the years about the wind resource and related phe-
nomena for its harvesting, all within the boundaries of sustainability and reliability.

This section presents a summary of the expansion of wind energy as a mainstream energy source
in the last decades, and some of the challenges that demand the proper involvement of structural
engineering for its successful and continuous development. It is intended to serve as a brief and gen-
eral contextualization for the topics covered in the dissertation. Although the concepts from the work
performed in this thesis are of application to any site in the world, particular emphasis is made on
the hazard context of Mexico. The objectives of the thesis, and how it is organized in this document,
are also described.

1.1 The growth of wind energy

The estimated growth of the global population is expected to increase the energy demand by more
than 52% by the year 2050, compared to the average demand estimated in 2017.2 Also, the necessity
of reducing greenhouse gas emissions in the atmosphere, as a measure to mitigate global warming,
has become one of the major concerns in policy making for many countries in the last decades. These
premises have motivated large investments toward the development of renewable energy technol-
ogy for the sake of a more climate-resilient and efficient energy generation.3 Wind energy has become
an attractive resource to contribute to these objectives because the estimated available wind power
of the planet is more than enough to supply several times the total current global energy demand.4

Thus, the investment in technological development for wind energy production has led to turbines
of greater efficiency and lower costs of generation.

1
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Figure 1.1: Levelised costs of electricity generation

The levelised cost of energy (LCOE) is a measure of the average cost of energy generation for
infrastructure and technologies over its lifetime. According to the 5-year report of the International
Energy Agency (IEA) and the Nuclear Energy Agency (NEA), wind energy generation, as well as
other low-carbon energy sources, have become cost competitive, and the costs of generating energy
from these sources are expected to diminish in the future.5 Figure 1.1 depicts the estimated costs of
energy production for different technologies according to said reference5 (the wind-resource tech-
nologies are marked within green dashed lines). From Figure 1.1 it can be seen that, although the cost
of wind-energy generation has great variability — since wind energy potential is site-dependent —,
its median cost of production from inland infrastructure is below other mainstream sources, includ-
ing all fossil fuel technologies. Offshore wind energy cost is still above some of the other sources, but
its prices are expected to decrease in a short-term period.

The diminishing costs of wind energy production are also reflected in the increase of the overall
installed capacity worldwide. According to the World Wind Energy Association (WWEA), in nearly
two decades the total installed capacity by wind resources (onshore and offshore) has increased from
24 GW estimated in 2001, to 651 GW estimated in 2019.6 Although the increase in installed capacity
has not been uniform for every region, it has been present in the five continents. How the wind en-
ergy capacity is distributed globally (by 2021) is depicted in Figure 1.2,6 which considers both onshore
and offshore infrastructure for wind energy generation.

Wind energy has been an attractive option to produce electricity for industrialized countries with
low hydrocarbon production. That is insofar as it allows them energy independence from fossil flues
of volatile prices and, in some cases, from politically unstable regions.7 It is also seen as a resource for
economical development, along with other renewable energy sources. For example, Ortega-Izquierdo
and del Río have presented an analysis of the social-economic and environmental benefits of wind
energy in several European countries.8 They determined that wind energy deployment in Europe
represented a reduction of 828.3 million tons of carbon dioxide (MtCO2) between 2008 and 2016.
They translated this quantity to savings of 27,462 million euros.8 From the social-economic point of
view, according to their analyses, wind energy represented 2.54 million jobs within the aforemen-
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Figure 1.2: Global wind energy capacity distribution

tioned time interval. Of this number, 2.2 million corresponded to onshore infrastructure, and 0.34
million to offshore sources. For onshore wind, 56% of the jobs came from manufacturing stages, 17%
from installation, and 27% from operation and maintenance; whereas for offshore, these fractions
are, respectively, 72%, 22%, and 6%.8 Among other social-economic benefits of wind energy is the
land lease paid to landowners, since wind-farm operators pay these during the operation of the wind
power plant.

The diversification of energy generation by means of renewable energy sources leads to the decen-
tralization of the energy supply, which is another of the incentives for their deployment. That is, the
diverse regional energy potential leads to spatially dispersed infrastructure of smaller scale, which
also allows some regions of greater energy potential to become energy exporters.9 For example, this
has been taken as an opportunity for economically less-favored regions in Germany with high wind
potential, where some of these regions have the aim of producing 300% of their energy share from
wind sources to export energy to regions of lesser potential.9

These examples of developed countries illustrate why wind energy has gained attention in the
last decades. Nonetheless, in the case of some developing countries, wind energy is still in very early
stages of deployment. The climate finance gap in many of these countries is still significant, and
it accentuates the need for government policies that promote renewable energy investment.10,11 Ac-
cording to social-economic analyses, as stated already previously, renewables are seen to constitute
opportunities to diminish poverty and unemployment, as well as to sustainably develop low-income
economies.11 According to research that encompasses data from 1990 to 2014 from 27 countries in
Central and Eastern Europe, Central Asia, and the Caucasus, economic growth and unemployment
diminution have been some of the driving reasons promoting the deployment of renewable energy
in the aforementioned regions.12

The implementation of wind energy plants (or wind farms) in some developing countries is not
straightforward, prompting the need for foreign investment for its development. Studies have deter-
mined that, among the diverse factors that intervene in the decisions for foreign investment in wind
energy projects, renewable-energy support policies have the greater effect in encouraging investors
to support these projects in developing countries.13 Although the technological development of the
target region is not a driving factor for its wind energy growth,12 the technical nature of wind farm
projects requires a certain level of regional development to reflect a noticeable beneficial impact on a
local economy level. Vasconcellos and Couto analyzed the social-economic impacts of wind energy
projects in the North-Eastern region of Brazil, one of the least developed regions in that country, but
with the greatest wind potential.14 Their results show that direct effects, i.e., the flow of products,
services, and industries needed to implement wind-energy projects, represent 10 jobs/MW in the
studied region, while the total effect was estimated at 31.9 jobs/MW.
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The deployment of wind energy projects in developing countries is not only of economical mo-
tives but also of environmental nature. The importance of reducing the emissions from developing
countries appears crucial: CO2 emissions from them are expected to grow faster, since they encom-
pass some of the most dynamic economies.15 The survey of 71 developing countries, which are part of
the Paris agreement from 2015, indicates that these countries represent 60% of the total global green-
house gas emissions. Among these countries, China and India alone represented in 2012 25% and
10% of the emissions, respectively.15 According to this survey, Azerbaijan, Argentina, Belarus, Chile,
Mexico, and Moldova were the countries with the most ambitious targets for control of greenhouse
gas emissions; and these countries could achieve their collective emission goals by mitigating their
emissions from electricity generation alone. These countries represented collectively 1,428 MtCO2 in
2012, and they must limit their collective emissions to 1,579 MtCO2 by 2030 to achieve their less am-
bitious emission target. A total of $41 billion USD was invested in renewable energy projects within
these countries from 2007 to 2016, from which the investment in Chile and Mexico alone were $15
billion USD and $19 billion USD, respectively.15

1.1.1 Wind energy in Mexico

Mexico was one of the developing countries with a more ambitious greenhouse gas emission con-
trol target according to the Climatescope survey from 2017.15 Also, the renewable energy investment
nearly four-folded from 2016 to the third quarter of 2017.15 This impulse in renewable energy invest-
ment placed Mexico among the ten countries members of the IEA with greater wind-energy capacity
growth in 2017.16 Nonetheless, the country still has a large gap between its CO2 emission objectives
and the current power generation status.

Nowadays, the greatest share of energy in Mexico comes from fossil fuels, natural gas, and coal.
These sources account for 69% of the total capacity of the country, and ∼80% of the energy produc-
tion.17,18 Of the low-carbon energy generated in Mexico by 2019, renewables represented between
8% and 10%, according to diverse sources.17,18 As for wind-source renewables, the wind potential
of Mexico from inland sources was estimated beyond 70 GW in 2010,19 which has motivated the
exploitation of wind energy in the country during the last decade.

Figure 1.3: Wind Farms installed in Mexico (2019)
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Wind energy in Mexico has followed a more-or-less steady tendency of growth, having an aver-
age yearly increase of installed capacity of 0.6 GW from 2010 to 2020,20 going from 0.5 GW installed
in 2010 to a total installed capacity by onshore wind energy sources of ∼6 GW by the beginning of
the year 2020.17,20 This capacity is currently (by the end of 2021) generated by 68 wind farms across
the country,20 the ones installed until 2019 are displayed in Figure 1.3, classified with respect to the
capacity of each of the wind power plants.21

According to the information presented by Jaimes et al.,21 the average capacity of the installed
wind turbines in Mexico is ∼2.1 MW, whereas the average height of them is ∼80 m (e.g., Figure
1.4). Moreover, the following facts are notorious from Figure 1.3: (i) The major part of the installed
wind capacity comes from the southwestern state of Oaxaca (nearly 45% of the total capacity by
2020), which depicts a high concentration of wind farms in a sole small region. (ii) A considerable
number of wind farms are also located in the region near the Gulf of Mexico and the Caribbean sea
(state of Tamaulipas and the Yucatan peninsula), nearly a third part of the wind farms are located in
that region.20 These facts imply that there is still a great part of the Mexican territory that will de-
mand proper characterization and refinement of environmental hazards for the development of wind
projects. Also, that a considerable fraction of the wind farms currently installed in Mexico is located
in sites prone to hurricane hazards or strong earthquakes, scenarios that require further characteri-
zation of environmental actions on the wind turbine structures than those covered by conventional
wind energy standards.

Figure 1.4: La Bufa wind farm (Zacatecas, Mexico)

1.2 Challenges for structural engineering in modern wind energy

As the global tendencies in energy demand lead to more wind-energy infrastructure wind turbines
continue to grow in size and efficiency. This implies that wind turbine components are becoming
more flexible in order to achieve more power extraction from the wind flow. The growth of energy
demand is also leading wind turbines to sites where hazards from extreme environmental events are
of greater concern for their deployment. Moreover, as many wind farms from early years start to
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reach their projected service life, the necessity to avail of existing wind farm infrastructure surges as
a capital task in order to achieve resilient and low-cost energy generation. These scenarios lead to
challenges for science and engineering that have not been faced by wind energy before.

According to a comprehensive review presented by several remarkable researchers,2 the major chal-
lenges faced by modern wind energy include a wide area for multidisciplinary studies. These chal-
lenges are summarized as: (i) the need for a better understanding of the physics of the wind flow of
large-scale weather effects, i.e., modeling adequately the link between mesoscale and the microscale
wind flow; (ii) proper aero- and structural- dynamic analyses, and proper modeling of the interaction
of wind turbine dynamics with complex flow patterns; and (iii) the integration of wind farms to fu-
ture electric infrastructure.

The changes in turbulence conditions in the atmospheric boundary layer (ABL) due to wind tur-
bine operation add relevance to the first point mentioned. As turbulence represents the wind speed
variation at short time intervals and, due to the operation of wind turbines, the rate of oscillations in
the flow within a wind farm is increased in the wake of an operating wind turbine.22,23 These changes
in turbulence affect not only individual turbines but also entire wind power plants adjacent to other
upwind-located operating plants, as well as the micro-climate at the site.2 Structurally, the increment
in wind-speed oscillations affects the number of load cycles to which a wind turbine structure is
subjected, therefore increasing the fatigue damage that it must endure over its service life. Recent
research has studied the influence of uncertainty in the environmental actions affecting the structural
performance of wind turbines and how to characterize it properly.24 These studies include in their
considerations the effects of wake-induced turbulence, but there is still work of research to be done.

The power output of any horizontal axis wind turbine is proportional to the square of its rotor
diameter.25 That is, if the size of a wind turbine rotor is increased three times, its power output will
be nine times the original output. Thus, as wind turbines become larger for the sake of more efficient
systems, and improved power output per unit of land area, their components grow in size, flexibility,
and slenderness. These increments in size of structural components, like wind turbine blades and
towers, demand different methods of analysis,26,27 and fabrication.28,29 The task of structural engi-
neering is to determine the proper criteria for the analyses to define the actions on these structures.
Due to its economy and growing computational affordability, the greater part of the research con-
ducted on wind turbine structural analysis is performed from numerical models (e.g., as reported for
seismic evaluation of wind turbine structural response studies30) whereas experimental and on-site
studies, although not uncommon, constitute information reported less frequently.

The structural design conditions established in the majority of current wind turbine standards are
based on the hazard context of Europe and North America.31 Nonetheless, as reported in Section 1.1,
the greater part of the globally deployed wind-energy infrastructure is located in Asia. From that
region, China alone represents 90% of the installed capacity.6 The ambitious wind-energy goals from
that country have added momentum to the deployment of offshore wind power plants.32 In other
regions of the world, similar scenarios are also being seen, and the wind energy deployment aims
to offshore infrastructure.33 This wind-energy expansion to new zones with high wind potential has
moved the hazard-research attention to studies on the influence of extreme environmental events
(like tropical cyclones) on wind energy infrastructure. According to an elaborate review of wind tur-
bine failure cases presented by Ma et al.,34 approximately 40% of the reviewed wind turbine structure
collapses occurred during a tropical cyclone. Thus, the study of the structural response of wind tur-
bines under tropical cyclones is highlighted, either from onshore21,35 or offshore infrastructure.32,33

For that purpose, an important consideration is the description of the wind field during a tropical
cyclone. The definition of models that describe the wind field in tropical cyclones is currently be-
ing performed either from numerical studies36,37 or determined from field-measurement databases.38

Both approaches are justified by the differences observed between the flow field from the tropical
cyclones and the conventional neutral ABL assumptions.
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As summarized by Ortegon et al.,39 any technology has four phases of market development:
growth, maturity, declination, and obsolescence. Contemporaneous wind energy is still in the growth
phase. Nevertheless, the average operational lifetime of a wind turbine is ∼20 years.40 This implies
that many of the wind energy projects erected around the beginning of the century are about to reach
the end of their service life, and many others are beyond it. Once wind-power plant infrastructure has
reached that point, common trajectories for the wind farms are: repowering, or decommissioning.39

The former implies reconditioning or replacing the wind turbines within a wind farm to continue
its operation with up-to-date units, whereas the latter implies the complete removal of infrastructure
and re-vegetation of the site.39

Repowering of outdated wind farms becomes a lucrative and feasible alternative because the value of
restored facilities is often greater than the value of any recovered material. The lifetime extension of
a wind farm can vary from 5 to 15 years beyond its original lifetime, depending on diverse involved
factors and the history of each wind turbine.40 Fatigue damage on structural and mechanical ele-
ments of the wind turbines is thus of major concern for lifetime extension. In this sense, the structural
health monitoring systems become indispensable to avail of the existing wind turbine structures,40,41

posing new challenges for structural engineering. Real structural response measurements are a key
element for a reliable estimation of the structural performance and capacity availability of wind tur-
bine structures.42 This information can be combined with numerical analyses to estimate reliably, not
only the physical stage of the elements involved in the wind turbine repowering, but also the ex-
pected damage at the end of the extended service life. Nevertheless, dealing with uncertainties in
fatigue estimation analysis of wind turbines is a task far from facile.

The non-linearity induced by the operation of the wind turbine, and inconstant environmental condi-
tions, introduce a great number of variables and sources of uncertainty in the analyses. To overcome
these problems, the tendencies in reliability analysis aim to avail of computational power to estimate
the fatigue damage on wind turbines. This is done by means of surrogate models built from artificial
neural networks43 or Gaussian interpolation,44–46 which are trained from massive sets of numerical
analyses performed on aero-servo-hydro-elastic software for wind turbine applications. Although
these techniques are gaining popularity for newborn projects, no evidence of their application to the
extension of wind-farm service life has been found in the literature survey conducted by the author
at the time this dissertation was written. Further, despite the practicality allowed by modern compu-
tational tools, there is still room for studies focused on the development of techniques to improve the
computational economy of these analyses, and the definition of their uncertainties.

1.2.1 Numerical models for wind turbine structures

Numerical analysis of wind turbine components has been a key part in the development of wind
energy. The greater portion of the studies concerning wind turbine engineering has been performed
from numerical models, either related to flow field47,48 or structural analyses.30,49,50 As mentioned
before, large-scale tests of wind-turbine structural components constitute research less frequently re-
ported, although not uncommon. Perhaps wind turbine blades are the most common full-size tested
structural elements,51 however, in many cases, they are also studied from numerical analyses. This
is due to the fact that, as in many areas of engineering, experimental tests are more expensive than
numerical studies. Also, the oft-growing size of wind turbine components demands experimental
facilities that are non-ubiquitous.51 The difficulties and expenses that imply experimental tests have
motivated numerical simulation, not only in wind energy but also in many other areas of research,
including structural engineering.

Advances in numerical studies have been possible due to the growth of computational capacities.
Nevertheless, intricate numerical models might still not be commonly adopted by practitioners in
many cases, due to the time and computational power demanded by the technicalities of the anal-
yses. A great part of the full wind-turbine model studies is performed on aero-servo-hydro-elastic
software designed for the specific purpose of horizontal axis wind turbine analysis, like HAWC2,52
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or FAST.53 These codes have enabled important advances for wind energy and wind turbine studies,
and have become a referent to validate many studies on the subject. The purpose-specific modules
that complement these codes cover with practical flexibility a wide variety of cases common for wind
turbine design and analysis. Nonetheless, for studies out of the quotidian cases, a fair degree of
programming skills is needed to mold the capabilities of these analysis tools into the needs of the
problem.

1.3 Wind turbine standards

The main referents for wind turbine component design and load specification are the standards pub-
lished by the International Electrotechnical Commission (IEC). In its standard IEC 61400-1,54 the basic
design requirements to ensure the integrity of wind turbines of different sizes are established, includ-
ing security factors for structural and mechanical design, environmental actions, as well as other
requirements. Other standards commonly referred are the ones published by the formerly technical
supervisory organizations Germanischer Loyd, and Det Norske Veritas (nowadays both merged into
DNV). The documents once published by the aforementioned organizations55,56 cover the same clas-
sification criteria presented in the IEC 61400, where the wind turbines are classified into 4 types in
accordance to the wind intensity they must endure, and three categories that depend on the level of
turbulence assumed for its design. This classification is summarized in Table 1.1.

Table 1.1: Turbine classification according to IEC 61400-1

Turbine class I II III S
Vre f (m/s) 50 42.5 37.5 Values

Category A Ire f 0.16 speci�ed
Category B Ire f 0.14 by
Category C Ire f 0.12 designer

In Table 1.1, Vre f stands for the reference wind velocity, which represents the 10-minute averaged
wind speed at hub height, whereas Ire f represents the reference turbulence intensity (i.e., the ratio be-
tween the wind speed variation and the mean wind speed). The reference velocity is assumed to be
concordant to a return period of 50 years for the extreme wind model as defined by the IEC 61400-1.
The normal wind model is defined as 80% of the aforementioned value. According to the IEC 61400-
1, these turbine classifications are meant to cover neither offshore wind turbines nor tropical cyclone
wind speeds. For the latter, the turbine must be classified as ‘S’, and the wind intensity values must
be specified by the designer in the project information.54

Within the context of Mexican structural specifications for wind turbines, the handbook of civil
works published by the Federal Electricity Commission (CFE, for its acronym in Spanish) in its latest
edition for wind actions already defines some criteria for the characterization of aerodynamic effects
on wind turbine structures. These criteria are meant for extreme wind events alone, and the handbook
defines expressions for the dynamic analysis of wind turbine support structures, the specifications of
which are similar to those established for the analysis of chimneys and lattice towers.57 The wind
intensity defined for the analysis and design of wind turbines assumes a return period of 200 years,
for these structures are classified as structures of high importance according to the aforementioned
reference.

1.4 Objectives and scope of the dissertation

In view of the foregoing contextualization, this work is focused on contributing to the development
of computationally-economical numerical models for the analysis of wind turbine support structures.
This implies developing a simplification of analytic methods when pertinent, avoiding excessive loss
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of accuracy. These methods rely on well-defined analytic bases and justified models that represent
adequately the flow characteristics of the phenomena under analysis, as well as the dynamic response
of the structure.

For this purpose, the work is centered on two operating conditions of wind turbines that can be
related to the design situations defined in the IEC 61400-1 as: power production with the normal tur-
bulence model, and parked without yaw misalignment with the extreme wind model. The studied
structures are land-based wind turbines. The cases covered in the analyses are centered on fatigue
evaluation of the wind turbine support structure, the study of its structural response under extreme
wind events, and the evaluation and enhancement of its structural performance and reliability. The
tools employed for the numerical analyses are mainly the commercial finite element software ANSYS,
and the wind-turbine-specific code FAST, developed by the National Renewable Energy Laboratory
(NREL). Other computations were performed on the matrix-based language MATLAB. The struc-
tural analyses performed assume linear-elastic properties, although for the definition of performance
thresholds of the evaluated structures some models that accounted for material non-linearities were
developed.

To synthesize, the objectives of the work are summarized as follows:

(i) Develop wind field simulations representing the tropical-cyclone boundary layer conditions.

(ii) Study the aeroelastic response of a benchmark wind turbine under tropical cyclone action by
means of finite element modeling.

(iii) Define the finite element models, for structural performance evaluation, of three generic land-
based wind turbines representative of the ones installed in Mexico.

(iv) Estimate the probability of structural failure of the generic turbines under extreme wind events.

(v) Define passive damping devices for the generic turbines and evaluate their structural response
under extreme events.

(vi) Estimate the enhanced probability of structural failure under extreme wind events achieved
with the use of passive damping devices.

(vii) Develop a simplified model to evaluate the aeroelastic response of wind turbines in operation.

(viii) Develop a simplified method for fatigue analysis of wind turbine structural components.

1.5 Outline of the dissertation

The studies presented in this document are centered on the numerical evaluation of the structural
response of land-based wind turbines. The dissertation is focused on fatigue and extreme response
evaluation, thus, some of the subjects covered in each chapter may differ from their antecedent or
following ones. Therefore, each part is intended to be quasi-independent, and a list of references is
included at the end of each of them.

As already presented, Chapter 1 provides a general context of the motives behind the expansion
of wind energy in the last decades. The role of structural and wind engineering in this fact has also
been summarized in this chapter.

Chapter 2 presents a definition of basic concepts concerning wind engineering and wind turbine
aerodynamics. It attempts to provide fundamental knowledge on these subjects for the unversed
reader. Although it is assumed some degree of knowledge of certain areas of study, the reader is
referred to other sources whenever a detailed concept definition is of no addition to the present dis-
sertation.
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Chapter 3 presents a study on the evaluation of the aeroelastic response of a benchmark wind tur-
bine under cyclonic winds. The turbulence characteristics of the wind field used for the analyses, as
well as the mean velocity profile, are intended to represent the expected conditions of real tropical
cyclones.

In Chapter 4 three generic wind turbines are defined, based on statistical models defined from real
wind turbines. The dimensions and characteristics of the generic wind turbines seek to represent
those installed and to-be installed in Mexico. A fragility analysis is performed on the support struc-
ture of each of the generic turbines, assuming extreme wind action on them.

Chapter 5 explores the enhancement in the probability of structural failure reached with the use
of passive damping devices on wind turbines. The passive damping systems are defined as tuned
mass dampers (TMDs), for which the optimal parameters that define the dampers are first estimated
from harmonic analyses. Models that describe the median expected peak response of the structure
are defined from the damping and structural parameters.

In Chapter 6 a simplified model for the evaluation of the aeroelastic response of wind turbine support
structures is presented. Also, a simple method for fatigue damage estimation is established, based
on stochastic simulation of stress signals. The simplifications assume that the support structure is
governed by the first bending modes in the fore-aft and side-to-side directions. A discussion on the
distribution of response amplitudes is presented, as well as some commentaries on the influence of
aerodynamic damping.

Chapter 7 outlines some of the contributions from the described studies. It also highlights the im-
plications of many of the assumptions that had to be made in the analyses, as well as presents some
suggestions for improvements that can be implemented in future studies.

Appendix A discusses some observations that can be taken into account in practice for improved
analyses of wind turbines, as well as comments for its consideration in future versions of Mexican
standards. Appendix B displays some analytic aerodynamic derivations and their implementation in
a finite element code in the ANSYS Parametric Design Language (APDL). Appendix C presents a list
of the publications derived from this dissertation and related studies.

1.6 Co-authorship statement

This dissertation includes information from manuscripts that have been published or are to be sent
for possible publication in refereed journals. Results presented in Chapter 3 are to be sent for peer
revision in co-authorship of J. O. Martín del Campo with Dr. Adrián Pozos Estrada. Chapter 4 in-
cludes results and data from an article published in co-authorship between doctors M. A. Jaimes, D.
A. García Soto, and A. Pozos Estrada with J. O. Martín del Campo. Chapter 5 includes results from
an article published in co-authorship between J. O. Martín del Campo with doctors Adrián Pozos
Estrada and Óscar Pozos Estrada. Information from Chapter 6 has been published in a peer-reviewed
journal in co-authorship of J. O. Martín del Campo with Dr. Adrián Pozos Estrada.
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Chapter 2

Fundamentals

The masses of air moving in the atmosphere have been one of the phenomena that have captured
the curiosity of mankind for centuries. The wind has been represented in ancient cultures as nature
deities, some times benevolent and gentle, and others of rather a dreadful temper. For example, the
Anemoi, the wind deities in ancient Greek mythology, were named based on the cardinal direction
where they came from, and were associated with different weathers and seasons. Other cultures, like
the Mayans, named the god of wind and storms Hun-rakan, who was represented as a one-legged
serpent-like being (perhaps trying to explain and represent meteorological phenomena like water-
spouts). Fujin, the wind god in Shintoism, is represented by a demon-like deity, and typhoons are
regarded as his making. The embodiment of wind as a deity can be owed to the fact that, despite its
destructive potential, mankind also often has been served by it for its benefit.

This section describes some of the fundamental concepts and mathematical expressions that are
commonly used in the characterization of wind actions on structures and, particularly, in wind tur-
bines. It is not intended as an exhaustive revision on the subject, and the reader is rather directed to
other references whenever a wider description of the subject might be pertinent.

2.1 Basic concepts of wind engineering

Wind can be described as the masses of air moving with respect to the surface of the Earth.1 The
movement is originated due to the solar radiation heating with non-uniform intensity the surface
of the planet, as it hits with its maximum intensity over the Equator and the Tropics. This causes
the air in these warm zones to be lighter, which creates buoyancy forces and differences in pressure
that produce movement of the surrounding air in the atmosphere. The colder air that flows from
the northern and southern poles towards the Tropics is moved to the west due to the Coriolis force,
which is a product of the rotation of the Earth. Near the poles, the Coriolis force is stronger, and
the atmospheric circulation is modified. This movement creates complex circulation systems of large
scale (comparable to the radius of the Earth),2 known as the Hadley, Ferrel, and Polar cells (Figure 2.1).
These systems comprehend the whole thickness of the lower part of the atmosphere, known as the
troposphere.

The troposphere is the part of the atmosphere where it makes contact with the surface of the Earth
and contains about 80% of the total mass of the atmosphere.2 It is distinguished by a monotonic
reduction of pressure and temperature with altitude, and it extends to altitudes between 8 and 15
km above sea level. Also, half of its mass is estimated to be concentrated up to an altitude of ∼5,500
m.2 The interaction between the wind flow and the surface of the Earth occurs at the lower part
of the troposphere, which is called the planetary boundary layer (PBL). The height of the PBL can be
understood as the elevation where the aforementioned Coriolis force is in equilibrium with the spatial
pressure differences, or pressure gradient. Due to this equilibrium, at this height it is commonly
said that the wind flow has reached geostrophic balance.1 The equilibrium between the Coriolis force,

15
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Figure 2.1: Schematic of the global atmospheric circulation

pressure gradient, and centrifugal forces (product of isobar curvature) per unit mass can be expressed
from the following equation:

v2
g

r
± | fc|vg ∓

1
ρ

∣∣∣∣∂p
∂r

∣∣∣∣ = 0 (2.1)

where ∂p/∂r represents the pressure gradient. The wind speed, represented as vg, is known as gradi-
ent wind. The symbol fc represents the Coriolis parameter, defined as 2ω sin φ, where ω is the angular
speed of rotation of the Earth, and φ is the latitude angle. The involvement of the latitude angle
implies that fc is negative for sites in the Southern hemisphere. In Equation 2.1, ρ represents the
air density, whereas r denotes the radius of curvature of the isobar under analysis. Note that the first
term in the equation can be neglected for large isobar-curvature radii, which case gives the expression
for the geostrophic wind approximation.3 Lastly, the ‘plus’ and ‘minus’ signs for the second and third
terms on the left of the equality, respectively, correspond to trajectories around low-pressure centers
(i.e., cyclonic movement). Opposite signs are correspondent to movement around high-pressure cen-
ters.

Bellow the height of geostrophic balance, the effects of friction between the surface of the Earth
and the wind flow start to gain importance. They become notorious under an altitude known as gra-
dient height,3 and denoted zg. From this elevation downwards the wind speed is mainly governed
by the effects of friction forces, and the mean wind speed starts to decrease the closer it is measured
from the ground. This portion of the atmosphere is defined in wind engineering as the atmospheric
boundary layer (ABL). The depth of the ABL may vary from hundreds of meters to a few kilometers,3

depending on various parameters — like wind speed, the roughness of terrain, and latitude, among
others. Nevertheless, wind engineering standards commonly define it solely from terrain-surface pa-
rameters. Figure 2.2 presents a schematic that summarizes how these layers are distributed, based on
the one used by relevant wind tunnel testing references.4 In the figure, the geostrophic level is repre-
sented as zgeo, and the abbreviation ASL stands for ‘atmospheric surface layer’. Further description
of these parameters can be found in the literature.1–5
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2.1.1 Wind characteristics in the ABL

The main assumption in many wind engineering standards is that the flow is horizontally homoge-
neous and takes place over flat terrain.6 That is, the physical quantities of the flow depend only on
elevation and time. Also, the stationarity of the flow and the neutral stability of the ABL are other
practical simplifications for many wind engineering problems. These imply that the statistical proper-
ties that describe the flow have no time dependency and that the moving masses of air experience no
buoyancy forces, since they are assumed to hold the same density as their surrounding environment.
Virtually all the wind engineering standards for civil applications adopt these criteria for general
cases.

Wind velocity is thus separated into three orthogonal components, each one parallel to the main axes
of a three-dimensional Cartesian coordinate system. Conveniently, the main contribution of the wind
velocity vector (namely in the ‘longitudinal direction’), U, is assumed to be parallel to the x-axis. The
components in the transverse and vertical directions, namely V, and W, respectively, are assumed to
be parallel to the y- and z-axes. A common representation of the three velocity components follows
an Eulerian criterion, i.e., it attempts to describe the evolution of quantities that characterize the flow
as a function of time.7,8 As in many flows of interest, these three components will be affected by tur-
bulence. The random nature of turbulence has prompted a statistical perspective on it for physics
and engineering problems. In wind engineering, as in various areas of fluid dynamics,7,9 each ve-
locity component is separated into a time-averaged part (quasi-static part), and a time-varying part
of stochastic nature (turbulent part), when the assumption of a stationary phenomenon is applicable.
Thus, the longitudinal component of wind velocity is often expressed as U = U + u(t), where U is
the mean or time-averaged component, and u(t) is the stochastic part of the wind velocity vector in
the x-direction. It is commonly the case that the time-averaged terms of the transverse and verti-
cal components are assumed to be negligible, given the horizontal homogeneity premise,6 thus these
components are simply expressed from their time-varying components as v(t), and w(t), respectively.

The mean wind speed variation with height is often described from the log-law profile, which states
that the mean wind speed in the longitudinal direction, over flat terrain, increases with height as a
function of the friction velocity u∗ and the roughness length z0, as expresses Equation 2.2. The friction
velocity is a function of the shear stress at the surface, whereas the roughness length is defined as
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the height where the mean speed is zero.4 In Equation 2.2, κ represents the von Kármán constant
(≈ 0.4), and zh is the ‘zero-plane displacement’, which is the vertical coordinate where the wind
speed reaches zero due to large obstacles. Another common expression to describe the mean wind
speed variation with height is the power-law profile (Equation 2.3), which states that the mean wind
speed can be scaled from a value of wind speed at a reference height, U(zre f ), for any z coordinate
given an exponent α. The values taken by this exponent are conventionally defined as a function of
the roughness classification of the surface.

U(z) =
u∗
κ

ln
(

z− zh
z0

)
(2.2)

U(z) = U(zre f )

(
z

zre f

)α

(2.3)

In both cases, the variation of wind speed with height is governed by the roughness of the terrain.
Both expressions give wind speed profiles within the ABL similar to the one presented in Figure 2.2,
and are accepted by many wind engineering standards. References in the literature can be found
where the involved parameters are defined in greater detail.1,3,4,6 In the case of the power-law profile
(Equation 2.3), it is the expression suggested by the wind turbine standard IEC 61400-1.10 The value
of zre f is defined as the hub height of the turbine, whereas α is defined as 0.2 for the normal turbulence
model and 0.11 for the extreme wind model, according to the aforementioned standard.

The magnitude of U at a given height is not ‘unvarying’ per se in the sense that different time win-
dows where the averaging is performed will give different values of speed. Many standards define
the maximum mean wind speed as a 3-s gust average, sustained winds during cyclones are conven-
tionally measured from 1-min intervals, and 10-min average wind speeds are commonly used for
analyses related to the dynamic response of structures. These differences in the computed values are
caused by the turbulent fluctuations in the flow,3 represented by the time-varying part of the wind
speed.

Turbulence can be understood as a superposition of eddies of various sizes in the flow, where
the ones of larger size are the ones containing the greater portion of the turbulent kinetic energy.6

The eddies of smaller size are the ones dissipating through viscous motion the energy transferred
to them from the larger eddies.9 The previous statements follow what is known as Kolmogorov’s first
hypothesis. Further, a second hypothesis states that, for large Reynolds numbers, there is a range of
sizes of eddies for which the energy transfer is independent of viscosity,3,9 known as the inertial sub-
range. An ingenious manner to visualize the energetic contribution and evolution of the scales of
the eddies is from spectral representation (presented in the frequency domain in this dissertation).
The spectral representation of turbulence is taken as the power spectral density function (PSDF) of
the stochastic component of the flow velocity. The inertial sub-range part of the energy transfer is
characterized by a negative slope at mid-high frequencies represented by a -5/3 exponent. It is often
taken as a referent to validate any turbulence model or measurement. Several expressions proposing
PSDFs that describe the distribution of turbulent kinetic energy along frequency can be found in the
literature.3,4 Two widely accepted models that describe this phenomenon in wind engineering are
the ones proposed by von Kármán,11 and Kaimal.12 Equations 2.4 and 2.5 present their respective
expressions for the longitudinal turbulent component of velocity u(t):

nSu(z, n)
σ2

u
=

4nLu,vK/U[
1 + 70.8

(
nLu,vK/U

)2
]5/6 (2.4)

nSu(z, n)
σ2

u
=

4nLu,K/U[
1 + 6nLu,K/U

]5/3 (2.5)
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In Equations 2.4 and 2.5, n represents the temporal frequency in Hz, and Su(z, n) the single-sided
PSDF of the turbulent component u(t). Two parameters that have had no mention so far in the text
appear in these equations: (i) σu, which is the standard deviation of u(t), and (ii) Lu,i, which is known
as the ‘integral length scale of turbulence’ (the sub-index i represents the sub-indexes vK or K, which
refer to either the von Kármán or the Kaimal spectra, respectively). The integral length scale of tur-
bulence (abbreviated as length scale in the rest of the dissertation) can be understood as the average
size of the larger eddies, further discussion on this parameter can be found in the literature.3 A visu-
alization of Equations 2.4 and 2.5 fitted to ABL wind-tunnel simulation measurements, along with a
schematic of the hypotheses of Kolmogorov, is displayed in Figure 2.3.

Figure 2.3: PSDFs of u(t) estimated from wind tunnel measurements

It can be seen from Figure 2.3 that Equations 2.4 and 2.5 show the same asymptotic limit, implying
that there exists a linear relation between their respective length scales.13 As mentioned before, both
expressions are widely adopted in wind engineering, and some adaptations based on their functional
form have been proposed in the literature to overcome some observed deficiencies from measure-
ments.14,15 In the case of the von Kármán spectra, they are widely used for consistency with analytic
expressions for correlations, and for experimental studies.13 Whereas the Kaimal spectra are given in
the wind turbine standards provided by the IEC for turbulent load estimation,10 defining the length
scales in the x-, y-, and z-directions, respectively, as 8.1Λ1, 2.7Λ1, and 0.66Λ1. The length scale pa-
rameter Λ1 is defined as 0.7z for hub heights lower than 60 m, and 42 m for greater hub heights. The
standard deviations for the u, v, and w components are defined, respectively, as σu, 0.8σu, and 0.5σu
in the IEC standard.

The wind characteristics described so far follow the assumption of geostrophic balance, as men-
tioned earlier in this section. It implies that the Coriolis forces are in balance with the pressure forces,
and neglect any centrifugal force due to the curvature of isobars. Under this assumption, as sum-
marized in Figure 2.2, the wind profile tends to a maximum nearly-constant profile once it reaches
the gradient, and subsequent geostrophic, levels. This assumption is valid for the effects of winds
produced by large-scale atmospheric phenomena. However, in other common phenomena of smaller
scale, as in the flow around strong low-pressure centers, some important considerations need to be
addressed, especially for structures of great heights.
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2.1.2 The tropical cyclone boundary layer

The phenomena known as tropical cyclones are complex low-pressure rotating systems that take place
in the atmosphere. They are formed over the oceans of warm waters where the temperature surpasses
26 ◦C, usually in latitudes between 5◦ and 20◦, i.e, over the Tropics. At the genesis stage of a cyclone,
it begins as a tropical disturbance when thunderstorms last for 24 hours, or more, over the ocean. Once
a circulation system is formed, the disturbance scales to a tropical depression. If the sustained wind
during the tropical depression increases in intensity, it scales to a tropical storm, and it is said that the
cyclone has reached its mature stage.16 At their mature stage, tropical cyclones consist of strong rota-
tional circulation and well-organized clouds around the low-pressure center.17 In this stage, they can
reach radial dimensions that usually cover from a few to several hundreds of kilometers (but can be
larger than a thousand18), and develop wind speeds that can be devastating to anything on its path.
The damage potential of a tropical cyclone does not come from wind intensity alone, because they
are accompanied by heavy precipitation which translates into floods and landslides, once they make
landfall.

A tropical cyclone is one of the most interesting phenomena that occur in the atmosphere. Perhaps
the following description of its structure makes no justice to such a fascinating phenomenon, but it is
made for the sake of a better contextualization, following the schematic displayed in Figure 2.4:

(i) The wind flowing at low heights starts to do it spirally in a cyclonic movement towards the
center of low pressure, increasing its velocity. At the outer radii of the cyclone, the incoming
air converges and convection of cumulus starts. As the air is taken closer and closer to the
center of the storm by the strong pressure defect, its radial velocity rapidly increases. Radial
and tangential velocities are not the only quantities to increase at smaller radii, but also the
low-level moisture and precipitation.17

(ii) At a distance that can vary from tens up to a hundred kilometers, the incoming air suddenly
turns upwards in an intense convection ring around the center of the storm. This is known
as the eye-wall, the highest wind speeds, as well as the heaviest rainfall, occur at this radius.
Within the eye-wall radius, wind speed and rainfall rapidly decrease. At the center, known as
the eye of the storm, calm and often descending winds are flowing. This is one of the principal
characteristics of tropical cyclones. The eye of the cyclone constitutes a convergence zone where
the radial and tangential components of wind velocity collapse. Locally, the centrifugal force
also collapses, and the pressure rises. This implies a relative calm in the eye, with respect to the
intense wind at the eye wall.2,17

(iii) The air flowing spirally upwards in the eye-wall is restricted by the stable air at the stratosphere,
turning the flow outwards and away from the storm center.

Figure 2.4 also depicts typical plots of the variation of vg along the storm radius, it also displays
the pressure variation at surface level. The gradient wind can be described along the radius of the
storm by means of Equation 2.1, which, as mentioned before, implies clock-wise rotation for cyclones
in the Southern hemisphere. Further details on the subject can be found in excellent references in the
literature.2,16,17
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Figure 2.4: Structure of a tropical cyclone

Tropical cyclones are called hurricanes in the Atlantic Ocean and Eastern Pacific, and typhoons in
the Western Pacific. Aside from their names, the atmospheric mechanisms behind their origins are the
same. A categorization of these phenomena is conventionally made from the Saffir-Simpson scale. It
classifies the cyclone by strength, according to diverse observed intensities that characterize the phe-
nomenon. Table 2.1 displays the classification of tropical cyclones according to the aforementioned
scale, where pcs denotes the pressure at the center of the storm measured at surface level.

Table 2.1: Saffir-Simpson hurricane scale

Category Central pressure Maximum Sustained Maximum Gust Speed Maximum Gust Speed
pcs,min Wind Speed (Over Water)a (Over Water)a (Over Land, z0 = 0.03 m)a

[hPa] [m/s] [m/s] [m/s]
TDc,d 1007 < 17.0 < 21.0 < 18.6
TSc,d < 1000 17.0 – 33.0 21.0 – 40.6 18.6 – 36.8
Ib ≥ 980 33.1 – 42.0 40.6 – 51.9 36.8 – 48.1
IIb 979 – 965 42.0 – 49.6 51.9 – 61.7 48.1 – 58.1
IIIb 964 – 945 49.6 – 58.1 61.7 – 72.7 58.1 – 69.7
IVb 944 – 920 58.1 – 69.3 72.7 – 87.3 69.7 – 85.5
Vb < 920 > 69.3 > 87.3 > 85.5

aThe sustained wind speed considers an averaging time of 1 minute, whereas the gust speed considers an averaging time of 3 s.
bValues for Hurricanes as presented in HAZUS.19
cValues for Tropical Depression (TD) and Tropical Storm (TS) as presented by Kantha.20
dThe Gust factors for TD and TS assume values of 1.23 and 1.09 for over-water and over-land gusts, respectively.21

The documentation of cyclonic events has evinced the presence of what is known as supergradi-
ent winds near the eye-wall of hurricanes.22–24 This phenomenon is one of the characteristics of the
tropical cyclone boundary layer (TCBL), which becomes of major interest for the analysis and design
of high-rise structures. The TCBL differs from the neutral synoptic and extra-tropical ABL in various
aspects, particularly in the aforementioned supergradient winds, which imply that the tangential
velocity during the tropical cyclone can surpass the gradient wind speed below zg (cf. Figure 2.2).
Analytic studies have been performed on the physics behind this complex feature.25–27 Moreover, em-
pirical models have been developed and adopted for the estimation of the mean-wind profile within
the TCBL. For example, Vickery et al.24 proposed a model that estimates the mean velocity profile
in the TCBL based on an analysis of dropsonde data that encompassed six years of tropical cyclone
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data, mostly from the Atlantic Ocean and the Gulf of Mexico. The developed model is an adaptation
of Equation 2.2, where the mean-wind velocity depends on the height of the maximum wind speed
during the storm, and is defined as:

U(z) =
u∗
κ

[
ln
(

z
z0

)
− a∗

( z
H∗
)n∗
]

(2.6)

where a∗ and n∗ are constant parameters of the model, taken as 0.4 and 2.0, respectively, for all values
of r and H∗. The latter is the estimate of the boundary layer height, defined for over-sea radii near
and outside the radius of maximum winds, rvm , respectively as:

H∗ = 343.7 +
0.26

I
(2.7a)

H∗ = 186.6 +
12.66√

I
(2.7b)

where the variable I is the inertial stability of the atmosphere during the cyclone, which can be un-
derstood as a measure of the balance between the centrifugal and pressure-gradient forces. A more
insightful discussion on I can be found in the literature.5,28 The inertial stability can be expressed in
terms of vg, r, and fc as:

I =

√(
fc +

2vg

r

)(
fc +

vg

r
+

∂vg

∂r

)
(2.8)

Another semi-empirical approach to define an expression that describes the mean-velocity profile
during hurricanes has been proposed by Snaiki and Wu.29 Analogously to the expression proposed
by Vickery et al.,24 the proposed models are adaptations of the conventional mean-velocity log- and
power-law equations. These models were adjusted to fit measured data from the Wheather Surveil-
lance Doppler Radar for land-falling hurricanes over the Atlantic and the Gulf of Mexico, and GPS
dropsondes for hurricanes over these regions and the Caribbean. The data encompass a time window
from 1995 and 1996 until 2012, respectively. Equation 2.9 presents the log-law expression suggested
by Snaiki and Wu29:

U(z) =
u∗
κ

[
ln
(

z
z0

)
+ η0 sin

( z
δ

)
exp

(
− z

δ

)]
(2.9)

where η0 is a parameter defined as 9.026, and δ is the height of maximum wind, defined from a re-
gression model proposed by the aforementioned authors.29

The intricate nature of turbulence is knotted even further by the complex fluid-dynamics mech-
anisms involved in the TCBL. Attempts to describe the relationships among its different turbulence
components have been published in the literature.30 Yet, a well-defined consensus on the characteris-
tics of turbulence for tropical cyclones has not been reached.31 Supporting the efforts to improve the
understanding of the matter, numerical studies have focused on the replication of the flow field dur-
ing tropical cyclones.32–34 These models used the estimated PSDF of turbulence from measured data
to validate their simulations, where a -5/3 doubly-logarithmic slope at the inertial sub-range is identi-
fied. This feature is not uncommon in the measurements of tropical cyclone wind speed,35–37 despite
the existent dissensus on the subject. Some approaches from observations have suggested that there
is a significantly higher contribution from low frequencies, compared to the non-hurricane spectra
(cf. Equation 2.5), and have presented their own models.35 Diverse publications have concluded that
Equation 2.4 represents adequately the distribution of turbulent kinetic energy,36 whereas others have
proposed corrections to Equation 2.5 to represent greater contribution from higher frequencies to the
spectral amplitude.33 These considerations encourage further studies on the turbulence characteris-
tics of the TCBL and its effects on high and flexible structures.
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2.2 Basic concepts of wind turbine aerodynamics

A wind turbine is a machine designed to transform the kinetic energy from the wind flow into me-
chanical energy, and subsequently into electrical energy via a generator. The kinetic energy is ex-
tracted from the stream due to the lift forces generated on the blades of the turbine. These are the
“wing-like” elements rotating around the axis of a shaft connected to a gearbox and a generator. If
these elements are configured to rotate around a horizontal shaft, the turbine is called a horizontal
axis wind turbine (HAWT). Nowadays, virtually all the energy generated worldwide from wind re-
sources is extracted from HAWTs. Modern HAWTs are technologically advanced machines equipped
with a number of sensors, actuators, and hardware necessary to optimize the operation of the whole
turbine in varying wind conditions. Among the functions of this equipment are included the tur-
bine orientation (yaw angle), the blade orientation (pitch angle), or even its start-ups and shut-downs,
among other operations.13 An ideal wind turbine rotor should always be perpendicular to the wind
stream,38 nevertheless, it is given a small tilt angle, and the blades are given a precone angle to avoid
the impact between the blades and the tower for upwind HAWTs (i.e., turbines that operate with the
tower located downwind from the rotor). Figure 2.5 gives a general depiction of some of the basic
components of a HAWT, as well as some of their motions and orientations.

Blades

Tower

Hub Nacelle

Tilt

Yaw
Precone

Pitch

Figure 2.5: Schematic of a HAWT

Two important dimensions that can describe a HAWT are the hub height, and the rotor diameter.
The former is important due to the increment in wind speed with height, as described in Subsection
2.1.1, which aids in increasing the power extracted by the turbine; the latter is as important because
the power output is directly proportional to the area swept by the rotor. These facts are justified by
the expression that estimates the power output of a HAWT:

P =
1
2

ρCPU3 A (2.10)
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where CP is the power coefficient, and A is the area swept by the wind turbine blades, i.e., πR2/4
(where R is the maximum radius of the rotor). CP has a physical maximum limit, known as Betz (or
Lanchester-Betz) limit, which is 0.593.13,38 This limit can be demonstrated from mass conservation
and momentum balance since the extracted kinetic energy from the stream must produce a reduction
in wind velocity. Within this context, if the rotor of the turbine is visualized as a permeable drag
device on a stream tube (where the control volume is defined by the mass of air affected by the rotor),
the upstream section of the ‘tube’ would have a smaller section, whereas the downstream section
would have to be larger, due to mass conservation of the flow. The force responsible for the change
in momentum of the flow is the result of the pressure drop necessary for the conservation of energy,
according to Bernoulli’s equation. That is, for an incompressible horizontal flow, it can be stated that:

1
2

ρU2
upwind + pupwind =

1
2

ρU2
rotor + p+rotor

1
2

ρU2
rotor + p−rotor =

1
2

ρU2
downwind + pdownwind

(2.11)

In view of this, assuming that the pressure far downstream of the rotor eventually balances, the
following relation results:

p+rotor − p−rotor =
1
2

ρ
(

U2
upwind −U2

downwind

)
(2.12)

Further, if a factor named a is defined as the fraction of the stream-velocity reduction at the rotor, i.e.,
a = 1−Urotor/Uupwind (known as axial induction factor), it can be stated that:

1
2

ρ
(

U2
upwind −U2

downwind

)
A = ρ(1− a)A

(
Uupwind −Udownwind

)
Uupwind (2.13)

Thus, the thrust force T on the disc representing the rotor can be found as T = (p+rotor − p−rotor)A,
whereas the power extracted is P = TUrotor. Therefore:

P = 2ρAU3
upwinda (1− a)2 (2.14)

where taking into account Equation 2.10 implies that:

CP = 4a (1− a)2 (2.15)

By solving dCP
da = 0 the value of the Lanchester-Betz limit can be found. Moreover, the thrust

coefficient of the rotor, CT , can also be defined from the axial induction factor a from:

CT = 4a (1− a) (2.16)

This approach is known as the ‘actuator disc’ concept, or one-dimensional momentum theory,
Figure 2.6 displays these variables for the sake of a clearer description. Further, the maximum power
coefficient is achieved at a value of a = 1/3.

Notwithstanding, following the criteria already presented would imply that, for an increasing value
of a, the downwind flow eventually would ‘reverse’ for values of a greater than ∼0.4. Nonetheless,
observations from experiments have shown that, when the difference between Uupwind and Udownwind
becomes too large, momentum is transported from the outer flow field into the wake. Empirical ex-
pressions have been proposed to overcome this limitation. Moreover, it can be observed that the
deductions presented so far in this section have neglected the effects of the rotation of the equivalent
rotor on the flow field. The angular momentum product of the rotation of the disc can also be con-
sidered in the deductions, resulting in a tangential induction factor, a′. For brevity, further formulae
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Figure 2.6: One-dimensional actuator disc concept

on the subject are not included, but the reader is encouraged to examine consummate references in
the literature that dissert with wider detail these fundamental concepts of wind energy,13,38,39 and its
applications.40

Another consideration necessary for the aerodynamic analysis of wind turbine rotors, not re-
garded so far in what has been summarized here, is that the thrust force on the rotor is not uniformly
distributed. One possibility to overcome this limitation is dividing the equivalent disc into annular
sections of width dr. Nevertheless, the geometrical characteristics of the blades still have to be con-
sidered for a detailed computation of the forces on the rotor. Some basic aspects of such criteria will
be presented in the following.

2.2.1 Aerodynamic forces on operating rotors

The change in axial and angular momentum in the stream of air that passes through the rotor is the
product of the aerodynamic forces on the blades of the turbine. The most commonly-used method to
compute these forces is the blade element momentum (BEM) theory, due to its computational afford-
ability and satisfactory predictions.41 The main assumptions of the BEM theory can be summarized
as: (i) each analyzed element is independent of the adjacent elements, (ii) the induced velocity gener-
ated by the rotation of the blades is known, (iii) the two-dimensional aerodynamic force coefficients
of each blade profile are known for a sufficient range of angles of attack and Reynolds numbers, and
(iv) the velocity component in the span-wise direction of the blade is ignored.

Figure 2.7 shows a cross-section of a blade at a radius r (in this context, r represents the radial
coordinate of a blade element, rather than the isobar radius), where the velocity and force vectors
acting on the blade are defined. The variable Ω stands for the rotational speed of the rotor, whereas
Urel represents the resultant velocity vector, which reaches the blade with an angle ψ with respect to
the rotor plane. The angle β is the total pitch angle of the blade, i.e., the sum of the default twist of
the blade and the gyration imposed by the control systems of the turbine. The angle of attack α is
measured from the chord line of the section, which has a chord of length c and width dr. Note that
the precone and tilt angles of the rotor have been neglected in the schematic for a clearer illustration
of the concepts.
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The angle of attack of the wind velocity on the blade can be estimated as α = ψ− β, where the
incidence angle can be estimated from:

ψ = arctan

[
Uupwind (1− a)

Ωr (1 + a′)

]
(2.17)

If the aerodynamic force coefficients of the blade section are known, the lift (L) and drag (D) forces
on the blade element can be determined from:

L =
1
2

ρU2
relc(r)CL(α) dr (2.18)

D =
1
2

ρU2
relc(r)CD(α) dr (2.19)

Further, the thrust force on the individual blade element, as well as the related torque moment, can
respectively be computed once the incidence angle ψ is defined:

dT = L cos (ψ) + D sin (ψ) (2.20)

dM = r [L sin (ψ) + D cos (ψ)] (2.21)

The total thrust force on the whole rotor is computed from the integration of Equation 2.20 from 0
to R, accounting for the respective value of c at every radial position, and for each of the blades that
compose the rotor of the turbine. This is analogous to the rotor torque, but using Equation 2.21.

The values of a, a′, and ψ, are computed iteratively from estimations until their values converge to a
defined tolerance. Moreover, as mentioned earlier in this section, when the values of a surpass 1/3,
the BEM theory is no longer valid. Empirical corrections for a have been proposed in the literature.
The most popular implies multiplying a for a factor equal to 0.25(5− 3a) for values of a greater than
0.3.41 Details on the implementation of an algorithm for the estimation of a and a′ can be found clearly
described in the literature,38 as well as the corrections for these factors on highly axially-loaded rotors.

Revisiting Figure 2.7 another consideration becomes pertinent: if the value of a is high-enough, the
lift force becomes nearly normal to the rotor plane. This implies that the resultant force contributes
little to the torque, which is translated to less extracted power. This effect is more notable at the outer
radii of the blade, where the tangential velocity of the blade dominates the vectorial composition of
Urel . Some empirical solutions have been proposed to overcome this problem in the computation of
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the forces on the blade.13 The most popular approach is the one developed by Prandtl, which states a
correction factor that goes from 1 at the root of the blade to 0 at the tip. Further, a similar torque-loss
situation occurs at the root of the blade. Thus, the values of the induction factors must be corrected
to account for these losses. For brevity, the expressions for tip and root corrections are not presented,
but they can be found in references on the subject.13,38 Lastly, in reality, the pitch angle of the blades,
or the rotor speed, varies during the operation of the turbine. This implies that there will exist a time
delay in the aerodynamic loads on the rotor which can represent an amplification of the loads for a
time-lapse proportional to the rotor dimensions and the wind speed. This effect is known as ‘dynamic
inflow’, or ‘dynamic wake’, and is disregarded in the current section. Nevertheless, information on
the subject can be consulted in the literature.38

The rotation of the blades plays an important role not only in the magnitudes of the forces expe-
rienced by the blade itself but also in how the turbulent kinetic energy is distributed by the eddies
passing the rotor. The following subsection presents some expressions that allow estimating the dis-
tribution of turbulent kinetic energy accounting for the effects of blade rotation.

2.2.2 Wind turbulence on operating rotors

As described in Section 2.1.1, the wind speed flowing on a flat surface varies mainly with height, and
it is also represented by the addition of a quasi-static component and a time-varying component. It
was also defined that turbulence is the superposition of eddies of different sizes and that the largest
eddies are the ones containing the greater portion of turbulent kinetic energy. A rotating blade of
a HAWT sweeps several times any passing eddy in a relatively short time interval, thus, the wind
forces on the blade crossing this region several times experience a distortion of the energy spectrum
of turbulence (compared to the one of a non-moving reference point). This distortion in the energy
of the time-varying component of wind is significant. Neglecting this effect might lead to important
misestimations of the stochastic forces on wind turbines, and consequently, any result of fatigue or
structural response analyses disregarding this effect would be unavailing.

Paraphrasing what has been stated in the previous paragraph: if the dimensions of a turbine ro-
tor are comparable to the largest eddies, i.e., Lu 6� R, the rotor will periodically sample the same
eddy structure until it has completely passed the rotor plane. This will produce peaks in the PSDF of
turbulence, or in the correlation function (if it is measured from the time-domain), at multiples of the
passing frequency or multiples of the period of rotation, respectively. This phenomenon is known as
‘gust slicing’, and has been observed from measurements since the late 1970s and early 1980s, although
incipient theoretical statements of it have been reported from earlier decades.42,43 Furthermore, there
is a direct relationship between the along-wind fluctuation of wind speed and the stochastic forces
produced by it. Therefore, the concentrated energy at certain frequencies affects considerably the
loads on the blades and the whole wind turbine structure.

The function describing the distribution of turbulent energy in the frequency, as ‘seen’ from the
rotating blade, is called the rotationally-sampled spectrum. The rotationally-sampled PSDF of along-
wind turbulence, So

u, can be estimated numerically by sampling turbulent velocity signals from a
wind-field simulation at radially distributed points. A more formal estimation of it is usually com-
puted from the Fourier transform of the rotationally-sampled correlation function κo

u. Kristensen and
Frandsen presented a deduction of κo

u from the von Kármán turbulence spectrum (Equation 2.4), as-
suming that the turbulence is stationary, homogeneous, and isotropic.44 Another clear and complete
description of the deduction of κo

u from the von Kármán turbulence model is also presented by Burton
et al.,13 following their notation, κo

u is expressed as:
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u(r1, r2, τ) =

2σ2
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2 − 2r1r2 cos(Ωτ)

s2

)] (2.22)

where Γ(·) is the gamma function, and K1/3 and K2/3 are modified Bessel functions of second kind
and orders 1/3 and 2/3, respectively, evaluated at s/1.34Lu,vK. The time lag is represented by τ. The
variable s represents the distance between an incoming air particle at a horizontal distance Uτ up-

wind of the rotor, and two points within the rotor plane separated by a distance
√

r2
1 + r2

2 − 2r1r2 cos Ωτ

between them. It must be noted that Equation 2.22 accounts for the cross-correlation between the tur-
bulence measured at radial coordinates r1 and r2, and it can also account for cross-correlation among
points at different blades if the angle between them is included in the cosine function involved. Figure
2.8 displays an example of κo

u computed for a three-blade rotor with R = 63 m, a passing frequency
Ω = 12.1 rpm (i.e., 0.2017 Hz), and a length scale of 146 m, for different radial positions at two
consecutive blades.

Figure 2.8: Rotationally sampled correlation function for different blades and radial coordinates: (a) for the same
blade and same radii, (b) for the same blade and different radii, and (c) for different blades and different radii

From Figure 2.8(a) it must be noted that the peaks in the correlation function appear each 4.96 s,
i.e., at the passing period of the blade. This is notorious also in Figure 2.8(b) for the radial positions
closer to R. In both cases, the closer the points are located to the center of the rotor, the lesser sensitiv-
ity to the rotation effects is found in the correlation function, and it resembles the correlation function
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of a static point. Moreover, in Figure 2.8(c) the peaks are shifted to the left two-thirds of the passing
period. This is justified in the fact that, once the first blade has crossed a point in space, the second
blade will pass by the same point (if the radial position is the same) after a third of the time that the
first blade takes to complete a rotation cycle.

All these periodical effects in the turbulence give particularities to the stochastic part of the forces
on the rotor that need to be properly addressed. Blade forces computed from the BEM theory need
to be rotationally-sampled to account for the aforementioned periodicity, and corroboration should
always be provided in any structural analysis that attempts to regard it. The periodicity of the rotating
blades is not represented by the turbulence models commonly used in wind engineering without any
modification, or rotational sampling algorithm. Further, the inclusion of the correlated periodical
forces of the whole rotor will produce similar spectra that have to be accounted for in the estimation
of their effects on the support structure of a HAWT, as will be presented in the following.

2.2.3 Thrust force on operating rotors

It was briefly explained in Section 2.2 that the thrust force on a rotor is directly related to the power
extracted by the HAWT, making it the action that governs the analysis of the turbine structure in
operation. Subsequently, it was detailed in Subsection 2.2.1 that the thrust force depends highly on
the operation and aerodynamic conditions of the rotor, and also on the wind velocity; therefore, it
becomes highly influenced by turbulence in short time intervals. Due to the stochastic nature of tur-
bulence, the thrust force will also show variations at short time intervals that can also be described
from a spectral approach. Further, the turbulence spectra used for the derivation of the thrust spec-
trum must account for the effects of the gust-slicing phenomenon.

Regarding Equations 2.18–2.20, the thrust force on a blade element can be rewritten as:

dT =
cρ

2
U2

rel [CL cos(ψ) + CD sin(ψ)] dr (2.23)

If the thrust force on the element, likewise the wind speed, is expressed by a quasi-static and a
time-varying component — say, dT0 and dT1, respectively — it appears logical to assume that the
time-varying component is dependent on the turbulence. Thus, dT can be linearly expressed as dT =
dT0 + dT1 ≈ dT0 + u∂(dT)/∂u. Moreover, for large rotors operating at a near-optimal level, Ωr �
Uupwind for the greater part of the blade. Therefore, assuming that the incidence angle is small, its

rate of change with respect to the turbulence can be simplified to dψ
du
∼= 1

Ωr .13 This simplification also
assumes that the turbulent eddy structures are transported horizontally and remain unaffected by the
induction factors of the rotor. Further, the rate of change of Urel with respect u is small for the greater
part of the blade, thus it can be disregarded and, consequently, dT1 can be expressed as:

dT1
∼= u

ρΩ
2

rc
[

∂CL
∂ψ

+ CD

]
dr (2.24)

Hence, the total standard deviation of the force normal to the rotor plane for a single blade is stated
as:

σT =
ρΩ
2

∫ R

0

[
∂CL
∂ψ

+ CD

]
σucr dr (2.25)

From Equation 2.25 two observations are pertinent: (i) since ∂CL
∂ψ = ∂α

∂ψ
dCL
dα , for a constant rotor speed,

and if the pitch angle of the blade β is not varying during the analysis, ∂CL
∂ψ = dCL

dα , since α = ψ− β.
And (ii), the values of σu can be estimated radially from the Fourier transform of Equation 2.22.
Thereupon, the variance of the thrust force on the whole rotor (repeating the symbol σT) can be stated
as:
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σ2
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0

∫ R

0
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0
So

u(r1, r2, n) dn
]

[
dCL(r1)

dα
+ CD(r1)

] [
dCL(r2)

dα
+ CD(r2)

]
c(r1)c(r2)r1r2 dr1 dr2

(2.26)

The distribution of Equation 2.26 in the frequency, i.e., the thrust spectrum, is given fundamentally
by the term within the first rectangular brackets, which is the rotationally-sampled turbulence PSDF.
It is thus observed that, for the whole rotor, the thrust PSDF can be expressed as:

ST(n) =
(

ρΩ
2

)2 ∮ ∮
So

uJ,K(r1, r2, n)
dCL(r1)

dα

dCL(r2)

dα
c(r1)c(r2)r1r2 dr1 dr2 (2.27)

where So
uJ,K(r1, r2, n) represents the rotationally-sampled turbulence spectrum in the along-wind di-

rection, for radial coordinates r1, and r2, at blades J, and K, respectively. The contour integral symbols
are the notation used by Burton et al.13 to represent that the integration accounts for all blades and ra-
dial coordinates for the whole rotor. Moreover, the aerodynamic derivatives of the lift coefficient are
assumed constant in the aforementioned reference, which implies that those terms would be placed
outside the integrals. Further, the contribution of the drag coefficients to the thrust force has been
neglected, since the values of CD ∼ 0 for small angles of attack.
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Figure 2.9: Normalized thrust spectra for a three-blade rotor

Figure 2.9 shows an example of the normalized PSDF of thrust force on the same three-bladed ro-
tor presented before in Subsection 2.2.2, assuming the same operating conditions. A comparison with
the spectrum estimated from numerical simulations on HAWT-specialized software is also included.
The peaks displayed in the PSDF are due to the contribution of the rotationally sampled turbulence
spectra. Notwithstanding, it must be noted that, despite the fact that the passing frequency of the
blades is 0.2017 Hz, the peaks are located at three times that value and its harmonics. This is justified
in the number of blades that form the rotor, since a gust contributing to the loads on the rotor would
be ‘sampled’ three times with every rotation cycle.

The distortion in the thrust-force spectra produced by the rotation of the blades is not negligible,
and it depends completely on the aerodynamic configuration of the blades and the operation state of
the turbine. Thus, it is inconstant for every value of wind speed that makes incidence on the rotor,
and accounting for these operation changes implies knowledge of parametric values imposed by the
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generator-torque and blade-pitch control systems of the turbine. Furthermore, as discussed latterly in
this dissertation, the spectral and statistical features of the forces acting on the wind turbine structure
become of great importance when estimating fatigue damage during HAWT operation.
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Chapter 3

Structural response of wind turbines under
cyclone-induced loads

The climatological classification commonly used in wind engineering for strong winds can be listed
in three kinds of systems: (i) synoptic wind, i.e., wind flow product of atmospheric mechanisms of
great scale, dominated by geostrophic wind, where the pressure forces in the atmosphere are bal-
anced by with the Coriolis force; (ii) cyclonic tropical systems, which are the product of atmospheric
phenomena of smaller scale than the synoptic winds, e.g., tropical cyclones, where the forces product
of isobar curvature gain importance; and (iii) non-synoptic winds, which include a variety of atmo-
spheric phenomena of even smaller scale, difficult to forecast, but capable of producing large wind
intensities, e.g., tornadoes, thunderstorms, and downbursts, among others.1

This section presents an analysis concerning the second kind of wind phenomena listed: tropical
cyclones, and their effects on wind turbine support structures. The wind field simulation described
in this section is concordant with studies and measurements on the tropical cyclone phenomena.
Moreover, two sites within Mexico are selected to perform the comparatives, where the wind hazard
is considerably different, but nonexempt of the occurrence of tropical cyclones. The probability of
failure on a benchmark wind turbine is also evaluated, as well as some dynamic-response factors for
the support structure.

3.1 Wind turbine response from cyclone-induced loads

According to the 2017 Climate Science Special Report, extreme storms, like tropical cyclones, may
increase in intensity due to rising sea temperatures. Notwithstanding, a poleward migration in the
location of their peak intensities has been observed.2 The former statement is concordant to theoret-
ical and numerical analyses, for example, numerical simulations of landfalling tropical cyclones in
the Yucatan Peninsula, which have indicated an increase in the frequency of intense events.3 This
implies that cyclonic events once considered ‘rare’ are becoming rather ‘typical’, thus, the response
of vulnerable structures to such events needs to be assessed adequately and efficiently.

Current specifications for wind turbines provide no criteria for their design under tropical cy-
clones. The standard IEC 61400-14 states that turbines exposed to such conditions should be classi-
fied as ‘Special’, and the design values should be specified by the designer. Moreover, the growth
of off- and onshore wind energy in cyclone-prone areas motivates the research on the topic, further
encouraged by the catastrophic effects of cyclone-induced loads on wind turbine support structures.

A review of wind-turbine collapse cases presented by Ma et al.5 stated that, among the extreme events
evaluated in the review, typhoons represented the vast majority of collapses. Further, ‘post mortem’
analyses of collapse cases of wind turbines subjected to Category-IV winds have evinced that the
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rotor plays an important role in the loads that act on the wind turbine support structure during the
storm. Also, these analyses suggest that the fully-parked state of the turbine represents its most crit-
ical load condition during these kinds of events,6 compared to other conditions such as idling-rotor
position.

Diverse studies in the literature have focused on analyzing the structural response of — mainly off-
shore — wind turbines under tropical cyclones. Amirinia and Jung presented in two publications
the analysis of the structural response of onshore, and offshore, wind turbines.7,8 Their studies con-
sisted of a comparison between the effects of the turbulence spectra proposed by Kaimal et al.,9 Li et
al.,10 and Yu et al.11 on the structural response of the turbine. According to the results from the work
of Amirinia and Jung, the differences between the structural response computed from the different
spectra showed values up to 6% for the support structure, and greater differences were found for the
blade responses. Moreover, they stated that the recommendations for wind turbine support struc-
tures from the IEC standards resulted conservative for some cases, and underestimated the structure
capacity for others. This statement was based on the comparison of the fittings performed for differ-
ent probability distributions on the evaluated response maxima.

Hallowell et al.12 developed a risk assessment for offshore wind turbines from fragility analyses that
considered the action of wind and wave, using the compression stresses in the tower and monopile
support structures as demand parameters. The risk assessment considered wind farm locations along
the Atlantic coast of the United States. Their analyses assumed idling rotor conditions, and two pos-
sible yaw orientations: (i) with the rotor facing directly to the wind, and (ii) with a yaw error of 35◦.
The structural response was evaluated in FAST,13 from the Kaimal turbulence spectrum for wind ac-
tions,9 and the JONSWAP spectrum for wave actions.14

Due to the intricate nature of turbulence, further complicated during tropical cyclones,15,16 the wind
field is an important issue to attend when analyzing the dynamic structural response of any wind-
sensitive system. To overcome the empirical limitations of common turbulence-spectra models, the
use of computational fluid dynamics becomes a feasible option when sufficient computer power is an
available resource. For example, the development of large eddy simulations (LES) has been used to
study the turbulence characteristics of tropical cyclone flow fields.17–19 In that context, Kapoor et al.20

performed the structural analysis of a benchmark reference 10-MW offshore wind turbine, where a
Category-V hurricane wind field was simulated by means of an LES. The turbulent field character-
istics at different storm radii were loaded to the turbulence simulator TurbSim,21 and the structural
response of the turbine was computed in FAST.13 From the analyses performed by Kapoor et al.,20

gust factors greater than 1.7 were found, as well as extremely large values of structural responses,
like blade deflections and bending moments.

Notwithstanding the relevance and novelties achieved from the studies summarized above, some
limitations are still found: (i) Only wind turbine models analyzed from LES account for a complete
tropical cyclone wind field. However, LES can be computationally expensive and can be made even
more expensive when the phenomenon under analysis (e.g., tropical cyclones) demands large control
volumes as well as small time steps and grid refinement. (ii) Most of the structural analyses found in
the literature accounting for extreme-event analysis of wind turbines are performed in FAST, which is
a tool meant for elastic analyses only. Non-linear analyses that account for fluid-structure interaction
(FSI) can gain valuable information on the structural behavior of wind turbines. The more complete
approach would be developing integrated computational fluid dynamics and finite element analysis
(FEA) models. Nevertheless, these can also be computationally expensive. Therefore, a first step to
overcome this limitation is the development of a methodology to achieve computationally economical
structural analyses accounting for FSI, thus the non-linear structural response of wind turbines can
be further investigated subsequently. (iii) In the literature survey performed, few recent studies were
found concerning the structural analysis of tropical cyclone actions on onshore wind turbines. This
is justified by the fact that offshore wind energy is expected to expand largely in the next decades.
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However, the onshore wind potential in tropical regions is still large, and still with lower costs of gen-
eration compared to offshore wind energy.22 Thus, the structural behavior of onshore wind turbine
structures also needs to be addressed properly to continue the exploitation of wind potential.

3.2 Wind �eld simulation

Two sites prone to the occurrence of tropical cyclones have been selected for the evaluation of the
structural response of a reference horizontal axis wind turbine (HAWT) in this case study. The first
one corresponds to a site in the Mexican state of Oaxaca, which holds the greater part of the installed
HAWTs in that country, and is exposed to cyclones from the Pacific basin. The second site is assumed
in the Yucatan Peninsula, which is a site of great wind potential, both for onshore and offshore wind
energy, and is exposed to cyclonic events from the Atlantic basin. Notwithstanding that both sites are
prone to the occurrence of tropical cyclones, the wind hazard is dissimilar between them. The Pacific
basin displays a greater yearly occurrence of tropical cyclones, and the landfalling storms generated
in that basin impact more frequently in northern states of the western Mexican coasts; whereas the
Atlantic basin shows less cyclogenesis, but it is prone to events of greater intensity.3,23 The relevance
of the site selection, as will be explained ahead, lies in the fact that the mean speed profile from trop-
ical cyclones depends on the latitude of the site.

Several wind field simulations are performed. For that purpose, the determination of tropical-
cyclone parameters is accomplished by means of Monte Carlo simulations. Empirical models to de-
termine such parameters are used when these are available, and the marginal probability distribution
function (PDF) of other storm parameters is assumed based on studies and observations. Moreover,
the turbulence spectra and coherence function are derived from studies of the tropical cyclone wind
field. The following subsections detail the necessary deductions, assumptions, and their implications.

3.2.1 The Tropical Cyclone Boundary Layer

The supergradient wind is one of the features of the tropical cyclone boundary layer (TCBL). This
feature is capable of displaying differences of magnitude that can be important for tall structures,
compared to the wind speed profile from the geostrophic wind approximation. Snaiki and Wu pre-
sented a semi-empirical model for the mean speed profile in the TCBL, based on the data from the
Weather Surveillance Radar-1988 Doppler network and from GPS dropsondes.24 A mathematical ex-
pression for the logarithmic mean wind speed profile, as well as for the power-law expression, was
proposed in their work. For this case study, the latter will be used. According to Snaiki and Wu,24 the
expression of the power-law mean speed profile during a tropical cyclone is given by:

U(z) = U(10)
[( z

10

)α
+ η1 sin

( z
δ

)
exp

(
− z

δ

)]
(3.1)

where U is the mean wind speed in the longitudinal direction, as a function of height z. U(10)
represents the mean speed at z = 10 m, and α is the exponent that defines the variation of mean wind
speed with height. In Equation 3.1, δ is the height of maximum wind speed vm, and η1 is a constant
determined by the condition ∂U/∂z

∣∣
z=δ

= 0, presented by Snaiki and Wu as24:

η1 =
(δ/10)α αe

sin(1)− cos(1)
(3.2)

The height of maximum winds δ can be estimated from the model proposed in the same refer-
ence24:

ln(δ) = aδ ln(I) + bδ ln(Ros) + cδ (3.3)

where aδ, bδ, cδ are constants equal to -0.2452, -0.05, and 5.6149, respectively (these values are the ones
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suggested for the data from radar observations, for data from the dropsondes the values are -0.487,
-0.05, and 4.0221, respectively24). In Equation 3.3, Ros and I are, respectively, the modified surface
Rossby number and the inertial stability, defined as:

Ros =
vg

Iz0
(3.4)
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r
+
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(3.5)

Recalling variables that appear in Equations 3.4 and 3.5, fc is the Coriolis parameter, r is the radial
position with respect to the center of the storm, z0 is the surface roughness, and vg is the gradient
wind, which can be expressed for cyclonic movement from Equation 2.1 as:
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where ps is the surface pressure, and ρ is the air density. The derivative of Equation 3.6 with respect
to the storm radius can be expressed as:
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From Equations 3.6 and 3.7, the need for an expression that describes the surface pressure ps as
a function of the storm radius becomes evident. Thus, the widely employed model proposed and
revised by Holland et al.25 can be adopted, which states the following form:

ps = pcs + ∆ps exp
[
−
( rvm

r

)b
]

(3.8)

where ∆ps is the pressure difference between the outermost closed isobar and the storm center, i.e.,
the central pressure deficit. The exponent b is a scaling parameter that defines the pressure gradient near
the radius of maximum wind rvm . Regarding Equation 3.8, ∂ps/∂r and d|∂ps/∂r|/ dr are expressed
as:
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The determination of the Holland’s scale parameter b, as well as the expected radius of maximum
winds on a hypothetical storm, can be performed from the statistical models developed by Vick-
ery and Wadhera,26 which were estimated from databases of measurements from hurricanes in the
Atlantic Ocean and the Gulf of Mexico. The selected models from those studies correspond to the
expressions:

b = 1.833− 0.326
√

fcrvm (3.11)

ln(rvm) = 3.015− 6.291× 10−5∆p2
s + 0.0037φ (3.12)
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where φ represents the latitude angle. The models presented in Equations 3.11 and 3.12 have re-
ported standard deviations of σb = 0.221; and σln(rvm ) = 0.448, for ∆ps ≤ 87 hPa, values of σln(rvm ) =
1.137− 0.00792∆ps for 87 hPa < ∆ps ≤ 120 hPa, and σln(rvm ) = 0.186 for ∆ps > 120 hPa. Moreover,
it is important to remark that Equation 3.11 assumes that rvm is introduced in meters, whereas rvm is
given in km in Equation 3.12, according to the original publication.26

The importance of the pressure deficit ∆ps as one of the parameters that determine the inten-
sity of the storm is remarked, and its magnitude needs to be properly associated with other storm
parameters. Values of ∆ps are reported in many studies regarding tropical cyclones. However, its
dependency on other intensity measures of the storm is by no means a straightforward deduction.
Some studies have centered on its relation with other intensity parameters, like near-surface wind
speed,27,28 and also empirical models have been proposed to estimate its decay once a tropical cy-
clone has made landfall.29 However, an alternative approach that allows its inclusion in the wind
field simulation without the need for elaborate models or information on the storm is described next.

As presented in Table 2.1, the central pressure is also a measure of tropical cyclone intensity, and a
classification of the storm in the Saffir-Simpson scale can be performed from such a value. Therefore,
∆ps can be determined from the central pressure ranges listed in Table 2.1 and the value of the far-field
surface pressure, i.e., the standard atmospheric pressure at sea level (∼1013 hPa). This simplification
can be adopted in case there is no available information on the value of the surface pressure at the
outermost isobar. This assumption has also been made in other studies, e.g., by Georgiou et al.,30 and
by Vickery.29 Thus, by subtracting the values of pcs reported in Table 2.1 to 1013, i.e., ∆ps = 1013− pcs,
ranges of ∆ps can be determined according to a cyclone classification, and can also be associated
with other intensity measures of the storm. Moreover, as studied by Georgiou et al.,30 the marginal
random behavior of ∆ps can be characterized by a Weibull probability distribution. The lognormal
distribution has also been found to represent fairly the random behavior of ∆ps.30,31 The former is
determined by a scale parameter C, and a shape parameter k; whereas the latter is characterized by
the parameters µ, and σ. That is, the cumulative distribution function (CDF) of ∆ps can be expressed
from the aforementioned distributions, respectively, as:

F(∆ps|C, k) = 1− exp

[
−
(

∆ps
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)k
]

(3.13a)

F(∆ps|µ, σ) = Φ
[
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σ
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(3.13b)

where Φ(·) represents the standard-normal CDF. With this in mind, by assuming that the minimum
( ˇ∆ps) and maximum ( ˆ∆ps) values computed for ∆ps from Table 2.1 represent two values of probability,
say, P1 and P2, respectively, the distribution parameters for a Weibull-distributed ∆ps can be estimated
as:

C =
ˇ∆ps

− [ln(1− P1)]
1/k =

ˆ∆ps

− [ln(1− P2)]
1/k (3.14)

k =
ln [ln(P1)/ ln(P2)]

ln( ˆ∆ps/ ˇ∆ps)
(3.15)

Analogously, the distribution parameters for a lognormal-distributed ∆ps can be estimated as:

µ =
ln( ˇ∆ps)− ln( ˆ∆ps)

Φ−1(P1)
Φ−1(P2)

1− Φ−1(P1)
Φ−1(P2)

(3.16)
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σ =
ln( ˇ∆ps)− µ

Φ−1(P1)
=

ln( ˆ∆ps)− µ

Φ−1(P2)
(3.17)

Thus, if the values of P1 and P2 are assumed to be (for example), respectively, 0.05 and 0.95, the
corresponding parameters for the distribution of ∆ps result as summarized in Table 3.1.

Table 3.1: Pressure differences deduced for the Saffir-Simpson classification of tropical cyclones, and their distri-
bution parameters

Maximum Gust Speed Weibull parameters Lognormal parameters
Category ∆ps (Over Land, z0 = 0.03 m) C k µ σ

[hPa] [m/s] [hPa] [-] [-] [-]
TDa 6.0 – 7.0 < 18.6 6.7149 26.386 1.8688 0.047
TSb 14.0 – 18.0 18.6 – 36.8 16.8202 16.184 2.7647 0.076
Ic 24.0 – 33.0 36.8 – 48.1 30.2835 12.772 3.3372 0.097
II 34.0 – 48.0 48.1 – 58.1 43.7363 11.795 3.6988 0.105
III 49.0 – 68.0 58.1 – 69.7 62.2472 12.412 4.0557 0.100
IV 69.0 – 93.0 69.7 – 85.5 85.8052 13.626 4.3834 0.091
Vd 94.0 – 123.0 > 85.5 114.3942 15.127 4.6777 0.082

a A range of 1006–1007 hPa was assumed for pcs to approximate the value presented by Kantha.32
b A range of 995–999 hPa was assumed for pcs to satisfy the condition pcs < 1000 hPa.32
c A range of 980–989 hPa was assumed for pcs to satisfy the condition pcs ≥ 980 hPa.33
d A range of 890–919 hPa was assumed for pcs to satisfy the condition pcs < 920 hPa.33

The distribution parameters presented in Table 3.1 assume that 90% of the tropical cyclones that
classify within a certain category will display values of ∆ps within the proposed boundaries. There-
fore, some implications from this assumption must be pointed out regarding the values presented in
Table 3.1: (i) At the categories of lower intensities, values of pcs had to be assumed in order to satisfy
the magnitudes of the storm parameters indicated in the literature. (ii) The maximum value of the
pressure difference assumed in Table 3.1 is of the order of the maximum pressure differences reported
in noted references, e.g., Vickery and Wadhera.26 Nevertheless, historical data indicates that greater
pressure differences might be observed.34 That is, statistical verification of these assumptions from a
large database of hurricane observations remains a task for further studies.

It is possible to develop simulations of mean speed profiles displaying characteristics of the TCBL
at a specific site by means of the presented models and deductions. For that purpose, the probability
parameters of the pressure deficit distribution allow accounting for the variability in that parame-
ter. The models for rvm , and b, also serve that purpose. This is insofar since the uncertainty from
those models was reported in the original reference,26 and their errors can be assumed as normally-
distributed random variables of zero means and standard deviations σln(rvm ), and σb, respectively.
Uncertainty in the model describing the height of maximum winds δ was omitted by their authors.24

However, the random behavior of wind speed can be captured adequately from the uncertainties
reported in the employed models.

3.2.2 Turbulence in the TCBL

A consensus on the characterization of turbulence during tropical cyclones is yet to be reached. How-
ever, relevant field and numerical studies continue to provide insight into this phenomenon. In this
case study, the criteria adopted for the turbulent characterization of the wind field attend recent rec-
ommendations derived from studies based on numerical simulations of the TCBL. On that matter,
Worsnop et al.18 have proposed modifications to the parameters that characterize the functional form
of the Kaimal turbulence spectrum as proposed in the IEC 61400-1.4 According to this standard, the
conventional Kaimal spectrum, and the suggested coherence function, are respectively represented
by:
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where the sub-index i stands for the turbulent components u, v, or w, and AK = 4, BK = 1, and
CK = 6 in the Kaimal turbulence model suggested by the IEC standard.4 In Equation 3.19, s is the
separation distance normal to the along-wind direction between two points in space, whereas Ac and
Bc are given values of 12 and 0.12, respectively.

In their publication, Worsnop et al.18 estimated the values of AK, BK, and CK from LESs of tropical-
cyclone wind flows. The adjusted values correspond to Tropical-Storm, Category-I, and Category-IV
winds. Nevertheless, they give recommended values of AK, BK, and CK, for all cyclone categories,
which correspond to values of 8.7, 2, and 6, respectively. Moreover, they also estimate the values of
Ac and Bc for the same storm categories. However, the values presented in the original publication
vary as a function of the spatial separation s. Individual values of Ac and Bc are reported for each
particular storm category and evaluated spatial separation. Nonetheless, a general recommendation
is omitted, resulting in limitations for the implementation of the estimated values presented in their
work. Notwithstanding, based on the original values reported by Worsnop et al.,18 the following
functional forms are proposed in this work for the coherence coefficients of Equation 3.19:

Ac = 0.2047s + 0.5339 (3.20)
Bc = 0.2585 exp (−0.05146s) (3.21)

Equations 3.20 and 3.21 have been estimated from the values reported by Worsnop et al.,18 and they
have been validated by comparing the resulting coherence values against the ones displayed in the
original publication for different radial positions and wind speeds. The comparisons gave very re-
semblant results.

According to Worsnop et al.,18 the coherence model as suggested in the IEC 61400-14 tends to un-
derpredict the coherence values during tropical cyclones at most of the frequencies and separations
evaluated in their work. This is because the coherence values decay too promptly in the standard
coherence expression, compared to the observed coherence from their simulations. In the original
reference,18 this has been attributed to the structure of the TCBL. Figure 3.1 displays a comparison
between the turbulence spectra computed with the conventional parameters suggested in the IEC
61400-1,4 and the ones suggested for the tropical cyclone wind field.18 A comparison between the
coherence function from the standard model, and the one adjusted as proposed in this work is also
displayed.

The cases presented in Figure 3.1 assume a reference wind speed of 50 m/s at a height of 90 m, and
a turbulence intensity Iu = 0.18. From the figure, it can be observed a shift toward high frequencies in
the cyclone turbulence spectra, as well as higher spectral ordinates. Further, higher coherence values
at all the evaluated frequencies are displayed. These features are consistent with TCBL studies from
LES19 and have also been observed in other studies on the topic centered on field measurements.10
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Figure 3.1: Comparison between tropical cyclone turbulence field and conventional values (Left: normalized
turbulence spectra, Right: coherence values)

3.2.3 Simulations

As mentioned at the beginning of the section, two sites with different tropical cyclone hazard have
been selected to evaluate the structural response and reliability of a reference wind turbine. The sites
correspond to hypothetical locations in the Mexican state of Oaxaca and the Yucatan peninsula. For
the former, a latitude angle φ = 16.720◦ was assumed, whereas for the latter φ = 21.130◦. The latitude
coordinate plays a consequential role in the estimation of the wind speed profile during a tropical cy-
clone, as summarized in Section 3.2.1. Moreover, according to the Manual of Civil Works35 of the
Mexican Federal Electricity Commission (CFE), the 3-s gust mean wind speed at 10-m height for the
selected sites is 41.91 and 59.17 m/s, respectively, for a 200-year return period (as specified for wind
turbines in the aforementioned reference).

According to Tables 2.1 and 3.1, the gust wind speeds for the two selected sites correspond to tropical
cyclones classified as Hurricane Category I, and Hurricane Category III, for the site at Oaxaca, and
the Yucatan site, respectively. A gust factor of 1.425 can be applied to those wind speeds to represent
a 10-min averaged wind speed, i.e., U3 = 1.425U600 (where the sub-indexes indicate the averaging
time in seconds). Therefore, the 10-min mean wind speed values for the Oaxaca, and Yucatan sites
are, respectively, 29.42 and 41.54 m/s. The gust-factor value has been determined from the Durst plot
presented in the CFE standard.35 However, it is also consistent with mean values reported from field
measurements of typhoons and hurricanes for various cyclone categories, as well as for various ter-
rain roughness lengths.15 In this regard, the terrain category assumed to define the mean wind speed
profile is considered as open terrain for both sites. This implies that, according to the CFE standard,35

a power-law exponent α = 0.14 must be assumed to define the variation of the 10-min mean wind
speed with height. This value of α is slightly superior to the 0.11 value suggested in the IEC 61400-1
for the extreme turbulence model.4 Nonetheless, the greater variation in the simulated mean speed
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profile is the product of the supergradient wind model of the TCBL. Moreover, a turbulence intensity
Iu = 18% was assumed for the two sites, which is also slightly superior to the 16% value suggested
as a reference in the IEC standard. However, as defined in the same standard, its reference values are
unintended for tropical cyclone wind intensities, thus a greater value is used for this case study. Table
3.2 summarizes the mean wind speed and terrain parameters assumed for the wind field simulations
at the two sites.

Table 3.2: Mean wind speed and turbulence parameters for flow-field simulations

φ U600(10) α z0 Iu
Site [◦] [m/s] [-] [m] [-]

Oaxaca 16.720 29.420 0.14 0.02 0.18
Yucatan 21.130 41.537 0.14 0.02 0.18

From the values summarized in Table 3.2, and from the equations presented in Subsections 3.2.1
and 3.2.2, a set of 50 three-dimensional wind field simulations was performed for each site by means
of the spectral representation method.36 To simulate the wind speed intensity concordant to the TCBL,
a Weibull distribution was assumed for the central pressure deficit. 50 Monte Carlo simulations for
each site were performed to avail of a different value of ∆ps in each analysis. Analogously, a radial po-
sition from the center of the storm was assumed as a uniformly-distributed random variable in each
simulation, covering a range of values [0, 200] in km. The rest of the parameters were also computed
by means of Monte Carlo simulations, adding a random error to the estimated values from their re-
spective models. The random errors were assumed as normal variables of zero mean, and standard
deviation equal to the uncertainty reported in each model. These criteria imply that each wind field
simulation accounts for different positions with respect to the center of the storm and, therefore, also
different mean wind speed profiles. Figure 3.2 displays the simulated values of the parameters that
characterize the tropical cyclone wind field, according to the models employed for the purpose of the
simulation. The resultant mean speed profiles simulated for each site are also included. A compari-
son with the conventional synoptic power-law mean speed profile is included as a reference.

Form Figure 3.2 some observations originate: (i) for both sites, the height of maximum winds δ
occurs at altitudes superior to 500 m. Further, the value of δ tends to increase outward the radial po-
sition with respect to the center of the storm. This implies greater wind speed intensity for structures
near the storm center. (ii) A parameter that can give a direct notion of the intensity of the tropical
cyclone is the central pressure deficit ∆ps. This parameter displays greater values for the Category III
simulation (i.e., the Yucatan site). This is caused by the assumptions of the probable values of ∆ps.
(iii) Regarding the magnitude of rvm , overall greater values are observed for the Category I simula-
tions (i.e., the Oaxaca site). This is concordant with the coefficients of Equation 3.12, which implies
an inversely proportional relation between rvm and ∆ps. This behavior is reasonable since a more-
intense tropical cyclone is expected to display greater wind intensity nearer the center of the storm.
(iv) Lastly, from the mean speed profiles displayed in Figure 3.2, a greater structural response can
be anticipated from the tropical cyclone simulations than from a synoptic-wind assumption analysis.
This also represents considerable load effects for high-rise structures. However, the variability of the
dynamic structural response is yet to be studied.



44 Chapter 3

Figure 3.2: Simulated tropical cyclone parameters and mean speed profiles for the two selected sites

Figure 3.3: Turbulence spectra from the wind field simulations, for a height z = 150 m
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A sampling frequency of 10 Hz was employed to perform the stochastic wind field simulations,
whereas the total length of each signal was set to 630 s. This is insofar as the structural-response
signals will be trimmed to avoid the inclusion of numerical inaccuracies at the start of the analyses.
Thus, the final response signals are intended to be 10-min long. For the two selected sites, and the
total number of simulations, the Modified Kaimal spectra were employed (Equation 3.18, with the
adjusted TCBL coefficients18). Equation 3.19 was used to model the spatial coherence among the
signals, employing the coherence coefficients presented in Equations 3.20 and 3.21. The spatial distri-
bution of points in the three-dimensional wind field simulation is taken according to the coordinates
of the structural model of the selected HAWT for the analysis (described in Section 3.3). Figure 3.3
presents the turbulence spectra for one of the three-dimensional simulations at a point with z = 150
m, for each of the two selected sites. A fair approximation in the distribution of turbulent energy is
appreciated from the spectra, which suggests that the wind field simulations successfully represent
the employed models.

3.3 Model description

Many of the structural analyses of wind turbines are performed on specialized aero-servo-hydro-
elastic software. Notwithstanding the flexibility allowed by those codes, which enable many pos-
sibilities of standard analyses, a fair degree of programming skills is needed to develop different
analyses under non-conventional load conditions. Different alternatives to solve the problem of ana-
lyzing a HAWT structure under a specific wind field condition are, for example, the coupled analyses
from computational fluid dynamics with finite element analysis (FEA). However, such approaches
require higher computational costs and are still encumbered with assumptions in the modeling of the
flow field, as well as the FSI. This section describes a practical alternative to perform the aeroelastic
analysis of a HAWT under the cyclone flow field. The analyses are performed in a commercial FEA
software, which is a powerful and versatile tool.

A finite element model (FEM) of the benchmark NREL 5 MW wind turbine37 was developed in the
FEA software ANSYS.38 The general description of the turbine, and the developed FEM, are detailed
in this section. The employed criteria for the aeroelastic analysis are also described.

3.3.1 Description of the turbine

The 5-MW reference wind turbine of the National Renewable Energy Laboratory (NREL) is a com-
plete structural and servo-mechanical conceptual model HAWT developed to enable the research and
technological studies of offshore wind energy.37 It is widely used in wind-energy-related research for
offshore analyses, and also to analyze HAWTs in onshore conditions. It is a conventional three-blade
HAWT that operates in upwind conditions, and its dimensions and characteristics are based on real
data from commercial wind turbines and technical tendencies from its time. The main general char-
acteristics that describe the structure of the 5-MW reference HAWT are summarized in Table 3.3.

Blade’s description

The blades are the more aerodynamically complex elements in a wind turbine. The geometric con-
figuration and characteristics of these elements are intended to extract the greatest-possible kinetic
energy from the wind stream. This is done by means of the lift force generated on the blades during
the diverse operation conditions of the turbine. Thus, the geometrical configuration of these elements
governs the aerodynamic forces on the structure of the HAWT during operation conditions, as well
as contributes when the turbine is parked and it needs to withstand extreme-wind events.6

The blades of the 5-MW reference wind turbine are composited from six different airfoils at the
outer span of the blade, which transition to a circular section at its root, i.e., at the hub connection.
The aerodynamic profiles that characterize the blade of the reference wind turbine are summarized
in Table 3.4. The default pitch angle β of the blade section, and its chord c, at diverse radial stations
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Table 3.3: General properties of the NREL 5-MW Baseline HAWT

Rated power 5.0 MW
Number of blades 3
Rotor diameter 126.0 m
Hub diameter 3.0 m
Hub height 90.0 m
Tower height 87.6 m
Cut-in wind speed 3.0 m/s
Rated wind speed 11.4 m/s
Cut-out wind speed 25.0 m/s
Rated rotor speed 12.1 rpm
Shaft tilt angle 5.0◦

Precone angle 2.5◦

Rotor mass 110,000.0 kg
Nacelle mass 240,000.0 kg
Tower mass 347,460.0 kg

are also presented. In Table 3.4, the variable r stands for the radial coordinate at the blade span, by
no means it must be confused with the radial position in a tropical cyclone wind field.

Table 3.4: Distribution of the aerodynamic properties of the blade for the 5-MW reference wind turbine

r β c Airfoil
(m) (◦) (m)

03.00 13.308 3.542 circular
08.33 13.308 4.167 circular
11.75 13.308 4.557 DU40-A17
18.85 11.480 4.652 DU35-A17
24.05 09.011 4.249 DU30-A17
32.25 06.544 3.748 DU25-A17
36.35 05.361 3.502 DU21-A17
44.55 03.125 3.010 NACA 64-618
62.00 00.150 1.400 NACA 64-618

The different airfoils that form the blades display different aerodynamic-force coefficients for lift
(CL), drag (CD), and moment (CM). How these static coefficients vary with respect to the angle of
attack α is displayed in Figure 3.4. The angle of attack α of the blade is measured from its chord axis
and, in this context, it must be distinguished from the power-law exponent that describes the wind
speed variation with height. Moreover, in the case of the circular profiles, a value for CD = 1.0 is
assumed, whereas the lift and moment coefficients are assumed null for circular sections.

3.3.2 Structural model

A FEM was developed in the ANSYS parametric design language (APDL) to analyze the selected
reference wind turbine. Since an intricate model would imply futile computing time expense, given
the compendious nature of the selected HAWT, a model with gratuitous features was avoided. The
developed model consisted mainly of beam and lumped-mass elements. How these elements were
configured is described in the following, as well as a comparison of the realized dynamic properties
of the structure with the ones reported in the original reference.37
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Figure 3.4: Aerodynamic coefficients for the airfoils that define the blade of the reference wind turbine

Blade modeling

According to the original reference of the NREL,37 each blade of the selected HAWT has a total mass
of 17,740 kg. The structural damping ratio of 0.477% is reported for all structural modes of the blade
element. Nevertheless, the natural frequencies of vibration in the edge-wise, flap-wise, or twist, di-
rections are omitted. No details about the materials or the structural configuration of the blades are
provided in the NREL document since the blade properties were based on another reference model.
However, the stiffness values in the different directions are reported at several span coordinates of
the blade.

The blades of the selected HAWT were modeled in APDL by means of the element BEAM188,
accounting for the reported stiffness values from the original reference.37 The chosen element ac-
counts for six degrees of freedom (DOFs) at each end and can support material nonlinearities if an
adequate material model is provided. Howbeit, in the present case study only the elastic behavior
of the structural elements is accounted for. Regarding the discretization of the blades in the model,
these were subdivided into 48 elements. The computed natural frequencies for the first 5 modes of a
single blade are listed in Table 3.5. As mentioned previously, in the original reference no natural fre-
quency is provided for the blades alone. However, further references that centered on the definition
of the structural properties, and in an elaborate FEM of the same reference blade, reported compa-
rable values.39 The comparison is included in Table 3.5, where resembling values can be appreciated
regardless of the simplifications adopted for the present study.
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Table 3.5: Blade dynamic properties computed from the APDL model

Mode Description Frequency Frequency
(this study) (SANDIA model)39

[Hz] [Hz]
1 1st �ap-wise 0.7034 0.87
2 1st edge-wise 1.1046 1.06
3 2nd �ap-wise 2.0414 2.68
4 2nd edge-wise 4.1432 3.91
5 3rd �ap-wise 4.7876 5.57

Nacelle and hub modeling

The hub mass is specified in the original report to be 56,780 kg, whereas the nacelle, as presented
in Table 3.3, is assumed to be 240,000 kg. These components of the turbine were represented in the
FEM by lumped masses, modeled by means of the element MASS21, which can account for the mass
and inertia in six DOFs. The rotational inertia of the nacelle around the yaw axis was considered
as 2,607,890 kg·m2, as specified in the original report.37 Moreover, the connection between these el-
ements, and the rest of the structural components was performed in the APDL model by means of
the element MPC184, which was defined as a rigid beam connecting the tower to the nacelle ele-
ment, and the latter to the hub. The blade-hub connection was also modeled by means of the element
MPC184. This was made for the sake of simplification, disregarding the dynamic contribution of the
nacelle-yaw actuator and drive-train connecting these elements. However, as presented in Table 3.6,
the dynamical similitude among the models was by no means depleted by these assumptions.

Tower modeling

The structural response of most HAWTs is often governed by the first bending modes of the tower.
According to the original report,37 the tower of the selected wind turbine is a hollow conical steel
section, with an outer diameter at its bottom equal to 6 m, and 3.87 m at its higher end. The thickness
of the tower is reported to be equal to 2.7 cm at the bottom, and 1.9 cm at the top, varying linearly
along the tower height. Nevertheless, in the original report,37 it is also mentioned that these values
had to be augmented by 30% to achieve bending-stiffness values comparable to the ones reported for
another reference wind turbine which served as a base model for the definition. Details on the struc-
tural configuration of the tower are omitted in the original report37 since it is intended as a conceptual
model. However, the material density suggested in the aforementioned reference is 8,500 kg/m3, thus
the weight of stiffeners and connection elements along the tower (e.g., welding and bolts) can be ac-
counted for in the model. The elastic modulus of the material is assumed as 210 GPa. The tower
was modeled in APDL by means of the BEAM188 element, defining a tapered hollow section, and
dividing it into 20 elements.

Figure 3.5 displays a rendered scheme of the developed model, whereas a comparison of the dy-
namic characteristics of the tower against the ones covered in the original report37 is presented in
Table 3.6. According to the modal analysis performed on the FEM, the first bending mode of the
tower represents more than 80% of the total mass contribution, in both the fore-aft and side-to-side
directions. From Table 3.6 it can be seen a fair similitude in the computed frequencies of the structure,
notwithstanding the simplifications adopted to develop the model. Moreover, the structure displays
very flexible dynamic behavior, a feature that can make it significantly sensitive to wind-induced buf-
feting forces.
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Figure 3.5: Finite element model for the 5-MW reference wind turbine

Table 3.6: Dynamic properties of the 5-MW reference wind turbine

Mode Description Frequency Frequency
(this study) (NREL model)37

[Hz] [Hz]
1 1st Tower side-to-side 0.3219 0.3120
2 1st Tower fore-aft 0.3252 0.3240
3 1st Drivetrain torsion 0.6868 0.6205
4 1st Blade �ap-wise yaw 0.7022 0.6664
5 1st Blade �ap-wise pitch 0.7152 0.6675
6 1st Blade edge-wise yaw 0.9305 1.0898
7 1st Blade edge-wise pitch 1.0565 1.0793
13 2nd Tower fore-aft 3.0282 2.9003
14 2nd Tower side-to-side 3.2820 2.9361

Note: the numbering and sorting in the modes follow the computed results for the present model under the assumptions described in the text.

3.3.3 Aeroelastic modeling

Flexible structures subjected to flow-induced loads are often capable of exhibiting large deformations.
These deformations can alter the pressure distribution product of the fluid flow over the body of the
structure, and therefore, the magnitude of flow-induced loads. Moreover, the structural responses,
such as accelerations or velocities, can be significant compared to the incident flow motion. This
accentuates the importance of regarding the structural response in the determination of the flow-
induced forces. The forces involved in the structural motion of a flow-excited structure can be classi-
fied into three types according to their origin: (i) Elastic forces, which are dependent on the structural
response, (ii) Flow-induced forces, which can be categorized into diverse types, according to the flow
mechanism or phenomenon originating them, and (iii) Inertial forces, induced by the acceleration of
the structure.40

The flow-induced forces can be classified into several categories, depending on the phenomena be-
hind their origin. In the present case study, the buffeting force due to the turbulent wind flow on the
structure is considered. Phenomena like vortex shedding, or flutter, are disregarded in the present
analysis due to the lack of the necessary aerodynamic information on the geometry of the model.
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Thus, taking into consideration the above statements, the equation of motion of a multi-DOF system
under a flow-induced excitation f f is expressed as:

Msd̈(t) + Csḋ(t) + Ksd(t) = f f (t) (3.22)

where Ms, Cs, and Ks represent the structural mass, damping, and stiffness matrices, respectively.
The structural response is represented by the vector d, and the over-dots denote time differentiation.
If the flow-induced excitation is a stationary process, the force vector f f can be separated into three
parts: a quasi-static force component fa, a buffeting component fa(t) dependent on time, and a self-
excited force component which depends on the structural response, that is:

f f (t) = fa + fa(t)−Mad̈(t)−Caḋ(t)−Kad(t) (3.23)

where the terms Ma, Ca, and Ka are the added mass, fluid damping, and fluid rigidity matrices,
respectively. These terms can be rearranged to the left side of Equation 3.22, resulting in:

(Ms + Ma) d̈ + (Cs + Ca) ḋ + (Ks + Ka)d = fa + fa (3.24)

where the indication of time dependence has been omitted for brevity. The added mass term is disre-
garded in the present case study. This is insofar since the density of the structure is several orders of
magnitude greater than the air density, and the contribution of the latter is easily outweighed by the
mass of the structure itself. The fluid damping, and the fluid rigidity, were estimated from the quasi-
steady assumption, as deduced and summarized in Appendix B. It must be observed that aerodynamic
instability can be modeled from this approach if the elements within Ca and Ka result in negative val-
ues. Informed FSI-modeling criteria must be adopted for the estimation of these matrices. In this
regard, quasi-steady aerodynamics appears disparaged in late publications centered on the subject
of structural aerodynamics. This is due to its simplicity, and its incapability to model the frequency-
dependent behavior of wind-induced loads. As displayed in some references,7,41 the outcomes from
quasi-steady assumptions tend to provide overestimated response results, however, these quantities
can be assumed to fall within acceptable boundaries of tolerance for high wind-speed intensities.

The structural damping was considered assuming viscous damping of 1% of the critical damp-
ing value, and Rayleigh-damping coefficients proportional to the mass and stiffness of the structure
were defined in the analyses. The frequencies adopted for the computation of these coefficients cor-
respond to the first and second bending frequencies of the tower in the fore-aft direction. The fluid
damping and fluid rigidity matrices were included in the APDL model by means of the element MA-
TRIX27. This is a two-node element capable of providing a six-DOF matrix at each end. Thus, it can
be incorporated into a structural model as an additional mass, damping, or stiffness matrix. Its imple-
mentation in APDL for an aeroelastic simulation is summarized in Appendix B. Figure 3.6 displays a
schematic of the APDL model with the inclusion of the fluid damping and rigidity elements.
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Figure 3.6: Finite element model for the 5-MW reference wind turbine including added damping and rigidity
elements

3.4 Results

The sets of 50 wind field simulations were analyzed for each site. Due to the lack of necessary infor-
mation on the aerodynamics of the nacelle, all the analyses consider that the turbine is aligned to the
main wind direction, assuming that the yaw mechanism of the turbine was still in operation at the
time the hypothetical storm falls at the site. This assumption narrows the cases covered in the present
case study. However, it adds to the avoidance of epistemic uncertainties in the results. A similar
criterion has also been adopted in other studies on the subject.7,12

The pitch angle of the blades was assumed in 90◦, i.e., with the chord of the blades oriented
normally to the rotor plane. This orientation is logical, for the rotor would generate lower drag
forces during strong winds with the adopted orientation. A comparison with the structural response
disregarding aerodynamic damping is included by means of spectral analyses of the wind-induced
dynamic response.

3.4.1 Exploration of the results

The structural responses evaluated in this case study correspond to the displacements at the top of
the tower (dx, dy), and the stress product of the bending moments at its base (Mx, My). A total of
100 aeroelastic time-history analyses were performed on the HAWT model to study its dynamic re-
sponse. According to the quasi-steady criterion summarized in Appendix B, the fluid damping and
fluid rigidity matrices are dependent on the mean wind velocity incident on the structure. Therefore,
each analysis considers a different value of aerodynamic damping and aerodynamic rigidity. The
blades of the turbine are the main contributors to these quantities, given the values of their aerody-
namic coefficients. On the contrary, a constant drag coefficient was assumed for the tower, with neg-
ligible aerodynamic- lift and twisting coefficients. These assumptions might imply lower or higher
contribution from the fluid matrices on the structural response to a certain degree, depending on the
criteria adopted for the pitch configuration of the blades.

Figures 3.7 and 3.8 display a statistical summary of the power spectral density functions (PSDFs)
of the evaluated responses for the Cat. I simulations. The results of 20 analyses that disregard the
effects of fluid damping, and rigidity, are compared with the ones from 20 analyses performed under
the FSI assumptions summarized in the previous section.
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Figure 3.7: Spectral comparison between aeroelastic (AE) and non-aeroelastic (STR) time-history tower displace-
ments

Figure 3.8: Spectral comparison between aeroelastic (AE) and non-aeroelastic (STR) time-history tower-base
moments
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From Figure 3.7 the ensemble average of the displacement spectra is denoted as
〈
Sdi

〉
, where the

sub-index i represents either the along-wind (x) or across-wind (y) direction. This is analogous to the
moment spectra in Figure 3.8. From both figures, it can be seen that the fluid damping appears to con-
tribute little to the stochastic component of structural response at the first bending-mode frequency
of the tower. Even more, some spectral ordinates at this frequency appear to be slightly higher for the
aeroelastic spectra than the non-aeroelastic ones. These observations have two main explanations: (i)
As mentioned in Section 3.3.2, the tower-bending modes contribute more than 80% to the dynamic
response. Given the assumed aerodynamic characteristics of the tower (i.e., constant drag coefficient,
and no lift or twist contributions), the motion of the tower adds no damping to the structure. (ii)
Because the blades are assumed to be along-wind oriented, their aerodynamic contribution in the
along-wind (drag) direction is rather minute (see Figure 3.4). Moreover, the existent coupling in the
fluid damping and fluid rigidity matrices with other aerodynamic DOFs can incorporate negative
contributions to the drag component (see Appendix B). This causes a slight increase in the dynamic
response amplitude in the along-wind direction. Contrarily, the structural responses associated with
the blade-lift DOFs are more likely to display positive values of fluid damping. This last statement
can be justified by looking at frequencies where the aerodynamic DOF in the lift direction of the blade
has greater participation. For example, at the frequencies associated with the flapping modes of the
blades. At these frequencies, lower spectral amplitudes from the aeroelastic analyses are observed in
Figures 3.7 and 3.8.

Despite the slight differences observed in the PSDFs of structural response, the inclusion of fluid
damping and fluid rigidity is consequential in the probabilistic characterization of the response max-
ima. This assertion can be justified by looking at the probability plots from the maxima computed
from 20 aeroelastic analyses, and their non-aeroelastic counterparts. Figure 3.9 displays these rep-
resentations for data from the Category-III analyses. The p-values from a two-sample Kolmogorov-
Smirnov test are also displayed in the figure. A normal-distribution fit is also included as a reference.
From Figure 3.9 it can be seen that the negative (and minute) damping contribution in the along-wind
direction is significant for the estimation of the probability distribution of response maxima. The null
hypothesis implying that the two samples come from the same distribution would be rejected at a 5%
significance level. For the across-wind displacements, the situation is the opposite: fluid damping
and rigidity contribute to the response diminution, but with no sufficiency to regard an alteration in
the probability distribution of the structural-response maxima.

Figure 3.9: Normal-distribution probability plot of displacements from aeroelastic (AE) and non-aeroelastic
(STR) analyses
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Furthermore, the response coupling is increased due to the aerodynamic damping and rigidity.
This effect can be appreciated by looking at the measured correlation between the response histories
from a set of 20 analyses that account for FSI, and comparing these values with estimations from anal-
yses that disregard it. Figure 3.10 displays values of linear correlation for the structural response of
the HAWT in the along-wind and across-wind directions. A greater degree of association is displayed
from the analyses that account for the fluid damping and rigidity matrices.

Figure 3.10: Measured linear correlation coefficients from aeroelastic (AE) and non-aeroelastic (STR) analyses

3.4.2 Peak factor

The maximum response of any wind-sensitive structure is of interest when it is analyzed under the
action of extreme wind events. Professor Alan Davenport developed the theoretical formulations
to estimate the maximum response of wind-excited structures under gusty winds. The assumptions
adopted for his derivations are that both the wind excitation and the structural response are stochastic
Gaussian processes.42 These expressions are adopted by virtually all wind-engineering standards and
references. For example, the expression provided by the Manual of Civil Works from Mexican CFE35

states that the quasi-static response of wind turbines must be multiplied by the following factor to
account for the probable maximum in a 10-min time interval:

FRR = 1 + 2kp Iu(zs)
√

B2 + R2 (3.25)

where B and R stand for the background and resonant components of the response, respectively. Iu
represents the turbulence intensity in the along-wind direction, zs is the reference height (the hub
height, in the case of HAWTs), and kp is the peak factor as deduced originally by Davenport.42

The values of B and R are estimated from approximations of the structural response spectra, which, as
can be seen in Figures 3.7 and 3.8, show resemblances between the non-aeroelastic and the aeroelastic
results for the assumptions of this study. Moreover, kp is determined from the statistical properties of
the response histories. The conventional expression for the peak factor is stated as42:

kp =
√

2 ln(νT) +
γ√

2 ln(νT)
(3.26)
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where γ is the Euler’s constant (≈0.5772), ν is the rate of up-crossings from the response history, and
T is the length of the response signal.

Given the degree of coupling between the components of structural response in the x- and y- di-
rections, aggrandized by the fluid damping and rigidity, the assumption of Gaussianity might be of no
application in the estimation of the extreme values of the structural response. This can imply over- or
underestimation of the response maxima. To verify the validity of these assumptions, an exploration
of the probabilistic characterization of the structural response is presented in the following sections.

Characterization of response amplitudes

The evaluation of the amplitude distribution of structural responses was carried out to determine if
it is adequately represented by a Gaussian process. A Gaussian distribution is characterized by being
symmetric and having a kurtosis of 3. The first examination carried out on the data was by estimating
the skewness and kurtosis of the response amplitudes from each simulation. Figure 3.11 displays the
values of these parameters from each analysis for the displacements in the x- and y-directions. The
corresponding values for base moments around these axes are also displayed, as well as the skewness
and kurtosis for the vector sum of the response components.
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Figure 3.11: Skewness and kurtosis from structural responses

From Figure 3.11 it is seen that, overall, the responses in the x- and y-directions are symmetric to a
certain degree. On the other hand, the resultant responses have positive skewness in all cases. More-
over, the kurtosis from all responses is more or less dispersed around 3. However, the greater part of
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the data seems to behave like a soft process, i.e., it displays values of kurtosis less than three. This can
be visualized more clearly in Figure 3.12, where box plots from the distribution of the kurtosis of the
data are presented.

Figure 3.12: Kurtosis values from structural responses

Given the presented examinations the following premises can be stated: (i) the structural response
can be fairly represented by a Gaussian distribution in the x- and y-directions since the amplitude
distribution of the data appears to be fairly symmetrical. However, the kurtosis of these responses
deviates from Gaussianity in the majority of cases. Therefore, a quantitative evaluation of the ade-
quateness of a Gaussian distribution is pertinent. (ii) Conventional structural analyses are centered
on the determination of the structural response in the along- and across-wind directions, whereas
the resultant vector of structural response might differ from these directions. It is seen from Figures
3.11 and 3.12 that the distribution of resultant amplitudes might display complicated features. If
the amplitudes of displacement in the along- and across-wind directions were to behave as indepen-
dent Gaussian processes, the resultant displacement could be represented by a Rayleigh distribution.
However, given the strong correlation displayed by the components of the response, a more uncom-
mon distribution is necessary for its probabilistic representation. Therefore, the probabilistic features
of the resultant response will be explored only incipiently in the present study.

Regarding the first premise from the previous paragraph, Kolmogorov-Smirnov tests were performed
on the normalized distributions of displacement amplitudes. The distributions considered for the
evaluation of the implied hypotheses were a standard-normal distribution and non-Gaussian distri-
butions as estimated from diverse moment-based models. These models account for processes with
kurtosis other than three.43,44 Figure 3.13 displays the p-values computed from these tests for the
along- and across-wind displacements of each analysis. The conventional 5% significance level to
reject the null hypothesis of the test is included as a reference.

Regarding Figure 3.13, the observations that fall in the southwest quadrant are responses in which
neither dx nor dy were fairly represented by the selected distributions. The southeast quadrant holds
responses where only the x-component displays a fair probability of being represented by the selected
distribution; this is analogous to the y-component of response but in the northwest quadrant. Lastly,
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Figure 3.13: Evaluation of goodness of response amplitude distributions

the northeast quadrant holds the observations in which the responses in both the x- and y-directions
display a fair probability of being represented by the selected distributions. It can be inferred from
the figure that the amplitudes of displacements display a rather non-Gaussian behavior. Whether
the considerations currently adopted by common standards are adequate is briefly discussed in the
following section.

Peak factor evaluation

The peak factors associated with the maximum values of response measured from each analysis for
both the Cat. I and Cat. III events are displayed in Figure 3.14. Moreover, the peak factor measured
from the vector sum of displacement components, i.e., from d2

r = d2
x + d2

y is also displayed. The
peak factors computed according to Equation 3.26 in the two main components are also presented
in the figure. As can be seen from Figure 3.14, the conventional peak factors for dx and dy tend to
over-predict the measured values. However, this is a conservative criterion that adds to the safety
of the structures designed under this assumption. This overestimation is attributed in this work to
the general tendency in the response data towards a soft process. Notwithstanding, the peak factors
measured from the resultant responses display larger values. This can underestimate important re-
sponses in symmetrical structures, like HAWT towers. The approach proposed here to estimate a
safe value for a ‘combined-response’ peak factor comes from the evaluation of k2

p,r = k2
p,x + (0.8kp,y)2.

This value for kp,r is displayed in Figure 3.14 as a dashed line. The constant of 0.8 has been defined in-
tuitively given the correlation values displayed by the components of the response. It is given a value
lower than unity since the maximum response in the x-direction is unlikely to occur at the same time
that the maximum response in the y-direction. However, the definition of more detailed criteria is out
of the scope of the present work.
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Figure 3.14: Peak factors computed from the structural response

3.4.3 Reliability evaluation

The main structural component of a HAWT is the tower, thus it is of major importance to determine its
performance during extreme wind events. Other studies that have served as a basis for the present
work have defined different performance levels for this element.45 In this study, two performance
thresholds are evaluated. The former corresponds to the probability of a residual displacement of
∼0.1% of the tower height to be produced by the cyclone event. The latter corresponds to the prob-
ability of reaching the nominal capacity of the tower section at its base. The residual displacement
is evaluated as a function of the tower-tip displacement. In this study, it is assumed that this level
is reached at a displacement of 1.5% of the tower height.45 As for the determination of the section
capacity, it is defined from expressions presented in documents for recommended practice for the
structural design of HAWT structures.46 These recommendations suggest the following threshold to
estimate the tower capacity from the stress at its walls:

φcFcr ≥
Pu

A
+

Mu

S
(3.27)

where φc is the capacity reduction factor for combined axial load and bending (assumed as 1.0 in this
study). Pu and Mu are the axial force and bending moment acting on the structure, respectively; and
A and S are the cross-section area and elastic section modulus, respectively. The stress Fcr is computed
from the expression:

Fcr =



Fy if Dc
tc
≤ 0.11E

Fy

0.038E
(Dc/tc)

+ 2
3 Fy if 0.11E

Fy
< Dc

tc
≤ 0.357E

Fy

0.276E
(Dc/tc)

if 0.357E
Fy

< Dc
tc
≤ 330

(3.28)
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where Fy is the yielding stress of the material, and tc is the thickness of the tower wall. In this case
study Fy was assumed as 350 MPa, whereas the value of tc accounts for the increased stiffness for the
present model, as mentioned in Section 3.3.2.

The probability of failure is defined by the following expression:

Pf =
∫

g(x)≤0
fx(x) dx (3.29)

where g(x) is a performance function that describes the limit state being evaluated, and x is a vector
of random variables that intervene in the structural capacity. These random variables often include
as uncertain quantities the load acting on the system, as well as the material properties and structural
dimensions, among other possible sources of uncertainty. In the present case study, the loads on the
tower and its capacity are assumed uncertain. The joint PDF of the random variables that intervene is
represented by fx(x). Moreover, the function g(x) can be defined as g(x) = R− S, where R represents
the resistance of the structural system, whereas S, in this context, represents the loads acting on it.
Accounting for the aforementioned assumptions, the probability of failure can also be expressed as:

Pf =
∫

all x
FR(x) fS(x) dx (3.30)

where FR and fS are the CDF and PDF of structural capacity and loads, respectively. In this regard, the
structural capacity was assumed to be represented by a lognormal distribution, with a coefficient of
variation of 20%, for both the displacement and tower stress. On that matter, the values of 0.015zs and
Fcr were assumed as the mean of the response capacity for the levels of performance under evaluation.
These criteria have reduced the problem to the determination of the PDF that adequately describes
the behavior of the response maxima. Direct integration was performed to evaluate the probability
of exceeding the maximum displacement, as well as the exceedance probability of Fcr. The following
section elaborates on this subject.

Characterization of response maxima

The resultant stress at the bottom walls of the tower was computed by means of Equation 3.27 for
each of the 100 aeroelastic analyses performed. Subsequently, the maximum value from those re-
sponse histories was identified. Different PDFs were fitted to the data separated into the Cat. I and
Cat. III analyses. This was analogous to the displacement in the along-wind, and resultant directions.
The PDF fittings that were evaluated correspond to the following distributions: Normal, Lognormal,
Generalized Extreme Value (GEV), Weibull, and the moment-based distribution computed from the
statistical moments of the samples.43,44 Table 3.7 displays the p-values estimated from a Kolmogorov-
Smirnov test performed on the estimated distributions of the data.

Table 3.7: Evaluation of adequacy (p-values) of various distributions for the response maxima on the tower

Distribution Cat. I Cat. III
dx dr Stress dx dr Stress

Normal 0.7378 0.9831 0.9791 0.9685 0.6913 0.8069
Lognormal 0.9455 0.9934 0.9997 0.9900 0.9267 0.9761

GEV 0.7766 0.9957 0.9785 0.9826 0.9516 0.9498
Weibull 0.3478 0.6216 0.5670 0.6355 0.2872 0.3648

Moment-Based 0.8127 0.9953 0.9804 0.9110 0.8466 0.8014

From Table 3.7 it is seen that the hypothesis stating that the response maxima (either displacement
or stress) come from the evaluated distributions is rejected for none of them at conventional signif-
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icance levels. It is also seen that the Lognormal distribution displays the greatest similitude with
the data. Notwithstanding, the behavior of the distribution at its ‘tail’ is of significant importance.
Figures 3.15 and 3.16 display the probability distributions fitted to the stress data, along with the
probability of exceedance of stress maxima estimated for the Lognormal, GEV, and moment-based
(M-B) distributions, for the Cat. I and Cat. III results, respectively. The probability of exceeding a
certain level of stress once in 200 years is marked in both figures as reference. It can be observed
the sensitivity of the response values to the tail-behavior characterization for the required levels of
reliability, even for distributions that represent the data as adequately as the ones displayed.

Figure 3.15: Probability distribution of tower stress maxima for the Category I analyses

Figure 3.16: Probability distribution of tower stress maxima for the Category III analyses
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Probability of failure

Various probability distributions that represent fairly the behavior of the response maxima have been
estimated. Based on these estimations, the probability of failure as defined in Equation 3.29 is evalu-
ated for the two sites assumed in this case study. According to Equation 3.28, the mean resistant stress
of the tower at its base is 260.82 MPa, whereas the mean of the threshold defined for displacement
is 1.125 m. The probability of failure is thus evaluated under all the assumptions described in this
section. Table 3.8 displays the different values of Pf for the distributions displayed in Figures 3.15
and 3.16. Only the resultant displacement and stress are displayed in the table.

Table 3.8: Probability of failure for the two sites and performance levels evaluated

Distribution Cat. I Cat. III
Disp. Stress Disp. Stress

Lognormal 0.0161 2.02E-09 0.9214 0.0086
GEV 0.0155 8.68E-10 0.9217 0.0087

Moment-Based 0.0159 1.07E-09 0.9207 0.0089

From Table 3.8 it can be seen that the selected HAWT displays a fair probability of reaching a
residual displacement at a Category I hurricane. This damage state is almost certain for a Category
III event. Moreover, the probability of exceeding the tower capacity once in a 200-year time interval
(i.e., 9.51E-08) is unreached for the Oaxaca site. Contrarily, it is widely surpassed for the Yucatan site,
even for a shorter return period, such as the one suggested for extreme wind by the IEC 61400-1.4

3.5 Conclusions

The NREL 5-MW reference wind turbine is a widely employed model in wind energy research. Al-
though it is a conceptual one, it is intended to represent the characteristics of real multi-megawatt
turbines. The results from this study demonstrate that the criteria from technical recommendations
for wind actions on structures currently adopted for Mexico permit the deployment of similar tur-
bines for sites prone to low-category cyclone intensities. Notwithstanding, a great part of Mexican
territory, as well as many other tropical regions, is prone to greater wind intestines due to cyclone
hazard. This will demand the adequate characterization of extreme-event wind actions and struc-
tural response to continue the deployment of wind energy.

Lastly, the following summary displays the conclusions of the present study:

– Two sites prone to tropical cyclones, with different wind hazard levels, have been selected for
the study of the structural response of a HAWT.

– The wind flow used for the analyses is concordant with models from observations and studies
on the characteristics of the TCBL.

– The TCBL simulated from the used models displays significantly greater values than the synop-
tic profile as proposed in the CFE35 and other wind-loading standards. This appears significant
for structures as high as the one analyzed in this chapter.

– The parameters that characterize the probability distribution of the central pressure deficit have
been defined for their application in flow-field simulations. Two different PDFs have been con-
sidered to model its behavior. Moreover, these parameters have been associated with conven-
tional tropical cyclone classifications.

– An aeroelastic FEM that allows the possibility of analyzing the structure under diverse phenom-
ena considering the FSI was defined. Although the analyses on the model were elastic, further
studies from this approach can consider the inelastic behavior of its structural components.
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– The FSI, as considered in this study, represents negligible differences in the spectral analysis of
the structural response. However, it spawns considerable differences in terms of its probability
distribution. Moreover, the fluid damping and rigidity represent greater values of coupling in
the structural response.

– The peak factor in the combined direction represents greater response values than the ones in
the along-wind direction. Notwithstanding, an elaborate analysis of the peak factors in the
combined direction remains a task for further studies.

– The peak factors as suggested in common wind standards, such as the CFE provisions,35 are ad-
equate for single-direction analyses in which the aerodynamic effects induce no non-linearities
in the structural response. However, in symmetrical structures, the greater displacements ap-
pear in a coupled direction. Thus, a rudimentary alternative to cover this omission was pro-
posed. Further analyses on this matter fall out of the scope and temporal frame of the study.

– For the site with a lower cyclone hazard (Cat. I), significant probabilities of reaching a residual
displacement in the tower were found, whereas this damage state is virtually certain for the
Cat. III analyses.

– For the Category-I events, the probability of tower failure is lower than the probability associ-
ated with a failure occurrence with a 200-year return period. For the Category-III events, it is
several orders of magnitude greater, even if the failure occurrences are compared to a 50-year
return period.
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Chapter 4

Fragility evaluation of typical wind-turbine
structures under cyclone-induced loads

According to the Climatescope survey from 2017,1 developing countries represented about 60% of the
total greenhouse gas emissions. This has encouraged the deployment of wind energy projects with
the objective of cleaner energy production in these countries. According to the said survey, Mexico
was among the countries with the most ambitious target for the reduction of greenhouse gas emis-
sions, which had been one of the main motivations for the growth of wind energy in that country. By
2010 it was estimated that Mexico held an onshore wind potential of about 70 GW.2 These arguments
motivated the development of wind power plant projects along the country, and encourage the con-
tinuation of the production of energy from wind resources in a reliable manner.

This section covers the definition of three hypothetical wind turbine structures which are assumed
to represent the ones currently installed in Mexico. The dimensions of these structures have been
defined based on the characteristics of real turbines, and their structural response is estimated from
cyclone-induced loads. Moreover, structural reliability concepts are applied to a fragility analysis of
the three turbines.

4.1 Wind farms in Mexico

Wind energy has experienced rapid growth in recent decades due to the constant technological devel-
opment on the subject. This has allowed a reduction in the cost of manufacturing, deployment, and
grid integration of wind farms. In the case of onshore wind farms, the cost diminution was estimated
to be∼25% from 2010 to 2017,3 which has contributed to the recent growth of wind farms worldwide,
including in developing countries.

Since the construction of the first wind farm in Mexico in 1994, with a capacity of∼1.5 MW,4 Mex-
ico has experienced considerable growth in wind energy. In 2020 it was within the 5 counties of the
Americas with greater installed wind capacity. Moreover, according to the IEA, Mexico was among
the countries members of the said association with greater wind energy capacity growth in 2017.3

The wind turbines currently installed in Mexico are medium-sized.3 Their average rated power is
2.1 MW, whereas the average height is 78.2 m.4 This can be appreciated from the histograms dis-
played in Figure 4.1, which consider the information on the existing Mexican wind farms until 2019
(also displayed previously in Figure 1.3).
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Figure 4.1: Wind turbines in Mexico (2019)

As can be seen from Figure 4.1, two parameters have been selected for the characterization of the
existing wind turbines. The hub height is an important parameter, because the tower governs the
dynamic response of the structure, as displayed in the structural analyses performed in Chapter 3.
Another important parameter is the nominal capacity of the turbine. This is due to the direct depen-
dency of the power extracted by the turbine on the dimension of its main components, like the rotor.

Inasmuch as Mexico is a country exposed to a wide variety of natural hazards, which include
tropical cyclones, the need for adequate assessment of wind-farm risk metrics becomes peremptory.
Regarding risk assessment, the vulnerability functions are key tools that allow relating the intensity
of a particular phenomenon acting on a structure with a measure of its probable consequence, given
the structural performance. This consequence can be measured, for example, as losses (social or eco-
nomic).5 It is thus convenient to evaluate in terms of probability the performance of the structural
system under study. In that regard, the fragility functions have become a key element in risk analyses,
since they relate the intensity of a physical phenomenon with the probability of reaching or exceed-
ing a level of physical damage of the structure. The literature covering the definition of fragility
functions on civil structures is wide in earthquake engineering, however, it is scarce on wind engi-
neering topics. Some authors have applied these concepts to the study of the structural performance
of buildings under wind action.6,7 There are also some studies that have investigated the application
of fragility functions on wind turbines.8–14 However, flow-field conditions concordant with tropical
cyclones have been disregarded by most of the references found in the literature on the subject.

In the next sections, three turbines are defined based on the more common parametric dimensions
summarized in Figure 4.1. These turbines are analyzed under several intensities of cyclone-induced
wind action on them, and a fragility analysis is performed considering different performance levels.

4.2 De�nition of hypothetical wind turbine structures

According to the information displayed in Figure 4.1, three different heights were selected to model
representative turbines. To cover a wider range of heights accounting for the existing number of tur-
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bines, these heights were selected as 44, 80, and 100 m. Based on these values, a nominal capacity
was assumed for each turbine height, respectively: 1.0, 2.5, and 3.3 MW. These capacities were guided
from the dimensions displayed in catalogs of one of the manufacturers with the greater number of
turbines installed in Mexico. Furthermore, they are fairly concordant with the distribution of capaci-
ties summarized in Figure 4.1.

Due to the fact that the analyses described in this chapter correspond to cyclone-induced loads,
the turbines were assumed to be in fully-parked position, such as in the cases studied in Chapter
3. This allows simplifying the definition of the turbines to their main components involved in the
aerodynamic loads on the structure and its dynamic response. That is, the definition of the turbines is
centered on the description of the aerodynamic and structural characteristics of the blades, the tower,
and the nacelle.

The analyses on the turbines were performed by means of finite element modeling. The FEM
was developed in APDL, and a criterion similar to the one described in Chapter 3 was adopted for
the definition of the models. However, an important difference in the modeling procedure adopted
for the three turbines is the aerodynamic damping, since it was disregarded in the present analysis.
This criterion was adopted because the aerodynamic characteristics of the turbines account for many
assumptions, as described ahead in this section, and it would be futile to detail the contribution of
aerodynamic damping in the flow-induced forces and structural behavior. Moreover, as performed in
the analyses developed in Chapter 3, the yaw actuator and drive train are assumed as rigid elements.
The following subsections describe the criteria adopted for the dimension definition of the turbines
and the development of their respective FEMs for structural analyses.

4.2.1 De�nition of blades and nacelle

Based on the selected hub heights for the hypothetical turbines (44, 80, and 100 m), three nominal
capacities were assumed for each of them, respectively, 1, 2.5, and 3.3 MW. These capacities were
selected based on the commercial information from one of the wind turbine manufacturers with the
greater number of turbines deployed in Mexico. The relevance of the selection of the turbine capac-
ities stands in the definition of rotor diameters. According to the information from the same man-
ufacturer, the rotor diameters for the aforementioned capacities are, respectively, 50, 90, and 114 m.
These rotor dimensions were selected to define the properties of the turbines to be analyzed, and a
hub radius equal to 1.5 m was assumed for the three cases.

The National Renewable Energy Laboratory has published aids and tools for the estimation of
costs of, onshore and offshore, wind energy. These tools are mainly based on the sizes of turbine com-
ponents,15 and the information from these models derives from industry data. The reports include
models for the estimation of wind-turbine component cost and dimension, and the input variables are
mainly rotor sizes, among other parameters that describe the turbine. From one of the models pub-
lished by the NREL,15 the masses for the blades were estimated, respectively as: 1,897.14; 8,699.09;
and 12,808.28 kg.

The dynamic properties of these blades were approximated based on a model fitting the fundamental
frequency values of three wind turbine blades as reported by other studies.16 From this information,
the blade frequencies in the flap-wise direction were estimated as 1.85, 1.20, and 0.94 Hz, in ascending
order of blade length. In the case of the edge-wise frequencies, these were estimated in an analogous
manner respectively as 2.15, 1.60, and 1.38 Hz. To satisfy these dynamic characteristics in the FEM, a
constant rectangular cross-section (of cross-section area b× h) was assumed along the beam elements
composing the blades of the turbines. For the FEM, an elastic modulus of 38 GPa was assumed for
the blades. All the aforementioned assumptions are summarized in Table 4.1.

Analogously as performed for the blade characteristics, the masses for the nacelle and hub of the
three turbines were approximated from fittings performed to values displayed in other references
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Table 4.1: Summary of blade properties for the three wind turbines

Rated Blade Flap-wise Edge-wise Total Distributed b h
Power Length frequency frequency mass mass
(MW) (m) (Hz) (Hz) (kg) (kg/m) (m) (m)
1.0 23.50 1.85 2.15 1,897.14 80.73 0.525 0.600
2.5 43.50 1.20 1.60 8,699.09 199.98 0.950 1.250
3.3 55.50 0.94 1.38 12,808.28 230.78 1.075 1.600

from the NREL.17 The nacelle and hub masses were estimated as summarized in Table 4.2. The hub
and nacelle were modeled by means of the element MASS21 in APDL. These elements were assumed
as lumped masses at the top of the tower, linked to the tower elements by means of the element
MPC184. This criterion is analogous to the one described in Section 3.3.2. The blades were modeled
by means of the element BEAM4, assuming a rectangular cross-section. The modeling of the tower
for the three turbines is described in the following section.

Table 4.2: Summary of hub and nacelle properties for the three wind turbines

Rated Hub Nacelle
Power mass mass
(MW) (kg) (kg)
1.0 22,531.75 28,444.55
2.5 40,577.14 72,237.31
3.3 51,372.38 126,362.73

4.2.2 De�nition of the tower

In reality, each wind turbine tower structure has its peculiarities. For the present study, due to the fact
that the hypothetical turbines are based only on overall dimensions, the definition of the tower struc-
ture followed a criterion based on the scaling of an already-defined wind turbine support structure.
The wind turbine tower prototype presented in the work of Bazeos et al.18 is described in great detail,
thus, it was selected for its scaling for the three wind turbines. The original steel structure is nearly
38.0 m high and is defined from three main hollow cylindrical sections of three different diameters
and several thicknesses, connected by hollow truncated conical sections for the transition between
the tower elements. The proportions of the sections composing the geometry of the steel tower have
been scaled holding the same thickness-to-diameter ratios from the original reference,18 following the
selected heights for the hypothetical wind turbines. The overall dimensions for the three hypothetical
turbines are summarized in Table 4.3.

Table 4.3: Overall dimensions of the modeled wind turbine towers

Property Rated Power [MW]
1.0 2.5 3.3

Hub height [m] 44.00 80.00 100.00
Tower bottom diameter [m] 3.20 5.90 7.40
Tower top diameter [m] 2.10 3.80 4.80

Tower bottom thickness [mm] 19.00 32.00 45.00
Tower top thickness [mm] 13.00 22.00 25.00

Analogously to what has been described in Section 3.3.2, the tower structure was modeled in
APDL by means of the element BEAM188, assuming an elastic modulus of 210 GPa and a Poisson
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modulus of 0.33 for the material. Moreover, as performed similarly for the case analyzed in Section
3.3.2, the density for the tower material was assumed as 8,243 kg/m3 to account for additional mass
involved in the weight of the tower from stiffeners, welding, and other possible connection elements.

The FEM of the turbines was developed under the assumptions described previously. Their iden-
tified dynamic properties are summarized in Table 4.4. Note that, although no elaborate structural
design was performed on the defined structures, their natural frequencies are comparable to the val-
ues reported for benchmark wind turbines, such as those defined for the project WindPACT of the
NREL.19 Moreover, their structural capacities are expected to resemble those of a commercial wind
turbine support structure, inasmuch as their structural density per unit height is comparable to the
values displayed by the aforementioned reference turbines.19 This claim can be sustained considering
that the ultimate strength of a structural element is strongly related to the quantity of material used
for its construction, and the cross-section geometries from the hypothetical turbines and the ones
from the WindPACT project are similar. Figure 4.2 displays a schematic comparison between the val-
ues computed for the developed models and the ones from the aforementioned reference turbines,
including also the values for the reference turbine analyzed in Chapter 3.20 Furthermore, a compari-
son between the elastic and plastic section moduli of the NREL turbines, and the ones defined in this
study is presented in Figure 4.3. The compared values are particular to locations at the base of the
towers, and a fraction of 0.3 times their height. A fair resemblance between the structural character-
istics of the turbines defined in this study and the ones from the reference studies can be appreciated
from both figures.

Table 4.4: Dynamic properties of the modeled wind turbine towers

Property Rated Power [MW]
1.0 2.5 3.3

Hub height [m] 44.00 80.00 100.00
Tower mass [kg] 21,718.65 122,844.04 231,630.99

Frequency (Side-to-Side) [Hz] 0.479 0.383 0.338
Frequency (Fore-Aft) [Hz] 0.484 0.390 0.344

Figure 4.2: Structural summary of the hypothetical and reference wind turbines
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Figure 4.3: Section moduli of the hypothetical and reference wind turbines

4.3 Wind loads

The criteria adopted for the computation of the loads on the structures for their fragility analyses are
described in this section. These include the aerodynamic assumptions for the modeled structures, as
well as the flow-field characteristics.

4.3.1 Wind �eld simulation

The wind field assumed for the present analyses is concordant to tropical-cyclone conditions. The
same models and procedures described in Section 3.2.1 for the simulation of the tropical cyclone
boundary layer were employed for all the analyses. Due to the actual distribution of wind farms in
Mexico, the assumptions adopted for the present analyses consider a hypothetical site located in the
Mexican state of Oaxaca. Dissimilarly to the conditions assumed for the studies carried out in Chap-
ter 3, only one site was considered for the present analyses. This is due to the number of time-history
computations necessary for the fragility analysis of the three turbines.

As commented in previous paragraphs, a fragility analysis describes the probability of a structural
system to reach or exceed a certain performance level (or damage state) under the action of a specific
phenomenon given an intensity level of it. In the present study, the phenomenon is cyclone-induced
wind action on the wind turbines. To determine the damage probability, a set of flow-field simula-
tions was performed for every intensity level considered for the analysis of each structure. The mean
wind speed measured at a height of 10 m was selected as the intensity measure for the fragility anal-
yses. Moreover, recalling some of the assumptions necessary for the implementation of the models
summarized in Chapter 3, a latitude angle equal to 16.581◦ was considered for all the simulations.

To cover the wide range of intensities necessary for the evaluation of the structural response, and
dissimilarly to the criteria adopted for the analyses performed in Chapter 3, a probability distribution
for the surface pressure deficit ∆ps was disregarded for the present study. Due to this assumption,
∆ps was premised as a uniform random variable ranging from values from 15 to 150 hPa for each
wind-field simulation. As for the radial position for the site under analysis with respect to the center
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of the storm, the same assumptions adopted for the analyses described in Chapter 3 were used, i.e.,
the radial position was assumed as a random variable with uniform distribution in each simulation,
assigning it a random value between 0 and 200 km.

The range of intensities covered for the simulations consists of 20 levels. These intensity levels
assume values of mean wind speed at 10 m height from 30 to 70 m/s, in increments of 2 m/s. A total
of 30 wind field simulations, or seeds, were considered for each intensity level for each of the turbines.
Figure 4.4 displays some of the values computed of the mean wind speed profiles simulated for the 1
MW wind turbine, along with some of the values of the parameters involved in the simulation of the
TCBL.

Figure 4.4: TCBL flow-field simulations for the 1 MW wind turbine: (a) Mean velocity profile, (b) Height of
maximum wind, (c) Radius of maximum wind

4.3.2 Aerodynamic loads

As mentioned before in this chapter, due to the fact that the turbines are hypothetical, the aerody-
namic properties of their blade elements are assumed to be represented by an airfoil common for
wind energy purposes. However, an elaborate aerodynamic definition of these elements is out of the
scope of the analyses. Moreover, the conditions assumed for the present study are similar to the ones
described in Chapter 3, where the main aerodynamic contribution to the loads on the structure is
the tower element. Therefore, an elaborate aerodynamic definition and an aeroelastic analysis of the
structure are disregarded.

The blades of the three turbines were assumed to be represented by a NACA 63-415 airfoil. The
chord of these blades was assumed to vary linearly along each one, from 0.11 times the blade length
at a fraction of 0.18 the blade length (disregarding the hub radius), to 0.04 times the blade length at
the outer rotor radius. The aerodynamic coefficients of the assumed blades at a Reynolds number of
1E6 are displayed in Figure 4.5. Moreover, analogously to the assumptions regarded in the analyses
performed in Chapter 3, the blades were assumed to be oriented with the chord parallel to the wind
direction. The root of the blade was assumed as a circular section, and the aerodynamic coefficients
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at radial positions between the root and the position at 0.18 times the blade length were assumed to
vary linearly. Lastly, the tilt angle and pre-cone of the blades were disregarded on the models.

Figure 4.5: Aerodynamic coefficients of the assumed blades

The circular sections were assumed to produce only drag forces, and any other aerodynamic phe-
nomenon (e.g., vortex shedding) was disregarded. The drag coefficients of all circular sections in-
volved in the model were assumed to be 1.2. Thus, the forces per unit length applied to the FEM
were computed from the conventional equation of flow-induced forces, expressed as (e.g., for the
drag force):

D =
1
2

ρU2ciCD (4.1)

where ci represents the characteristic length of the element where the force is being applied, e.g., the
diameter of the tower section, or the blade chord. The lift force and aerodynamic moments were
computed analogously, considering their respective aerodynamic coefficients.

4.4 Results and fragility analyses

Structural risk is often evaluated in terms of the probability of exceeding a value of a decision variable
of interest.21 This decision variable is an attribute that can be measured and that reflects the structural
performance of a particular system, e.g., economic losses. The level of performance of a particular
structure can be defined through thresholds of damage, referred often as limit states, or damage thresh-
olds. The limit state can be understood as the boundary between two different damage conditions,
which are often called damage states.5 Fragility functions, or fragility curves, provide information nec-
essary in risk assessment of any kind of hazard, as they allow to estimate the probability of reaching a
certain limit state, given the occurrence of a phenomenon that affects the structure with a certain level
of intensity. The intensity of the phenomenon is expressed in terms of an intensity measure, which
must characterize adequately the phenomenon, and correlate with the structural response.
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4.4.1 Response histories

A total of 30 turbulent wind field simulations were performed for each wind intensity and each of the
modeled turbines. Each of the simulations considered a total duration of 600 s. A total of 1,800 time-
history analyses were performed. To save computing time, these analyses were elastic. The analyses
could be carried out in either the frequency or the time domain, however, the time-domain approach
was adopted for a simpler definition and characterization of the time series and systematic analyses
in the APDL code. A damping ratio of 1% of the critical damping was considered for the analyses,
assuming Rayleigh damping coefficients from the first two bending frequencies of the tower. Figure
4.6 displays an example of the displacement histories for the three wind turbines, for a wind intensity
U(10) = 38 m/s. Note that the first 50 s from the signal were disregarded to avoid the inclusion of
numerical inaccuracies from the start of the analysis.

Figure 4.6: Along-wind displacement at the top of the tower: (a) for the 1MW turbine, (b) for the 2.5MW turbine,
(c) for the 3.3MW turbine

4.4.2 Damage states

In the present analysis, as mentioned previously, the intensity measure selected for the fragility evalu-
ation of the turbines is the mean wind speed measured at 10 m height, U(10). This intensity measure
was selected because it delivers in terms of practicality, for it holds a direct correlation with the flow-
induced forces on the structure, and therefore, with the structural response. This measure also allows
the analytic evaluation of the mean annual exceedance rate of the decision variable, as exemplified in
publications related to this study.4

As for the evaluated levels of performance, in the present analyses, three damage states were
considered. These damage states can be associated with the occurrence of minor, moderate, and
complete damage (collapse) on the wind turbine support structure. The thresholds for these damage
states are defined in the following.
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Tower top displacement

Design standards for common civil structures often establish displacement limits for specific actions.
These limits are defined as an attempt to avoid physical damage of the structure, as well as to avoid
collision between other bodies that might be near, to avoid an unstable configuration of the system,
damage to the non-structural elements, or excessive vibration. Wind turbines are no exception to
these kinds of problems. However, in common wind turbine standards, there is no specification on
this criterion.

The fragility evaluation of the support structure of a wind turbine under seismic action performed
by Nuta was published in 2011.22,23 Among the diverse damage measures explored in their work is
the maximum horizontal displacement at the top of the tower. Moreover, Nuta et al.23 considered
as damage state a residual displacement of the tower. They regarded criteria for the erection of steel
structures, which defined values of recumbence between 0.1% and 0.2% of the tower height. Accord-
ing to the analyses performed on an elaborate FEM by the aforementioned authors, the appearance
of a residual displacement of 0.2% occurred at an average lateral displacement of 2.50% of the tower
height.22

On this basis, for this study, a lateral displacement of 1.25% was assumed as a limit state to consider
the occurrence of a residual displacement on the tower structure. Note that the analyses performed
by Nuta22 assume earthquake action on the structure. However, the structure analyzed in the afore-
mentioned work holds sufficient dynamic resemblances with the turbines assumed for this study to
consider the adopted assumptions as reasonable ones.

Nominal capacity of the tower

The large slenderness ratios of steel tubular sections, such as those displayed by most wind turbine
support structures, encouraged the publication of recommendations for the structural design of these
elements.24 According to experimental tests performed on a natural-scale wind turbine tower,25 the
expressions presented by the ASCE and AWEA in their recommendations24 provided an adequate
prediction of the bending capacity of the tested element at the evaluated positions.

The nominal flexural strength capacity as specified in the ASCE recommendations24 has been sum-
marized in Equations 3.27 and 3.28. As can be seen in those expressions, the flexural capacity of the
tower is defined by the yield stress of the material (assumed as 350 MPa in the present analysis), the
linear section modulus, and the elastic modulus of the material. The nominal resistance of the tower
structure is represented by the critical stress Fcr, also known as ‘buckling stress’. Notwithstanding the
relevance of the aforementioned expressions for the estimation of Fcr, the collapse of the tower (i.e.,
the buckling of the section) might also be adequately represented by other responses measured at the
tower, as described next.

Buckling of the tower

As pointed out by Jay et al.,26 the conventional stress-based design expressions for thin shell struc-
tures suggested in many standards are often over-conservative for slender tubular sections. In the
same reference is remarked that some structural standards, such as the Eurocode 3, allow the estima-
tion of the buckling capacity from FEMs of the shell structure.

Despite the geometric similarities among the hypothetical structures modeled for this study, a de-
tailed numerical analysis of them was omitted to avoid the spending of computational resources in
the analysis of structures, the properties of which have been extrapolated. However, the analysis
in pure bending to estimate the flexural capacity of the NREL 5MW reference wind turbine20 has
been performed in several references. From a non-linear analysis performed on the aforementioned
turbine,13 as well as from other studies related to the buckling capacity of tubular shell structures,27

values of section curvature (κs) and flexure capacity were analyzed.
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The normalized curvature at which the flexural capacity of the tower section drops was identified
from the non-linear numerical analyses performed on the support structure of the NREL 5-MW ref-
erence wind turbine.13 This value of structural response was normalized with respect to the plastic
curvature κp of the steel section. The plastic curvature is defined as κp = Mp/EI, where Mp is the
plastic moment of the tower section, and I is its second area moment. At a curvature of approximately
0.75κp, the drop of flexural resistance was identified, which is of the order of values observed from
experimental tests performed on tubular elements of comparable diameter-to-thickness ratios.27 On
these bases, the limit state was defined from the aforementioned value of the plastic curvature. The
defined limit and damage states for the fragility analyses are summarized in Table 4.5.

Table 4.5: Damage states defined for the fragility analyses

Damage State Description Damage threshold
DS1 Residual displacement of the tower dx = 0.0125H
DS2 Nominal moment of the tower My = Mn
DS3 Collapse by buckling κs = 0.75κp

4.4.3 Fragility functions

From each of the response histories, such as those displayed in Figure 4.6, and for each of the turbines
under all the evaluated levels of intensity, the maximum values of response were identified. The
probability distribution that represented better these extremes was determined from a Kolmogorov-
Smirnov test, considering the normal (NR), lognormal (LN), and generalized extreme value (GEV)
distributions. Figure 4.7 displays a summary of the computed p-values from these tests for the three
turbines and their responses representing the defined damage states. From Figure 4.7 it can be seen
that all the evaluated distributions have a high probability to represent the random behavior of the
response maxima. However, the GEV distribution displayed higher p-values for the majority of cases.
Notwithstanding, a comparison between the fragility estimates computed when considering the GEV
and the lognormal distribution for all the responses is presented in the following.

Figure 4.7: Summary from goodness-of-the-fit tests performed on the response maxima (from the top row to the
bottom row: for DS1, DS2, and DS3)
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Fragility functions are commonly expressed as a lognormal cumulative distribution function (CDF),
defined from its parameters µi, and σi, as in the following equation:

Fi(IM) = Φ
[

ln (IM)− µi
σi

]
(4.2)

where Φ(·) represents the standard-normal CDF, IM the intensity measure describing the probability
of failure (in the present study U(10)), and the sub-index i stands for the damage state under evalua-
tion.

The values of probability of failure can be computed from the evaluation of Equation 3.29 at each
intensity level. However, if the resistance of the structure is assumed as deterministic, the probability
of failure can be computed from the complement of probability of the CDF representing the response
maxima, evaluated at the limit state. Once the probability of failure at each evaluated intensity is
found for each of the structures, the parameters defining the fragility function can be determined by
means of a linear fitting of Equation 4.2. Table 4.6 summarizes the parameters µi and σi computed
for each of the damage states for the three turbines. These values include the estimations considering
cases where either a GEV distribution or a lognormal distribution represent the behavior of the data.

Table 4.6: Parameters for the fragility functions

GEV LN
µ σ µ σ

1 MW
DS1 3.7653 0.0528 3.7706 0.0421
DS2 3.9411 0.0443 3.9476 0.0420
DS3 4.0293 0.0558 4.0319 0.0449

2.5 MW
DS1 3.6799 0.0662 3.7038 0.0498
DS2 3.7603 0.0659 3.7884 0.0471
DS3 3.9327 0.0478 3.9540 0.0478

3.3 MW
DS1 3.6286 0.0477 3.6527 0.0521
DS2 3.7258 0.0504 3.7584 0.0499
DS3 3.8486 0.0564 3.8897 0.0505

Note that the parameters identified assuming that the maxima of the structural response are rep-
resented by a GEV distribution are considerably similar to those computed assuming a lognormal
distribution. For the sake of a clearer visualization of the influence of these values on the estima-
tion of the probability of failure, a comparison between the implied fragility functions is displayed in
Figure 4.8.

4.5 Conclusions

The study of three hypothetical wind turbines under cyclone-induced action has been presented in
this chapter. The results from this study have been applied to a fragility analysis, and subsequent vul-
nerability and risk analysis, as has been presented in archived publications.4 Moreover, the following
comments and considerations regarding the described analyses can be made:

– The selected hub heights, as well as the rated power of the turbines, are concordant with the data
available from Mexican wind energy plants. This can be observed by comparing the selected
values with the data displayed in Figure 4.1. Moreover, the definition of the three hypothetical
turbines follows models established from commercial data. Therefore, the selected dimensions
are, with rational sustenance, assumed to be representative of the wind turbines built in reality.

– A detailed structural design and the determination of the structural capacity of the selected
support structures have been omitted in the present analysis for the sake of computing-time
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Figure 4.8: Fragility functions for the analyzed wind turbines under cyclone-induced action

economy. However, structural characteristics (such as dynamic properties, and material den-
sity per unit height) from the hypothetical wind turbines analyzed are comparable to the ones
from benchmark wind turbines that have been derived from commercial data. Insofar as the
structural capacity of an element is strongly related to the quantity of material employed for
its construction, it appears logical to assume that the hypothetical wind turbines will display a
similar tendency in structural capacity to that of an actual structure. This assumption is sup-
ported by the section moduli of the structures. Moreover, the aforementioned benchmark wind
turbines are structures derived from data of turbines from the early 2000s, which is consistent
with the age of existing wind farms in Mexico, whose earliest wind energy plant dates from the
same period of time.

– Tropical cyclones are a natural phenomenon capable of producing serious damage to civil in-
frastructure. Wind farms located in cyclone-prone regions are vulnerable to their actions. Re-
cent studies on available measurements from the TCBL have been proposed in the literature,
and have been applied in this study to determine the impact of cyclone-induced loads on wind
turbines. Moreover, inasmuch as wind turbines are wind-sensitive structures that can cover
a high extent of the TCBL, the consideration of differences in the mean velocity profile and
turbulent-energy distribution during tropical cyclones is pertinent. The flow-field simulations
performed in this study represent the particular conditions of cyclonic wind flow. For the im-
plementation of the aforementioned expressions in the simulation of the TCBL, a hypothetical
location of the wind energy plants was assumed in the Mexican state of Oaxaca, which holds
the greater part of the installed capacity from wind energy sources in Mexico.

– Three damage states were defined to perform the fragility analyses of the structures. These
were defined by structural responses that determine the performance of the tower. The prob-
ability of failure at each wind intensity was evaluated from the respective structural response
associated with each damage state. The goodness-of-the-fit tests performed on the maximum
values of structural responses considered three CDFs. All the evaluated distributions displayed
a fair probability of representing the randomness of the response maxima. However, the gener-
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alized extreme value distribution displayed a higher probability of representing the structural
responses for the greater part of the cases.

– Among the limit states defined for the fragility analyses, the buckling stress of the tower (as de-
fined in recommendations for the structural design of wind turbine support structures) is more
likely to occur than the selected fraction of the plastic curvature of the sections. This is consis-
tent in the three analyzed structures. However, this fact is also concordant with the observation
from other authors who have described the stress-criterion design of slender tubular structures
as ‘over-conservative’.26 Further studies on wind turbine structures more elaborately detailed
and properly defined are necessary to provide more insights into such an assertion.

– For the sake of visualization of the influence of probability distribution selection and its rep-
resentation of the response maxima, two distributions were considered when estimating the
parameters for the fragility functions. Despite the resemblances displayed in the parameters of
Fi(IM) obtained with either of the evaluated CDFs, evident differences in the values of fragility
exist in some of the damage states considered.

– In the case of the 1-MW wind turbine, the differences found in the fragility estimates consider-
ing two different probability distributions for the structural response can be assumed negligible.
However, some of the estimates of the probability of failure for the other turbines can be sig-
nificant. Overall, the assumption of a GEV distribution describing the random nature of the
response maxima displayed greater fragility estimates. Notwithstanding, the differences found
between the real distribution of the structural response maxima and the lognormal distribution
can be considered of no statistical significance.
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Chapter 5

Reliability enhancement of wind turbine
structures with passive damping devices

Reflecting upon the history of the study of mechanical vibrations, it is an alluring fact that something
so elemental in human culture, such as music, has become the nascency of an engaging and some-
times mathematically complex scientific subject. The interest of mankind in mechanical vibrations
has been strongly marked by music. Possibly, earlier humans became interested in the sound coming
from an object that accidentally became a whistle or a drum, and the first musical instruments were
born. The sound of a musical instrument origins fundamentally from the structural vibration of its
strings or its structure at certain frequencies and amplitudes, and a melody comes from their modu-
lation — when it is played with sufficient masterfulness. Thereafter, the texture of a musical phrase
being played is changed by the inclusion of the adequate amount of damping on the string vibration,
as in e.g., some effects achieved from some string instruments. The control of structural vibrations is
quite similar in that regard. In order to reduce structural vibrations produced by earthquakes, wind
action, or the mere operation or service of a structure, we seek to modify its rigidity, mass, damping,
or shape. Thus passive or active counter-forces are provided in the system.1

This chapter covers an exploratory study on the enhancement in the probability of structural fail-
ure on three wind turbines representative of the ones installed in Mexico. Such an enhancement is
achieved by means of supplementary damping devices added to the turbines. As will be described
ahead, the studies in the literature centered on the vibration control of operating wind turbine struc-
tures or components are ample. However, no reference has centered on the evaluation of the reduction
in the probability of failure under cyclone-induced forces achieved with the use of passive damping
devices. This subject is covered in the following pages.

5.1 Introduction

Due to the low frequencies dominating the structural behavior of wind turbine support structures,
these become highly sensitive to wind action. Strong-wind events, such as cyclones and storms, rep-
resent one of the driving conditions for their structural design. According to different surveys, the
greater part of collapses observed in these types of structures owes to these phenomena.2,3 More-
over, insofar as a marked tendency towards offshore wind energy infrastructure is observed in many
countries, the action of tropical cyclones on offshore structures becomes a relevant area of risk and
hazard studies. There is a large number of publications in the literature from the last decade concern-
ing structural studies on cyclone-induced actions on offshore wind structures.4–8 Notwithstanding,
land-based turbines are also vulnerable to these actions.9–11

Tropical cyclones are the natural phenomena that represent the greater damages worldwide, in
terms of both population and cost of infrastructure.12 The increasing number of yearly cyclones in
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tropical latitudes13–15 impels the need for novel studies on the subject. Among the studies that con-
cern wind- and structural engineering are the measures to mitigate the cyclone-induced losses from
civil structures and infrastructure, such as the inclusion of supplementary damping devices on the
structures for the abatement of their response.

Supplementary damping for control of structural vibrations can be broadly classified into three major
types: (i) Passive energy dissipation systems, which are the simplest inasmuch as they have constant
parameters, and need no power supply to operate. They environ a broad variety of materials and
devices for the improvement of structural characteristics such as damping, stiffness, or strength.1 (ii)
Active control systems use actuators to regulate the restoring forces supplied on the structure. More-
over, these systems require a power supply to function. (iii) Hybrid and semiactive control systems
are capable of enhancing the performance of the structure via active devices, however, passive control
devices can be included to reduce the energy used to operate the system.1

Among the most popular passive supplementary damping devices are the systems known as tuned
mass dampers (TMDs), and tuned liquid column dampers (TLCDs). The former consist of a mass con-
nected to the structure through a spring and a dashpot (usually represented by a viscous damper).
The TMD dissipates energy through the damper when the structure is deformed due to external ex-
citation. The natural frequency of the damping device must be close to the frequency of vibration
from the modal shape which needs to be controlled in the structure, thus they receive the adjective of
tuned. Figure 5.1 presents a schematic of the concept on which the TMDs operate in a structure with
stiffness ks, damping cs, and mass ms; whereas these respective properties of the TMD are kd, cd, and
md.
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Figure 5.1: Modeling of a structure with a TMD

TMDs have been used for several decades in the vibration control of civil structures. Their effi-
ciency in controlling the wind-induced vibration of tall buildings has been extensively studied.16,17

Moreover, the use of passive18 and active19 TMDs also has been documented in various types of struc-
tures for the aforementioned purpose, even during tropical cyclones. The implementation of active
or passive TMDs on wind turbines, as well as other types of damping devices, has still to reach matu-
rity. However, there are some studies in the literature concerning the subject. A brief survey of some
recent and noteworthy research on the subject of supplementary damping and reliability studies on
wind turbines is presented in the following subsection.
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5.1.1 Passive devices and wind turbines

A review of recent research focused on the applications of diverse vibration control methods on wind
turbines can be found in the publications by Rahman et al.,20 and Zuo et al.21 However, notwith-
standing the relevance of many studies found in the literature, only some of them concerned to
supplementary-damping devices on wind turbines are referenced in the following.

The study of passive damping devices on the structural response of wind turbines has been a
subject for nearly 30 years. One of the earliest studies performed on wind turbine support structures
fitted with TMDs is presented in the work of Enevoldsen and Mørk.22 In their work, an analytic study
of a 40-m-height wind turbine fitted with a single TMD is carried out. Due to the reduced structural
response achieved with the implementation of TMDs on the structure, it is expected to see also a
reduction in the cost of the structure itself. This is insofar as less material volume is needed for its
construction without dissatisfying safety requirements. The effectiveness of the TMD installed on the
turbine was evaluated from the material volume that the structural design implies for both operation
and extreme conditions. Considerable reductions were reported by the aforementioned authors.22

A great part of the studies and analyses on wind turbines are performed mainly from numerical
models. In that regard, the employment of codes developed for the specific purpose of aero-servo-
hydro-elastic analysis of wind turbines is common. Lackner and Rotea23 developed numerical tools
for the inclusion of supplementary damping devices in the aero-servo-hydro-elastic code FAST.24

The applications of the developments by the aforementioned authors on operation analyses of off-
shore floating wind turbines demonstrated fatigue-equivalent load reductions with the employment
of either passive or active devices.25 Among the observations made in their work, Lackner and Rotea
remark on the fact that the active devices result in greater load reduction on the structure, inasmuch
as the operating conditions of the turbine are above-rated. This is insofar as the power consumption
from the active damping device implies energy costs that are of no recoupment.25 Further studies on
the modeling of the actuator dynamics from active damping devices on the structural response of
floating offshore wind turbines were performed by Stewart and Lackner,26 and Namik et al.27

Notwithstanding all the analytic advances achieved in tools for numerical evaluation, experimen-
tal tests on supplementary damping devices are aye pertinent. This is also a relevant subject for wind
turbine studies. Albeit the real conditions affecting wind turbine structures are difficult to measure
and replicate, many of the experimental studies of supplementary damping devices reported in recent
literature have endeavored to replicate multiple actions on scaled offshore wind turbine models.28,29

However, the structural response of land-based wind turbines has also been regarded by recent ex-
perimental research.30,31 Furthermore, the oft-growing developments in computational tools broaden
the experimental capabilities for structural studies. This is regarded, for example, in the performance
of experimental tests with the inclusion of real-time control of the dynamic properties of the damp-
ing device installed in the wind turbine.28,32 Also, the performance of hybrid tests on the real-time
response of physical models of the supplementary damping device, aided by numerical models of
the wind turbine structure, reflects these advancements as well.31

The auspicious potential of offshore wind energy motivates presently the development of research
focused on offshore infrastructure. Thus, a great part of wind energy studies is centered on heeding
problems related to the deployment of wind turbines offshore. This fact includes the research ad-
dressing the enhancement of the dynamic response of offshore-HAWT structures by means of ‘con-
ventional’ passive damping devices. In the literature from recent years, a considerable number of
studies can be found centered on the implementation of TMDs and TLCDs on offshore wind tur-
bines,29,33–36 whereas less frequent studies are reported for land-based wind turbines.31,37 However,
onshore wind energy still has the potential to be exploited worldwide, including in areas where the
wind hazard differs from the established international standards.38 Therefore, there are still gaps in
the research on onshore wind energy that have to be filled.
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The enhancement of the dynamic behavior of wind turbine structures, by means of supplementary
damping implementation, alludes that the benefits of such devices can impact the reliability of HAWT
structures under the diverse phenomena acting upon them. Howbeit, counted published studies are
found in the archived literature dealing with that particular subject.

Fragility evaluation

The above-referred literature illustrates the broadly documented use of supplementary damping de-
vices, and how these can improve the structural response of wind turbines under both operational
and extreme ambient conditions. These improvements have been expressed in the surveyed stud-
ies in terms of structural response, and sometimes in a measure of damage. Notwithstanding the
previous observations, wind turbines can be subjected to different hazards that characterize the site
of their installation. There are studies in the literature that have centered on the reliability and risk
assessment of wind turbine structures. Adequate risk evaluation must rely on results of structural
performance expressed in terms of reliability, i.e., of the probability of damage. Although such stud-
ies are less common than the ones mentioned above, it is counterfactual to assert them as non-existent.

Some of the said hazard-focused research has centered on the evaluation of structural performance
under seismic action, by means of fragility evaluation of the wind turbine support structures.39,40 Fur-
thermore, multi-hazard studies have been conducted from numerical models to research the fragility
of both onshore41,42 and offshore43 wind turbine support structures. However, few studies concern
specifically the actions of tropical cyclones on wind turbines for risk or fragility estimation.7,10

A subject covered even more infrequently by research on the topic is the evaluation of reliability en-
hancement of wind turbines by the use of supplementary damping. Among the surveyed works are
the studies reported by Mensah and Dueñas-Osorio,44,45 who presented the results from numerical
models of onshore wind turbines fitted with TLCDs. In their work, a fragility analysis, and subse-
quent risk evaluation, are performed to assess the reliability enhancement achieved with different
configurations of the TLCDs. The analyses included the measurement of the tower-top displacement
of the operating wind turbine at diverse wind intensities. The enhancement in reliability is expressed
in terms of the reduced conditional and annual probability of failure.

Fitzgerald et al.46 performed the fragility analysis on an operating 5-MW land-based wind turbine.
The main objective of their work was to study the improvement in the structural response achieved
when the turbine is fitted with active TMDs. Such an improvement is evaluated in terms of the prob-
ability of damage estimated from the tower displacement, where a considerable reduction of this
quantity is seen when the structure is fitted with the active TMDs.

The numerical analyses of a monopile-supported offshore wind turbine, considering the actions of
earthquake, wind, waves, as well as soil-pile interaction, were performed by Hemmati et al.47 The
implementation of a single TLCD on the structure is also analyzed, and the improvement achieved
with the supplementary damper is determined from a fragility analysis of the results. The perfor-
mance states analyzed in the study are defined from levels of acceleration at the nacelle. Differences
up to 13% in terms of fragility were reported by the authors when comparing the cases with and
without tuned damper.

Three main topics have been identified as gaps to be filled from the extensive survey performed
from the research referenced above : (i) studies on onshore wind turbines have been unattended in
recent research. As commented in previous paragraphs, this is insofar as there is a large wind energy
potential to be exploited from offshore sources. However, there are numerous regions worldwide
where onshore wind potential is either of relevance, or offshore resources are unavailable. More-
over, in countries where wind energy development has yet to reach maturity, such as Mexico, the
totality of the installed HAWTs is land-based. (ii) Cyclone-induced action on wind turbines has been
either disregarded or misassumed. A synoptic wind profile has been assumed in a great part of the
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research that has studied wind intensities comparable to those observed in tropical cyclones. This
assumption is of no consequence when the structure under analysis is of low height. However, as
observed from the simulations and analyses performed in Chapter 3, the difference in mean speed
can be of significance, even at altitudes that represent just a fraction of the height of maximum winds.
(iii) The assessment of reliability enhancement considering the previous two implications has been
performed in no study surveyed in this work, evidently. In view of these observations, the follow-
ing sections elaborate on the fragility evaluation of three land-based wind turbines representative of
those installed in Mexico, and fitted with TMDs. The structures under study have been defined and
studied in Chapter 4. Furthermore, the assessment of reliability enhancement is performed for the
three turbines. Comments on the determination of the optimal parameters for the TMDs are also
covered.

5.2 Passive damping devices

As commented previously in this chapter, the employment of passive TMDs has been widely studied
in civil structures, as the former are devices commonly employed to reduce the mechanical response
of the latter. TMDs are convenient to enhance the structural behavior in service states,16,17 however,
the benefits of passive TMDs can also contribute to extending the ultimate limit states of structural
performance.48,49

A TMD consists fundamentally of a mass connected to the main structural system through a spring
and a damper in parallel (see Figure 5.1). The criteria adopted for the development of finite element
models (FEMs) including the installation of the TMDs on the three turbines defined previously in
Chapter 4, as well as the determination of their optimal parameters, are described in this section.

5.2.1 Description of numerical models

The finite element models developed for the analyses of the three turbines described previously
in Chapter 4 were the ones employed for the present study. However, the modeling of the TMD
at the nacelle of each of the structures was implemented by means of the element COMBIN14 in
APDL. This element represents a combination of spring and damper in parallel. It is a two-nodes
element capable of representing uni-axial tension or compression effects up to three degrees of free-
dom (DOFs). Among other characteristics of the element is the possibility of representing non-linear
damping when the appropriate coefficients are defined for its damping part. Nevertheless, in the
present study, only linear damping is analyzed. Furthermore, the element has no mass by itself, thus,
an additional mass must be modeled to represent the mass of the tuned damper. This is achieved
in APDL by means of the element MASS21, which can be associated with one of the nodes of the
element COMBIN14. Figure 5.2 displays a schematic of how the elements COMBIN14 and MASS21
are included in the structural model to represent the participation of a TMD.
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COMBIN14
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main structure
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Figure 5.2: Modeling of a TMD for finite element analysis
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The stiffness and damping constants of the TMD are represented in Figure 5.2 as kd and cd, re-
spectively. In order for the TMD to reduce adequately the structural response, its mass must be
determined as a significant fraction of the structural mass. The value of kd is defined subsequently
from the natural frequency of the TMD necessary to control the vibration mode of interest. Whereas
the value of cd will depend on these two parameters. Therefore, it is evident that all these values
will be different for each of the three turbines under analysis, although their parametric ratios with
respect to the main structural properties might be similar. One of the common procedures to estimate
the optimal values of these parameters is described in the following, as well as the criterion adopted
in the present study.

5.2.2 Modal parameters of the main structure

Consider the two-DOFs system illustrated in Figure 5.1, and let the following relations between the
parameters displayed in the figure be defined:

ωs =

√
ks

ms
(5.1)

ωd =

√
kd
md

(5.2)

µd =
md
ms

(5.3)

ϕd =
ωd
ωs

(5.4)

ξd =
cd

2
√

kdmd
(5.5)

where ωi is the natural angular frequency of either the structure (i = s) or the damper (i = d); µd, ϕd,
and ξd are called mass ratio, frequency ratio, and damping ratio, respectively.

There are several approaches defined in the literature to determine the ‘optimal’ parameters of
the TMD, that is, the values of the frequency and damping ratios that produce the lower structural
response. Some of these approaches assume that the excitation of the structure is characterized as
either a harmonic force50,51 or a white-noise excitation.51–53 Depending on the structural response
that it is sought to optimize (i.e., displacement, force, or acceleration) the results of this optimization
hold different expressions. The ‘classical’ solution for the displacement optimization of an undamped
structure under harmonic excitation is summarized in the following.

If a low damping coefficient for the structure can be assumed, as it is common in many civil structures
(and particularly in wind-sensitive ones), the damping coefficient cs can be disregarded with negli-
gible implications. Moreover, if F(t) is a harmonic function, the equations of motion of the 2-DOF
system from Figure 5.1 can be expressed as:

msd̈s + ksds + kd (ds − dd) + cd
(
ḋs − ḋd

)
= F0 sin (ωt) (5.6a)

mdd̈d + kd (dd − ds) + cd
(
ḋd − ḋs

)
= 0 (5.6b)

The solution of Equations 5.6a and 5.6b is complex and, after the pertinent algebraic procedure, it
can be found that the frequency ratio that produces the lowest possible amplitude of response in the
structure is50:
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ϕopt =
1

1 + µd
(5.7)

whereas the average damping ratio that produces the lowest maxima in the response curves of the
structure results in50:

ξopt =

√
3µd

8 (1 + µd)
3 (5.8)

Thus, the parameters defined in Equations 5.7 and 5.8 are expressed as a function of the mass ratio
µd. This parameter (µd) has to be defined from a mass sufficiently large to participate in the motion
of the structure, and sufficiently small to imply trivial reinforcements or strengthening of it. Typical
values of µd range from 0.01 to 0.1,16 however, greater values are plausible. Moreover, it is important
to note that µd is commonly expressed as a fraction of the modal mass of the structure, as is the case
in the present study. The modal properties of the three turbines under analysis were estimated. Table
5.1 summarizes the results from the modal analyses performed on the three turbines.

Table 5.1: Modal properties of the modeled wind turbine towers

Parameter Rated Power [MW]
(1st mode) 1.0 2.5 3.3

Frequency [Hz] 0.484 0.390 0.344
E�ective mass [kg] 62,876 174,752 282,659

E�ective-to-total mass ratio 0.809 0.677 0.642
Modal mass [kg] 12,927 30,669 51,831

From Table 5.1 it can be seen that the first mode of vibration represents the participation of the
greater portion of mass from the structure. Higher modes of vibration represented effective-mass ra-
tios up to 6.2, 10.7, and 12.2%, for the 1, 2.5, and 3.3 MW turbines, respectively. The modal mass was
extracted from the APDL models directly. However, corroboration of that value was performed with
a MATLAB code, considering the stiffness and mass matrices as defined in the FEM. Differences up
to 4% were found among the values of the modal mass computed from the different codes.

In order to define the adequate values for the TMD parameters on the structures, including the
masses of the dampers, parametric analyses have been performed in the literature,49 performing a
series of time-step analyses and analyzing the response histories from the TMD-fitted structure. The
approach adopted in this study relies on the performance of a set of harmonic analyses on the full
models of the structures, varying at each analysis one of the parameters involved in the definition of
the TMD. The following subsection describes the approach in greater detail.

5.2.3 Harmonic analyses

The concept of a harmonic analysis can be understood as a set of computations of the structural
response product of a harmonic excitation, performed at several individual frequencies governing
said excitation. The maximum response amplitudes obtained from the set of analyses are plotted
subsequently against the values of their respective frequency of excitation. Thus, the frequencies that
could produce resonant responses on the structure can be identified. In mathematical terms, this can
be expressed from the equation of motion of a multi-DOF system:

Msd̈(t) + Csḋ(t) + Ksd(t) = f(t) (5.9)

where Ms, Cs, and Ks are the mass, damping, and stiffness matrices of the structure, respectively. The
vector d contains the structural displacement at every DOF, and the dots denote differentiation with
respect to time t. The vector f contains the forces exciting the structure.
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Hence, if f represents a harmonic excitation, defining the variable ω as the angular frequency, and
i as the imaginary unit, it can be stated that f(t) = fh(ω) exp(iωt), and d(t) = dh(ω) exp(iωt). The
j-th elements at vectors fh(ω) and dh(ω) are defined as f j = Fj exp(iϑj) and dj = Dj exp(iϕj), respec-
tively. Fj and Dj are the peak force and displacement amplitudes on the j-th DOF at frequency ω and
phase angles ϑj and ϕj, respectively.54

Thus, substituting the force and displacement vectors in Equation 5.9, and dividing by exp(iωt),
it can be expressed in the frequency domain as:(

−ω2Ms + iωCs + Ks

)
dh(ω) = fh(ω) (5.10)

From Equation 5.10, the unknown elements are the peak amplitudes composing the vector dh(ω).
This can be solved in APDL, which computes the solution by either direct elimination or iterative
methods.55 Other alternatives, like mode superposition, are also available in APDL. Howbeit, no dis-
cussion on the methods for the solution of these equations will be addressed in this work.

Definition of Cs is necessary to avoid resonance asymptotes in the results. For this purpose,
Rayleigh damping coefficients were computed from the frequencies of the two tower modes with
greater participation in a single direction, assuming a damping ratio of 1%. Moreover, the definition
of the frequency range of the analysis, as well as the amplitudes of the forces, are necessary to per-
form the harmonic analysis. The phase angles are also necessary when multiple out-of-phase loads
are applied, however, this parameter was disregarded for the purposes of the approximation of opti-
mal TMD parameters.

The harmonic analyses were performed by modeling the elements COMBIN14 and MASS21 at the
nacelle of the turbines. A force on each of the nodes from the models of the main structure was ap-
plied assuming a distribution as would be produced by a synoptic power-law wind-speed profile on
each structure. The power-law exponent assumed an open-terrain exposure category, whereas the
drag coefficients were assumed as specified in the analyses of Chapter 4. The tower-top displace-
ment was used as the response to evaluate the harmonic excitation. Furthermore, a frequency sweep
from 0.01 to 10 Hz was considered for the harmonic analyses, performed with increments of 0.01 Hz.
For each turbine, ranges of µd, ξd, and φd of [0.1,0.2], [0.025,0.2], and [0.95,1.05], respectively, were
considered for the study of the TMD. These criteria are summarized in Table 5.2.

Table 5.2: Parameters for harmonic analyses and TMDs

Parameter n [Hz] µd ξd φd
min max min max min max min max

Value 0.01 10.00 0.10 0.20 0.025 0.200 0.95 1.05

Figure 5.3 illustrates the moduli of the peak amplitudes measured from the harmonic analyses for
all the values of the TMD parameters evaluated. The undamped response of the wind turbines is in-
cluded as well, where the peaks at the first bending mode frequency can be identified. Moreover, the
damper case which produced the lower peak in the vicinity of the natural frequency of the structure
was identified and is displayed in the figure with a red line. This combination is referred as ‘expected
optimum’. An asseveration of these parameters as optimal is still omitted inasmuch as the greater
reduction in structural response might be produced by a different parametric combination, due to the
contribution of wide-band frequency content from turbulent wind-speed signals. Moreover, insofar
as the mean wind profile used for the final analyses is different in every cyclonic wind-field simula-
tion performed, a different force distribution on the models is applied. However, the identification of
these values aids in the reduction of possible combinations to evaluate the structural response under
wide-band actions.
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Figure 5.3: Results from harmonic analyses of the structures with a TMD: (a) for the 1MW turbine, (b) for the
2.5MW turbine, and (c) for the 3.3MW turbine

From Figure 5.3 some observations are pertinent: (i) The curve identified as ‘expected optimum’ is
non-correspondent to the lowest amplitudes reached near the target frequency. Rather, the criterion
for the identification of an optimal configuration of damper parameters is driven by the lowest values
of the peaks that are formed near the said frequency. This owes to the objective of employing TMDs
for reducing the maximum response at the greatest bandwidth, rather than reaching the lowest value
of amplitude at (or near) a particular frequency. (ii) The two crests displayed from the damped curves
at the left and right of the first modal frequency of the structure are a common feature in these types of
devices. These summits have been displayed also in similar plots from experimental measurements.29

The formation of these crests owes to the contribution of the TMD, and their magnitude depends on
the damping of the device. Due to this, the TMD will produce resonance in the response of the
structure at either cd = 0 or cd = ∞.50 (iii) The reduction of amplitude due to the incorporation
of a TMD can also be appreciated at other peaks of the plots. However, according to the modal
analyses, the main contribution of the structural vibration comes from the first bending mode. Thus,
a reduction in the structural response at different frequencies due to this effect might be negligible for
a wide-banded excitation.

5.3 Results

The turbulent wind field signals simulated in Chapter 4 were used for the present study. This permit-
ted a direct comparison of the response signals and, therefore, a prompter visualization of the effects
of the TMDs on the turbines in the time domain. Nevertheless, the number of analyses was reduced
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to 15 per wind intensity, instead of the 30 analyses per intensity performed in Chapter 4. This owes to
the fact that eight different parametric combinations of TMDs were evaluated for intensities of U(10)
from 30 to 70 m/s, in increments of 2 m/s. The combination of TMD parameters evaluated from
time-step dynamic analyses corresponds to values of µd equal to 0.1 and 0.15, ξd equal to 0.15 and 0.2,
and ϕd equal to 0.95 and 1.00.

Figure 5.4 displays a comparison between three displacement signals for each of the three tur-
bines. In a similar way to what was performed in the analyses from Chapter 4, the displacement was
measured at the top of the tower. Other structural responses, such as tower rotation, and bending
moment were extracted from the analyses. However, a graphical depiction of these is omitted to
avoid figure redundancy. The displayed signals correspond to displacements under the undamped
case, as well as parametric configurations [µd, ξd, ϕd] of [0.10, 0.20, 0.95] and [0.15, 0.15, 0.95]. The
displacement histories correspond to a wind intensity of U(10) = 50 m/s for the three structures.
Note that the first 50 s from the start of the signals have been omitted. This was performed in order
to avoid the inclusion of numerical inaccuracies at the start of the solution. The last 50 s from the
600-s-length signals are hidden in the figure for the mere purpose of a better graphical presentation.

Figure 5.4: Displacement histories for the three turbines with and without TMD: (a) for the 1MW turbine, (b) for
the 2.5MW turbine, and (c) for the 3.3MW turbine

From Figure 5.4 an evident reduction in the amplitude of displacement is displayed for the three
turbines when a TMD is included. Furthermore, contrasting the results from the harmonic analyses,
the TMD configuration [0.15, 0.15, 0.95] appears to achieve greater reductions of the structural re-
sponse — for the three structures — than the combination identified as the expected optimum. This
implies that, although a fair approximation to the optimal TMD parameters is achieved from the har-
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monic analyses, the determination of an optimal configuration requires further information on the
dynamic nature of the excitation. This might be attributed to the differences in the distribution of
forces on the structure, which are different from the ones produced by a synoptic wind profile. In ad-
dition, the reduction achieved in each signal for a specific damping-parameter definition is variable at
every analysis. Comparisons to other TMD parametric combinations are omitted to avoid saturation
and redundancy of figures. Nevertheless, a summary of the average response reductions achieved, in
terms of both the peak and root-mean-square (RMS) value of the response, is presented for the three
turbines in Table 5.3 for each of the analyzed combinations of TMD parameters.

Table 5.3: Average response reduction achieved with the TMDs

Rated Power 1 MW 2.5 MW 3.3 MW 

TMD Parameters Peak RMS Peak RMS Peak RMS 

𝜇𝑑= 0.10, 𝜉𝑑 = 0.15, 𝜑𝑑 = 0.95 0.791 0.919 0.808 0.929 0.794 0.923 

𝜇𝑑= 0.10, 𝜉𝑑 = 0.15, 𝜑𝑑 = 1.00 0.791 0.919 0.809 0.929 0.795 0.924 

𝜇𝑑= 0.10, 𝜉𝑑 = 0.20, 𝜑𝑑 = 0.95 0.805 0.923 0.824 0.933 0.810 0.928 

𝜇𝑑= 0.10, 𝜉𝑑 = 0.20, 𝜑𝑑 = 1.00 0.806 0.924 0.826 0.934 0.812 0.929 

𝜇𝑑= 0.15, 𝜉𝑑 = 0.15, 𝜑𝑑 = 0.95 0.762 0.911 0.777 0.921 0.763 0.916 

𝜇𝑑= 0.15, 𝜉𝑑 = 0.15, 𝜑𝑑 = 1.00 0.764 0.912 0.780 0.922 0.766 0.917 

𝜇𝑑= 0.15, 𝜉𝑑 = 0.20, 𝜑𝑑 = 0.95 0.775 0.915 0.792 0.925 0.778 0.919 

𝜇𝑑= 0.15, 𝜉𝑑 = 0.20, 𝜑𝑑 = 1.00 0.777 0.916 0.796 0.926 0.780 0.921 

 

From Table 5.3 it can be seen that the combination that produces the greater response reduction
for the three turbines is the case µd = 0.15, ξd = 0.15, and φd = 0.95. This combination holds for
either the peak or the RMS value of the response. Furthermore, the combination expected to be the
optimum displayed the second smallest reductions, despite being the combination that showed the
lower maxima in the plots from the harmonic analyses. Nevertheless, as mentioned in paragraphs
before, these have served as an approximation to reduce the number of analyses necessary to deter-
mine the optimal TMD parameters, inasmuch as a great number of time-history analyses would have
been necessary to cover the same number of evaluated combinations otherwise. Having stated the
previous observations, the combination [0.15, 0.15, 0.95] will be referred as ‘optimal’ in the remaining
of this chapter.

5.3.1 Spectral comparisons

The visualization of the response reduction achieved with the TMDs on the structures can also be
appreciated in the frequency domain. The power spectral density functions (PSDFs) of the displace-
ment signals shown in Figure 5.4 were estimated, and are displayed in Figure 5.5. In this figure, from
top to bottom are displayed the PSDFs of tower-top displacement for the 1, 2.5, and 3.3 MW turbines,
respectively. The curves at the left show the spectral estimation, whereas the ones at the right display
the normalized estimations (with respect to the variance of the signals).

It can be observed in Figure 5.5 that the TMD contributes to the reduction of the structural re-
sponse only at the dominant frequency. That is, the reduction is observed only at the peak of the
spectral density, displayed at the first bending mode of the tower. No differences are observed in
the spectral amplitudes at frequencies far from the natural frequencies of the structures. Moreover,
corroboration to what Figure 5.4 and Table 5.3 state is provided in Figure 5.5, and a greater reduction
at the dominant frequency is seen from the combination [0.15, 0.15, 0.95]. Regarding the normalized
spectral plots, lower spectral ordinates are seen for the undamped case. This is justified in the re-
duction of the RMS value of structural response when the TMD is provided to the structure. That is,
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insofar as the RMS value is related to the variance of the signal, and the spectra from TMD cases are
normalized to lower variances, the normalized spectral amplitudes of the damped cases are greater.
This can also be observed by comparing the slightly-superior normalized amplitudes for the optimal
configuration to the red line displayed in the figure.

Figure 5.5: Spectral densities of tower-top displacement for U(10) = 50 m/s. From top to bottom: for the 1, 2.5,
and 3.3 MW wind turbines

5.4 Fragility analysis

As performed in Chapter 4, the probability of failure of the three turbines was evaluated for the
cyclone-induced action on them. The same damage states (DSs) defined in Chapter 4 were consid-
ered, with the same damage thresholds. Nevertheless, aside from the determination of the reliability
enhancement achieved from the use of TMDs, an important difference in how the fragility was eval-
uated is found in this study with respect to what was presented in Chapter 4. The difference is cen-
tered on the fact that, in Chapter 4, the parameters that define the fragility function as a log-normal
distribution are assessed from a foregoing estimation of the exceedance probability of the defined
structural responses. In this study, the fragility is determined from a model describing the median
of the structural response used to evaluate the DS. This value, evidently, is different for each of the
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combinations of the TMD parameters analyzed. However, the models proposed for this evaluation
allow estimating the fragility by accounting for these differences.

5.4.1 Characterization of structural response maxima

According to the definition of probability of failure, presented in Equation 3.29 and elicited here for
convenience, it can be defined as:

Pf =
∫

g(x)≤0
fx(x) dx (5.11)

where g(x) is the function that describes the structural performance, and fx(x) is the probability
distribution function of the involved variables. The performance function can be briefly defined in a
linear manner as g(x) = R− S, where R represents the resistance of the structural system, and S the
loads acting on it. In this regard, it can be seen that values of g(R, S) lower than zero imply a failure of
the structural system, i.e., that the loads surpass the structural resistance. Under the assumption that
both R and S are independent variables with normal distribution, a reliability index $ can be defined
as56:

$ =
E [R]− E [S]√

Var [R] + Var [S]
(5.12)

where E and Var denote the expectation operator and variance, respectively. Considering Equation
5.12, the probability of failure can be expressed as56:

Pf = P [g(R, S) ≤ 0] = Φ [−$] (5.13)

where Φ(·) represents the standard-normal cumulative distribution function (CDF). From Equation
5.13, if the actions on the structure are expressed from a demand parameter DPi, and the resistance
as a damage threshold dti (both conveniently assumed log-normally distributed), for an i-th level of
structural performance, Equation 5.13 takes the form of Equation 4.2, and can be expressed as:

Pf = Φ

 ln
(

D̂Pi

)
− ln (dti)

σi

 = Fi(IM) (5.14)

where the symbol D̂Pi denotes the median of the demand parameter chosen to evaluate the structural
performance at level i as a function of the intensity measure IM. The uncertainty involved in both
the structural demand and capacity has been abbreviated in σi. Thus, a model describing the relation
between the medians of DP and IM is required for the evaluation of Equation 5.14.

Recalling what has been presented in Chapter 4, the responses studied for the fragility analyses were:
(i) displacement (dx), (ii) bending moment (My), and (iii) structural rotation (κs), all measured at the
tower of the wind turbines and each one representing a different DS. An exploration of the results of
these responses suggested that a fair approximation of their median, evaluated as a function of the
intensity measure U(10), was achieved from models with the form y = a exp(bx). This form proved
to represent fairly the response at all the evaluated TMD parametric combinations. Nevertheless, in-
stead of performing eight different models for a single TMD-parameter combination per structural
response, a single model involving the TMD parameters was developed for each DS considered and
each wind turbine. The procedure for the development of the models is briefly summarized next.

Linear regression models can express the relation between a variable yi and predictor variable xi
in general form as:

y0 = X0b + ε (5.15)



94 Chapter 5

where y0 is the vector containing the response variables, X0 is the design matrix, b is the vector of
parameters that define the model, and ε is the error-terms vector. If the natural logarithm of the
explored functional form (mentioned in the previous paragraph) is applied to Equation 5.15, y0 will
contain the values of ln(yi), whereas the i-th row of the design matrix will be formed by [1, xi], and
b = {ln(a), b}T . This was performed for each group of results corresponding to each one of the TMD
combinations. From the results, the values of ln(a) were different in the regression performed for each
TMD-parameter combination, whereas the values of b appeared to remain almost constant. Availing
of this behavior from the results, the value of b was fixed in the models, and an average of the values
estimated for this parameter from each damper combination was used at each DS. Thus, holding the
linearity of the model, the coefficients associated with each of the (TMD) parameters involved in the
structural response were estimated from models with the form :

y1 = X1a + ε (5.16)

where the i-th element of the response vector y1 are formed by yi/ exp(bxi) (note that this time the
response variable shows no translation to logarithmic space), whereas the i-th row of the response
matrix X1 are formed by [µd,i, ξd,i, ϕd,i, 1], and a = {a1, a2, a3, a4}T . Thus, the model describing the
median of the demand parameters for each case is:

D̂P (IM) = (a1µd + a2ξd + a3 ϕd + a4) exp (bIM) (5.17)

From this model, the median of the undamped response can be estimated assuming the TMD param-
eters equal to zero. Figure 5.6 displays the results from the linear regression performed to the median
of the three demand parameters evaluated for the fragility analyses. Only results from intensities
U(10) ≥ 44 m/s are included, as well as only the ‘optimal’ and undamped cases are displayed. This
is done for the sake of better visualization. The resulting estimators for the models for each turbine
and each DS are summarized in Table 5.4.

Furthermore, an important element involved in Equation 5.14 is the uncertainty from both the
actions on the structure and the structural resistance. In the present study, neither the damage thresh-
olds nor the parameters of the TMDs have been assumed as uncertain. Further studies considering
them as such would represent relevant findings, inasmuch as the TMD parameters have a strong
influence on the structural response of the wind turbine support structure. However, these consider-
ations are out of the scope of the present study. In view of this, the uncertainty expressed in Equation
5.14 can be simplified to the uncertainty from the structural response representing the demand pa-
rameters. This can be determined from the standard deviation of the residuals from the model. Nev-
ertheless, due to the assumption of a log-normal distribution characterizing the random behavior of
the structural response, the residuals have to be measured from the natural logarithm of Equation
5.17, that is:

ln
(

D̂P
)
= ln (a1µd + a2ξd + a3 ϕd + a4) + bIM + σln DPε (5.18)

where ε is the normalized error, i.e., it is conveniently assumed as a zero-mean and unit-variance
normally-distributed random variable. The uncertainty σln DP is obtained from the residuals of Equa-
tion 5.18 from the whole set of observations. Figure 5.7 displays a schematic of the observed values
from the optimal TMD case against the respective values of Equation 5.18. The area covered by one
standard deviation around the median is also presented in the figure.
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Figure 5.6: Fittings for the median of the demand parameters for the undamped and optimal cases. From left to
right: for the 1, 2.5, and 3.3 MW wind turbines

Table 5.4: Model estimators for the median estructural response and uncertainties

Turbine 1 MW 2.5 MW 3.3 MW
Parameter DS1 DS2 DS3 DS1 DS2 DS3 DS1 DS2 DS3

a1 -0.0670 -1.340E+06 -7.199E-05 -0.1430 -9.071E+06 -4.708E-05 -0.2489 -2.408E+07 -5.361E-05
a2 0.0272 5.455E+05 2.893E-05 0.0618 3.925E+06 2.015E-05 0.1062 1.033E+07 2.273E-05
a3 -0.0206 -4.166E+05 -2.182E-05 -0.0391 -2.500E+06 -1.277E-05 -0.0686 -6.656E+06 -1.485E-05
a4 0.1116 2.316E+06 1.097E-04 0.2284 1.514E+07 6.873E-05 0.3781 3.835E+07 7.538E-05
b 0.0366 0.0366 0.0369 0.0381 0.0379 0.0386 0.0354 0.0354 0.0356

σln DP 0.1104 0.1090 0.1152 0.1126 0.1106 0.1184 0.1228 0.1205 0.1276
(No TMD)

σln DP 0.0836 0.0828 0.0860 0.0979 0.0964 0.1018 0.1107 0.1092 0.1139
(With TMD)
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Figure 5.7: Fittings for the natural logarithm of the estimated median for the optimal cases, and observations

Moreover, the assumption of the normal distribution of the raw residuals is corroborated by means
of probability plots performed on them, using response data from the numerical analyses. These
probability plots are presented in Figure 5.8. Note from this figure that the residuals from the un-
damped case have been separated from those of the TMD cases. This owes to the fact that the un-
damped cases displayed larger values of uncertainty that were of relevance in the estimation of the
fragility functions, which are described in the following subsection. The uncertainty estimated from
the residuals of Equation 5.18 is also presented in Table 5.4, where the distinction between uncertain-
ties of the damped and undamped cases is taken into account.
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Figure 5.8: Probability plots of raw residuals of Equation 5.18

5.4.2 Development of fragility functions

The DSs representing the structural performance of the wind turbine structures have been defined
earlier in Chapter 4. Recalling these states, the damage levels have been defined to represent a resid-
ual displacement on the structure, the reaching of the nominal bending moment capacity of the sec-
tion, and the buckling of the structure measured from the curvature of the tower. By means of the
damage thresholds summarized in Table 4.5, and the estimators presented in Table 5.4, Equation 5.14
was evaluated and the structural fragility was estimated.

The fragility functions computed for each turbine and each DS are displayed in Figure 5.9. In the
figure, the cases corresponding to the undamped and the ‘optimal’ case are selected de novo to il-
lustrate the effects of the damping devices on structural fragility. From left to right the boxes in the
figure display the fragility functions for the 1, 2.5, and 3.3 MW wind turbines. Whereas from top to
bottom are presented the functions for the DSs 1 to 3.

From Figure 5.9 it can be seen a considerable reduction in the probability of failure for all the
evaluated DSs when the structures are fitted with a TMD. Moreover, it can be seen that all the states
of performance are reached within the ranges of intensity evaluated in the numerical analyses. In that
regard, the structures appear to become more sensitive to wind action as they become more flexible.
That is, the larger the turbine, the higher the probability of damage or collapse at any particular wind
speed. Notwithstanding, the effects of the TMD on the structural response become notorious in every
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case. As can be inferred from Equations 5.17 and 5.18, and from Table 5.4, different combinations of
the TMD parameters would also produce a reduction in the probability of damage. However, the
one selected as the optimal case from the time-history analyses produced the greatest reduction in
fragility estimates. The following section discusses in more detail these reductions.

Figure 5.9: Comparison of fragility values for the studied wind turbines

5.5 Reliability enhancement

The use of passive damping devices on the structures diminishes the structural response in terms of
the RMS value as well as the peak values. In the present study, the latter are the ones of interest due
to the extreme values of intensities that represent the phenomena under evaluation, which are trop-
ical cyclones. The evaluation of structural response enhancement presented in the literature survey
is performed by comparison of the structural fragility at a particular value of wind intensity. How-
ever, as can be appreciated from Figure 5.9, it is unpractical to determine the differences in fragility
straightforwardly at a single intensity value. A simple evaluation of this enhancement is performed
in this section.



Section 5.5 99

5.5.1 Quanti�cation of reliability enhancement

As can be seen from Figure 5.9, the estimations of fragility are different for each DS, structure, and
even the value of wind intensity. The enhancement of fragility can be visualized in a more practical
manner by defining this enhancement as ∆F(IM). This value is proposed in this study to be com-
puted from the subtraction of the fragility estimates when the structures are fitted with TMDs, to
those without any passive damping device. That is, ∆F(IM) = FNo TMD(IM)− FTMD(IM). Figure
5.10 displays the values of estimated reliability enhancement from the functions displayed in Figure
5.9. From top to bottom, these reductions are presented for the 1, 2.5, and 3.3 MW wind turbines,
respectively.

Figure 5.10: Fragility enhancement achieved with a TMD on the structures: (a) for the 1 MW wind turbine, (b)
for the 2.5 MW wind turbine, and (c) for the 3.3 MW wind turbine

Figure 5.10 displays the fragility enhancement achieved for the three turbines analyzed under the
action of cyclone-induced wind forces when a TMD is fitted to them. From this figure, it can be seen
that the reduction in fragility estimates is variable along the wind intensity axis, and a maximum
value of fragility reduction can be achieved at particular intervals of wind speed. Moreover, as men-
tioned previously, as the structures become more flexible, they become more sensitive to wind action.
This can also be appreciated from Figure 5.10 by observing the leftward tendency of the location of
the peaks of enhancement on the intensity axis for the larger turbines.

The maximum reduction in fragility is ∼80% in all cases. That is, the greatest difference in fragility
estimates is nearly 80% less probability of damage when the structures are fitted with a TMD. This is
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mainly attributable to the contribution of a single mode dominating the structural response, inasmuch
as the TMDs are effective in controlling a single modal form. Diverse studies of passive damping de-
vices on wind-sensitive structures suggest that these devices are more effective in reducing the RMS
values of structural response at low wind intensities. In this case, the greater enhancement in the
probability of failure is seen at large wind speeds. However, for the analyzed structures, the range
of intensities of this enhancement is limited and is of no contribution to the fragility estimates for
extremely large wind speeds, i.e., for wind speeds of Category-IV cyclones or superior.

The structural reliability contribution of the passive damping devices can also be determined by
accounting for a specific hazard context. This is dictated by the location of the structures under
analysis. In the case of the present study, the turbines are assumed to be located in the Mexican state
of Oaxaca. The following subsection displays a brief illustration of the structural risk enhancement
achieved with passive damping devices, accounting for a concordant hazard context.

5.5.2 Risk enhancement

The implementation of TMDs on the structures represents a considerable reduction in the probability
of structural failure. However, the cyclone hazard is site-dependent, that is, the wind intensities are
unequally probable at a particular site. A brief and quick example of the enhancement achieved with
TMDs in terms of annual probability of damage is presented in this part. For that purpose, the data
presented in published research related to this dissertation is considered.

In the work of Jaimes et al.,10 a probabilistic risk analysis is carried out for the three turbines analyzed
in this study. However, in that reference, the turbines include no damping device. A comparison be-
tween the risk for two sites in Mexico is presented in the aforementioned reference.10 One of the sites
corresponds to the state of Oaxaca. As mentioned previously in this dissertation, this site is of rel-
evance for wind turbine studies in the hazard context of Mexico, owing to the fact that the greater
part of wind turbines in the country are installed on the aforementioned site. Thus, the hazard curve
presented in the reference of Jaimes et al.10 is used for the following example. The original curve is
presented for 3-s gust values of maximum wind speed in km/h. However, these values have been
transformed to 10-min averaged values in m/s. This has been performed assuming a gust factor of
1.425, as premised also for the analyses of Chapter 3. Therefore, the annual rate at which a wind-
speed value measured at 10 m from the ground is equaled or exceeded (λ(U)), for an arbitrary site in
Oaxaca, is presented in Figure 5.11.

According to the law of total probability, the annual probability (or rather, the mean annual fre-
quency) of physical damage on a structure, associated with an i-th DS of performance with damage
threshold dti, is given by57:

Paf,i =
∫

P (DPi ≥ dti|im)

∣∣∣∣dλ(im)

d im

∣∣∣∣dim (5.19)

The first term within the integral in Equation 5.19 is the fragility function such as those presented
in Figure 5.9. Therefore, accounting for the annual exceedance rate as displayed in Figure 5.11, the
annual probability of failure Paf computed for each of the turbines and their DSs is summarized in
Table 5.5.



Section 5.6 101

Figure 5.11: Annual exceedance rate for a site in Oaxaca, according to Jaimes et al.10

Table 5.5: Annual probability of structural failure due to tropical cyclones

Turbine 1 MW 2.5 MW 3.3 MW
Case Paf Paf Paf

[1/yr] [1/yr] [1/yr]
DS1 (No TMD) 8.96E-04 1.73E-03 3.54E-03
DS1 (with TMD) 3.23E-04 7.05E-04 1.26E-03

Ratio 2.774 2.459 2.802
DS2 (No TMD) 2.38E-04 1.00E-03 1.54E-03
DS2 (with TMD) 8.60E-05 4.21E-04 5.78E-04

Ratio 2.764 2.385 2.666
DS3 (No TMD) 9.25E-05 2.29E-04 4.40E-04
DS3 (with TMD) 2.70E-05 8.28E-05 1.39E-04

Ratio 3.425 2.764 3.163

As can be seen from the information summarized in Table 5.5, the risk reduction achieved with
the use of a TMD on the structures is considerable for the hazard context assumed for this rapid
evaluation. In the table, the ratio between the values of Paf achieved with no TMD to those achieved
with the implementation of a passive damping device is also presented. These values indicate that
the mean annual probability of failure is nearly three times lower when a passive damping device is
added to the structures. However, different TMD configurations, as well as different hazard contexts,
can produce different ratios. Notwithstanding, risk reduction would still be expected with the im-
plementation of TMDs, which can imply considerable gains in the lifetime extension of wind turbine
support structures.

5.6 Conclusions

The fragility analyses, and prompt risk analysis, of three wind turbines subjected to cyclone-induced
action, and fitted with tuned mass dampers, have been presented in this chapter. Different combi-
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nations of the parameters that define the TMDs have been studied from harmonic analyses on FEMs
of the three structures, as well as from time-history analyses that account for cyclonic wind field.
An optimal combination of the parameters that define the TMD has been determined, and compar-
isons between the structural response accounting for that combination and without the inclusion of
the TMDs have been carried out. From the results, the efficacy of the use of TMDs on the structure
in reducing the probability of failure has been determined. A simple evaluation of structural risk
enhancement has been performed accounting for the hazard context of the site premised for the anal-
yses.

Part of the results displayed in the present chapter has been published in an archived journal.58 In
that publication, the earthquake action on the structures is also accounted for, as well as the combined
action of cyclonic wind and earthquake. Earthquake-induced responses of the structures have been
disregarded in the present chapter, inasmuch as these fall out of the scope of the present dissertation.
However, the interested reader is referred to the work of Martín del Campo et al.58 for further details
on the results from the earthquake and multi-hazard cases.

Regarding the procedures and analyses presented in the present chapter, the following comments
are noteworthy:

– Regarding the literature surveyed for the present study, it is a noticeable fact that most of the
studies on wind turbines and damping devices are of numerical nature. No study or report was
found where the response was measured from real structures, other than the ones performed
experimentally. Notwithstanding the relevance of the surveyed experimental studies, these ac-
counted for simplified models representing the wind turbine structures. Thus, a research gap
involving the field measurements of the structural response of wind turbines fitted with sup-
plementary damping devices is identified.

– A great part of recent studies is centered on the use of active and semi-active TMDs. This is
attributed in part to the liabilities identified from passive TMDs compared to the aforemen-
tioned devices. Among these debits mentioned in diverse references, in the mild opinion of the
author, perhaps the one of greatest consequences might be the mistuning of the passive TMD.
Howbeit, passive TMDs are a consolidated solution to reduce the structural response and, as
has been presented in this chapter, the numerical studies of their use indicate notable benefits
in terms of structural reliability. Further studies accounting for physical problems that might be
unattended numerically are of relevance for the validation of these findings.

– Among the surveyed publications for this study, it was noted that the ones accounting for earth-
quake action on the structures disregarded any consideration of site effects. That is, most of the
surveyed studies analyzed the HAWT structures under the actions of ‘textbook’ ground-motion
records, and no real measurements of ground motions from sites near, or similar, to real wind
farm locations were used in those studies.

– The TMD parameters determined as optimal from the time-history analyses imply lower ratios
than the values predicted by conventional expressions. However, these expressions, as well as
the results from harmonic analyses, are useful to determine a premier approximation to the op-
timal values.

– Greater uncertainty values can be observed in Table 5.4 for the undamped cases than for the
cases that account for the implementation of a TMD on the structures. This is attributed to
the reduction of the RMS value of the structural response. This metric was disregarded for the
present study, however, a lower RMS value of response is concordant with measurements from
other TMD-centered studies.
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– For the present study, no probability distribution other than the log-normal distribution has
been considered to represent the structural response maxima. Nevertheless, the disregard of
other probability distributions owes to the fact that log-normally distributed variables are as-
sumed for the estimation of structural fragility from the median of the structural response.

– A better estimation of the uncertainty involved from the parameters that define the TMDs could
be achieved by the use of mixed-effects models. The uncertainties accounted by means of these
models could be the structural damping and the detuning of the TMD. Moreover, a more elab-
orate residual analysis is necessary when these models are applied. However, these are out of
the scope of the present work.

– The curves displaying the enhancement of probability of failure can be availed for reliability-
based optimization problems. That is, the maximum fragility enhancement can be studied and
targeted for specific levels of intensity measure, in order to achieve the lowest failure rates
during a risk analysis. Nevertheless, these activities are beyond the reach of this work.
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Chapter 6

Simpli�ed evaluation of the structural
response of wind turbines

The development of computational tools for the performance of difficult mathematical calculations
has enabled the solution of numerous problems in physics and engineering. Structural engineering
has also benefited from the advancements in these tools. For example, problems that demanded la-
borious calculations that could take days to solve ‘by hand’ 30 years ago, are solved in a matter of
seconds with contemporary domestic computational power. These advances have permitted more
detailed analyses of structural systems under a wide variety of load cases and combinations. In the
case of some structures, these load cases imply the combination of several environmental variables
that influence the structural response — and consequently the structural reliability — to a large extent.
State-of-the-art approaches rely on massive time-history simulations and analyses for the estimation
of the structural response under diverse load conditions. Notwithstanding the modern numerical
capabilities, these approaches are sometimes prohibitive due to their large computational expense.

This chapter presents a simplified method for prompt evaluation of wind turbine support struc-
tures. The method is no substitute for a detailed model of the wind turbine structure. Rather, the
simplification is intended to be of application for prompt reliability analyses, inasmuch as it allows
to replicate response values relying fundamentally on stochastic and probabilistic information of the
loads acting on the structural component under analysis.

6.1 Introduction

The wind-loading chain, as first proposed by Professor Alan G. Davenport, defines the assessment
of wind action on a particular structure from the combined effects of the links composing the chain
(see Figure 6.1): (i) wind climate, (ii) terrain influence, (iii) aerodynamic characteristics, (iv) dynamic
response, and (v) design criteria.1 Although these elements are defined as deterministic in common
wind-engineering standards, each of them is, in reality, stochastic,2 and might even display a certain
degree of statistical dependence. This symbolism was originally explained by Professor Davenport to
describe the steps of reliable wind load evaluation on wind-sensitive civil structures, such as bridges
or high-rise buildings. However, the concepts summarized in that train of thought can be extrapo-
lated to different kinds of systems, such as horizontal axis wind turbines (HAWTs).

The first and second links of the chain (i.e., the environmental parameters) determine in great part
the magnitudes and effects of the loads on the structure under study and are of major significance for
its lifetime. Published studies specific to wind turbine structures have centered on the probabilistic
characterization of the diverse environmental parameters that intervene in the wind loads on them.
In the case of onshore wind turbines, among the studied parameters are often: the mean wind speed
in the prevailing direction U(z), the standard deviation of wind speed (i.e., turbulence) σu, the power-
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law exponent that defines the mean-speed profile α, the turbulence length scale Lu, the air density ρ,
and the flow incidence angle, among other ambient or turbine-related parameters.3,4 Whereas, in the
case of offshore structures, the definition of uncertainties from the ocean environment is of large im-
portance as well.5

The third link in the chain corresponds to the aerodynamic characteristics of the structure. In the
case of common civil structures, their aerodynamic characteristics are driven mainly by the geome-
try of the structure with respect to the incidence angle of the flow. Whereas in the case of operating
wind turbines, the greater aerodynamic-load contributions are originated from the rotor (see Section
2.2). In this regard, the aerodynamic force coefficients on which the rotor operates vary considerably
with wind speed. This is insofar as the turbine is provided with mechanisms to ensure optimal ex-
traction of energy from the wind stream. This makes the aerodynamic evaluation of an operating
wind turbine more intricate than that of a static structure. Furthermore, ambient conditions such as
wind turbulence (σu) are considerably affected within wind farms by the operating wind turbines.6

Thus, one of the environmental parameters of greater importance for the wind-induced actions on a
specific turbine is dependent on the aerodynamic characteristics of upwind-adjacent turbines oper-
ating within the wind power plant. The influence of uncertainties in this turbine-affected parameter
(as well as in other environmental parameters) on the structural reliability of HAWTs has received
attention from studies in the literature.7

Due to the oft-growing size of wind turbines and their components, the determination of their
dynamic characteristics becomes of greater relevance. Some main wind-turbine elements are flexible
structures susceptible to aerodynamic excitation, which asserts the importance of the fourth link in
Davenport’s chain. Wind-sensitive structures are generally prone to display low structural damp-
ing, and this is likewise for HAWTs. Furthermore, due to the operation of the turbine, aerodynamic
damping plays a significant and variable contribution in the determination of the structural response
under aerodynamic loads. Dynamic characteristics of the structure of the turbine — such as stiff-
ness and mass — may be assumed to display less uncertain participation in the dynamic response
of the HAWT, when compared to conventional civil structures. This is reasonable due to the high-
quality control present in the fabrication of wind turbine elements.8 However, aerodynamic damping
is affected by many parameters of random nature, thus its assessment is a rather intricate subject.
The aerodynamic and structural damping on wind turbine structures has been studied from vari-
ous approaches in experimental research.9–12 These studies comport with the difficulties of damping
assessment due to the complicated interactions between structural vibration modes and diverse ele-
ments of the structure. Other approaches for disquisition on damping, such as numerical and analytic
methods, have studied the estimation of aerodynamic damping on operating wind turbines. These
studies have researched aerodynamic damping either from deductions based on the blade element
momentum (BEM) theory13,14 or from wavelet analysis of the structural response signals.8,15 In sum-
mary, any survey of research that has centered on the aerodynamic damping estimation of operating
wind turbines asserts that it is an issue neither trivial nor facile. Thus, the adopted approach for its
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account in the structural response is driven by the complexity and accuracy demanded by the prob-
lem under analysis.12

Wind-excited elements of a HAWT, such as the blades or the tower, are continuously subjected
to structural vibrations during their entire lifetime due to the operation of the turbine. That is, the
design of these elements has to account for the cycles of load reversals that are expected to occur
during their entire lifetime. Therefore, fatigue damage is an important design condition that has to
be assessed for the whole service life of the turbine. This condition belongs to the fifth element of
Davenport’s chain for wind turbine structures. Regarding structural lifetime, the service life of wind
turbines goes, on average, from 20 to 40 years.16 This implies a large number of possible combinations
of environmental and operational conditions for a single HAWT during this time, which have to be
evaluated for the assessment of fatigue damage. As mentioned previously in this chapter, modern
approaches for this assessment rely on samples of aeroelastic time-history analyses of the operating
HAWT. These are performed for a large number of environmental and operational combinations,
which typically demand long computing times. In this regard, inasmuch as surrogate models are
tools for prompt and inexpensive solutions to physical problems of random nature, recent research
has begun to study the use of these models for the assessment of fatigue-driven structural reliabil-
ity of wind turbines.4,7,17–20 This has been performed through different techniques, aiming for the
definition of the limit state function for different load cases. Furthermore, regarding the lifetime of
HAWTs, insofar as many of the currently-deployed wind turbines are about to reach (or exceed) their
service life, the planning of the end of the latter is of relevance. Little research has been conducted to
assess the technological, environmental, and economic issues associated with the end of service life
of wind turbines.16 However, re-powering of wind turbines that are still in condition to extend their
service life is a feasible option economically.16,21 The lifetime extension of wind turbines is expected
to become an important part of the wind energy industry, inasmuch as an extension of up to 25% of
the original service life is plausible in optimal cases.21 These scenarios are directing research on struc-
tural health monitoring for the development of lifetime-extension strategies,21,22 which mainly focus
on the reliable assessment of fatigue damage on structural components of existing wind turbines. For
this purpose, such strategies account for the incorporation of health-monitoring data and numerical
models,23,24 among other things.

The issues discussed above make it evident that the structural response of operating wind tur-
bines is an intricate subject. Thus, in order to approach this issue, the use of numerical models and
computational simulations for the evaluation of the structural reliability of wind turbines is undis-
puted. In that regard, non-parametric models for the evaluation of the structural response of wind
turbines from large databases are a current tendency. Nevertheless, the adequate consideration of
uncertainty in the structural response of HAWTs is still prohibitive, even with modern computational
tools. This owes to the large number of numerical simulations needed to cover the ample possibili-
ties of combinations regarding the parameters involved in the analyses. To contribute to that need, a
simplified method for the determination of signals describing the response of the support structure
of HAWTs is proposed and described in this chapter. The method is unintended as a replacement for
detailed analyses from other numerical approaches for the assessment of structural response, such
as elaborate finite element modeling (FEM). Rather, it is proposed as a feasible and computationally
economical solution for prompt analyses, enabling to cover a wider range of operation and environ-
mental conditions. This solution is useful for the development of structural reliability analyses. The
method relies fundamentally on spectral characteristics of the loads and responses of the wind tur-
bine structure, as well as on the probabilistic characteristics of their amplitudes. Details on the bases
of the method are provided next.

6.1.1 Summary of the simpli�ed methodology

The simplified strategies commented herein are intended for the evaluation of the maximum struc-
tural response, as well as for the determination of fatigue damage on a structural element. The ex-
amples covered in this chapter represent stages of power production during the normal operation
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of wind turbines. That is, the methodology and examples presented in this chapter assume unin-
terrupted and constant power-production conditions from 10-min-length stochastic simulations, as
accepted by the IEC 61400-1.25 However, the methodology can be extrapolated to other cases of op-
eration and other structures, if the proper criteria are adopted. Furthermore, in this chapter, it is
assumed a linear distribution of stresses in the cross-section of the element under analysis. Thus, the
histories of structural responses are assumed to be representative of the elastic linear behavior of the
support structure.

As briefly described in Section 2.2, the dynamic forces acting on the support structure of a HAWT
in operation are defined mainly from the thrust force on the rotor, and its associated aerodynamic mo-
ments. This can be availed for a reduction in the number of data needed to represent the structural
behavior of the turbine tower. Moreover, the spectral characteristics of these actions will determine
the frequency content, maximum amplitudes, and the number of load cycles. All these factors are of
importance for fatigue evaluation. In that regard, the most commonly adopted procedure for cycle
counting is the rain-flow algorithm,26 in combination with the accumulated damage estimated from
the S-N curve of the material. These criteria are accepted in conventional wind turbine standards and
are accounted for the development of the present methodology.

What has been commented in the previous paragraphs serves as bases for the simplification dis-
cussed herein. Such a simplification can adopt two outlooks: (i) the simulation of aerodynamic forces
for subsequent application to a reduced-order model of the wind turbine support structure, or (ii) the
simulation of spectrally- and statistically-concordant structural response signals. For the two cases,
the next steps can be followed for each combination of environmental and performance parameters
involved in the structural response of a wind turbine:

(i) Perform a representative sample of structural time-history analyses of the turbine functioning
under specific environmental and operational conditions. These analyses must be performed
on detailed models of the structure under study.

(ii) Compute the first four statistical moments of the load or response signals of interest for each of
the analyses in the sample.

(iii) Estimate the cumulative distribution function (CDF) of the load or response amplitudes from
the signals in the original sample.

(iv) For each of the analyses in the sample, estimate the power spectral density function (PSDF) of
the loads or the response produced by the operation of the wind turbine.

(v) Perform a set of simulations of Gaussian signals with the frequency content dictated by the
PSDF of load or response amplitudes for each of the elements that compose the original sample.

(vi) Carry out the transformation of the Gaussian signals simulated in step (v), accounting for its
respective CDF as estimated in step (iii).

(vii) Compute the fatigue damage or the structural evaluation from the signals resulting from step
(vi).

As can be observed from the list of steps just described, the statistical moments of the sample
histories are mentioned as necessary. This owes to the fact that, inasmuch as the elastic structural
response is directly proportional to the force acting on a system, the distribution of force-amplitude
maxima is necessary to ensure the adequate representation of the maxima of responses. The following
section provides more details on this subject. Moreover, a simplified four degree-of-freedom (DOF)
model for structural analysis is also described in a subsequent section.
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6.2 Simulation of non-Gaussian stochastic processes

Conventional simulation of wind turbulence in the neutral atmospheric boundary layer assumes that
the amplitude distribution of turbulence is of Gaussian characteristics. This is a valid assumption
for a wide variety of cases.27 However, non-linearities introduced by, e.g., the combination of wind
speed components, or the aerodynamic characteristics of a structure, can deviate the aerodynamic
loads from a Gaussian distribution. For HAWTs, the intricate aerodynamic shapes of wind turbine
blades, and the varying load decomposition originated by the operation of wind turbine rotors, are
factors that induce significant non-linearities that can distort the probability distribution of force am-
plitudes acting on the structure. The distortion of load amplitudes thus influences greatly the ranges
of stresses during a load sequence on the structural elements, as well as the extreme values of struc-
tural response expected in a determinate time interval. These distortions justify the definition of an
adequate probability distribution of loads and responses as a matter of great relevance for structural
reliability. An adequate probabilistic description of the load amplitudes acting on the structure fa-
cilitates the performance of stochastic process simulation. This simulated process can represent a
physical one, but at a lower computing time compared to a full analysis of the structure. Elaboration
on this subject is carried out in the following.

6.2.1 Translation models for non-Gaussian processes

There have been different methods proposed in the literature for the simulation of non-Gaussian
stochastic processes. These methods rely on translation process theory, on which a non-Gaussian
process can be related to a Gaussian one by means of a translation function. To elaborate on this,
consider a stochastic stationary Gaussian process X(t), the amplitudes of which can be represented
by a standard-normal distribution. The process X(t) is thus to be translated into a non-Gaussian
process Z(t). However, Z(t) is conveniently normalized into the process Y(t), which has zero mean
and unit variance. Hence, the translation function g [X(t)] is defined form:

y(x) = F−1
Y [Φ (x)] = g(x) (6.1)

In Equation 6.1, FY is the CDF of the normalized non-Gaussian process Y(t), Φ(·) the standard-normal
CDF, and g(·) the translation function. The latter must be devoid of memory and monotonically
increasing for an adequate mapping of the processes.28 According to the previous definitions, it can
be asserted that g−1 [Y(t)] = X(t). Furthermore, insofar as the amplitudes of X(t) are represented
by a standard-normal distribution, the probability density function (PDF) of Y(t) can be expressed as
fY(y) = d

dy FY(y) = dx
dy fX(x), that is:

fY(y) =
1√
2π

exp
[
− x2(y)

2

]
d

dy
x(y) (6.2)

Heretofore the relevance of the translation function has been indirectly expressed. In that regard,
albeit Equation 6.1 is in practice evaluated numerically, in order to do so the form of g(X) is sought to
be determined. For this purpose, an ingenious solution has been presented from the Hermite series
expressing the non-Gaussian variable as29:

Y(t) = ∑
n≥0

hn Hen [X(t)] (6.3)

Hen(x) = (−1)n exp(x2/2) dn

dxn

[
exp(−x2/2)

]
where Hen(·) is the n-th Hermite polynomial, and the coefficients hn are referred to as Hermite mo-
ments. This owes to the fact that they can be determined from the statistical moments of the variable
Y(t).29 The relation between the variables expressed from the Hermite series can be applied also to
their PDF, which results in30:
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fY(y) = fX(y)

[
1 + ∑

n≥1
hn Hen(y)

]
(6.4)

where the Hermite moments hn can be expressed as hn = αn
n! −

αn−2
1!2(n−2)! +

αn−4
2!4(n−4)! − ..., from the

known statistical moments αn.30 Equations 6.3 and 6.4 establish the base of one of the transformations
of non-Gaussian processes more frequently used in structural engineering, as formerly published by
Winterstein.30 From this approach, recalling that the variable Y(t) has zero mean and unit variance, it
can be truncately expressed from its third and fourth statistical moments and the Gaussian variable as
Y = κw

[
X + h̃3(X2 − 1) + h̃4(X3 − 3X)

]
. Or rather, a value of X(t) and its correspondent derivative

can be expressed from a value of the non-Gaussian variable as30:

x(y) =
[√

ξ2
w(y) + c + ξw(y)

]1/3
−
[√

ξ2
w(y) + c− ξw(y)

]1/3
− a (6.5)

dx(y)
dy

=
b

2κw
√

ξ2
w(y) + c

[(√
ξ2

w(y) + c + ξw(y)
)1/3

+

(√
ξ2

w(y) + c− ξw(y)
)1/3

] (6.6)

where the parameters needed for the evaluation of the transformation are defined from30:

ξw(y) =1.5b
(

a +
y

κw

)
− a3 (6.7a)

κw =
1√

1 + 2h̃2
3 + 6h̃2

4

(6.7b)

a =
h̃3

3h̃4
, b =

1
3h̃4

, c = (b− 1− a2)3 (6.7c)

In Equation 6.7, the coefficients h̃3 and h̃4 must be distinguished from the Hermite moments. Notwith-
standing, these can also be defined from the third and fourth statistical moments of the non-Gaussian
variable (i.e., from its skewness and kurtosis), as commented previously. A revised version of these
coefficients presented optimized closed-form solutions with the form31:

h̃3 =
α3

6

[
1− 0.015|α3|+ 0.3α2

3
1 + 0.2(α4 − 3)

]
(6.8a)

h̃4 =h̃40

[
1−

1.43α2
3

α4 − 3

]1−0.1(α4)
0.8

(6.8b)

h̃40 =
[1 + 1.25(α4 − 3)]1/3 − 1

10
(6.8c)
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The model summarized above covers a wide variety of cases with application to structural engi-
neering problems. However, it has been found rather inadequate for hardening stochastic processes,
i.e., those with kurtosis less than three.32 The moment-based translation model from Hermite poly-
nomials presented is thus of application for cases where 3 < α4 < 15. Moreover, in order for the
translation function to be monotonic, the relation α4 ≥ 3 + (1.25α3)

2 must be ensured.32

To overcome the limitations of the model based on the Hermite polynomials, Ding and Chen
developed translation models based on orthogonal polynomials. Their translation model is intended
for processes with kurtosis less than three. From this approach, a value of the Gaussian process X(t)
can be expressed from one of the non-Gaussian variable by32:

x(y) ≈ b2y + b3

(
y2 − α3y− 1

)
+ b4

(
y3 − α4y− α3

)
(6.9)

dx(y)
dy

≈ b2 + 2b3y− b3α3 + 3b4y2 − b4α4 (6.10)

The derivative of X with respect to Y has also been presented in Equation 6.10, where the coefficients
defining the model are determined from closed-form solutions dependent on the statistical moments:

b2 =ϕ

[
1−

α4
3 + 1.2α2

3 − 0.18
7.5 exp(0.5α4)

]
(6.11a)

b3 =−
0.8α5

3 + α3
3 + 0.77α3

(α4 − 1)2 + 0.5
(6.11b)

b4 =− ϕ

[
0.04−

11.5α4
3 + 6.8α2

3 + 3.5
(α2

4 + 0.4)2 + 0.15

]
(6.11c)

ϕ = [1− 0.06(3− α4)]
1/3 (6.11d)

According to its authors,32 a monotonic translation function is achieved from the model summarized
in Equation 6.9 if the relation (1.35α3)

2 + 1.25 ≤ α4 is held.

Notwithstanding the relevance of the refined models described above, the statistical features dis-
played from loads of operating rotors on wind turbine structures are seldom described from these
approaches. Howbeit, availing from the fact that wind load signals on wind turbines are often com-
posed of large samples of data, a practical non-parametric transformation can be implemented to
perform the transformation of a simulated Gaussian signal. Such a transformation is described in the
following subsection.

6.2.2 Direct process translation

The applicability of the translation models described above is limited to certain intervals of values
for the skewness (α3) and kurtosis (α4) of the non-Gaussian process. Although these models cover
a wide range of cases of interest for structural engineering, the aerodynamic action on wind turbine
structures often displays complicated features which are nontrivial in the evaluation of the structural
response. A non-parametric approach is presented herein to outstrip these limitations.
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For illustration purposes, consider a thrust force signal represented by the process Z(t) as dis-
played in Figure 6.2. The signal has been measured from an analysis performed in the aero-servo-
elastic code FAST,33 for the 5-MW reference turbine of the NREL,34 which has also been described and
analyzed in Chapter 3. The analysis considered that the turbine is operating within the normal speci-
fications at a constant rotor speed with no variations of the blade pitch angle. Normal environmental
conditions and operational wind speed levels were assumed. Further description of environmental
and operational aspects assumed for the analysis of the turbine are irrelevant for the purposes of this
example.

Figure 6.2: Non-Gaussian aerodynamic load signal: (a) Thrust force signal, (b) Amplitude histogram, (c) Q-Q
plot of force amplitudes

From the quantile plot and the histogram displayed in Figure 6.2, it is evident that the amplitudes
of forces deviate considerably from a Gaussian distribution. Moreover, it can be seen that the kurto-
sis of the force amplitudes is slightly superior to three. However, the condition α4 ≥ 3 + (1.25α3)

2

necessary for the application of the moment-based Hermite transformation is unsatisfied, whereas
the condition (1.35α3)

2 + 1.25 ≤ α4 suggested for the model based on orthogonal polynomials is met.
Notwithstanding this fact, a sort of multi-modality can be observed from the histogram of the force
amplitudes. An accurate representation of such a feature in the PDF of the thrust force is unattainable
by means of the transformations described above.

Due to the central limit theorem, a stochastic process simulated from the spectral representation
method tends towards gaussianity as it is largely sampled.35 In wind engineering applications it is
common to simulate long wind speed signals. These are often simulated at a sampling frequency
sufficiently high to cover a wide portion of the turbulence spectrum. Consequently, practical wind
load signals often display large samples of data. This is the case of the signal displayed in Figure
6.2a, which was computed at a sampling frequency of 100 Hz. In this regard, it is a useful assumption
premising that the empirical CDF computed from the non-Gaussian signal represents fairly the real
distribution of the process Z(t).

The simplified translation method presented in this subsection relies on the equivalence of cumu-
lative distributions of the processes, such as the one expressed in Equation 6.1, but by means of their
empirical CDFs. To elaborate on the matter, consider a Gaussian process X(t) of l elements simulated
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from the spectral representation method.35 The process X(t) displays the frequency content dictated
by the PSDF of Z(t), and has an empirical CDF expressed from:

F̂l(x) =
1

l + 1

l

∑
k=1

1Xk≤x (6.12)

where 1(·) is the indicator function. The process X(t) is to be translated into the non-Gaussian pro-
cess Z̃(t). Z̃(t) must be described by the same probability distribution of Z(t), which is formed by m
elements. Therefore, the empirical CDF of Z(t) is defined as F̂m(z). Thus, by means of interpolation
of values, such as the one summarized in Figure 6.3, the translation of X(t) into Z̃(t) is performed.
Note that this non-parametric transformation is based on the premise that all the involved processes
are composed of samples sufficiently large to assume that their empirical CDFs approximate fairly
their real cumulative distributions. Furthermore, if l > m, the values at the upper and lower tails of
the distribution of Z̃ must be computed from an interpolation with 0 or 1, and their corresponding
nearest value from F̂m(z).

Figure 6.3: Direct translation of a stochastic process

The transformations that have been summarized herein can describe an ample variety of stochastic
processes common in structural and wind engineering. A relevant premise for their application is that
such transformations are valid for wide-banded processes, like wind action on structures, as it has
been oftentimes presented in the literature. Moreover, any correlation among different signals has
been disregarded hitherto for their translation. This is an availability of the simplified methodology
described in this chapter, attainable inasmuch as the resultant aerodynamic loads on the wind turbine
rotor display null values of association among different components. This permits a reduction of the
DOFs necessary for a simplified structural model, as described in the following section.
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6.3 Simpli�ed wind turbine support-structure model

The abatement of long computing time for reliability analyses can be achieved by means of the re-
duction in the number of response signals needed for the representation of the structural behavior
of the wind turbine support structure. A simplification of the structural model is pertinent for this
purpose. Such a simplification can be implemented under the premise that the structural response of
the support structure of the wind turbine is adequately described from the first bending mode of the
tower. This section elaborates on this subject, it also provides details on the assumptions adopted for
the performance of structural analyses.

6.3.1 Four-DOF model

In previous chapters, the structural behavior of land-based wind turbine support structures was dis-
cussed. This was done either for the evaluation of the aeroelastic response under cyclone-induced
loads or for the implementation of supplementary damping devices on the structure. Regardless of
the objectives of the dynamic evaluation, the structural response of the support structures was ob-
served to be dominated by the first bending mode of the tower. This permits several simplifications
in its modeling. To expand on this simplification, consider the coordinate system with its origin at the
nacelle of the wind turbine, as schematized in Figure 6.4. Please distinguish the coordinate axes indi-
cated in the figure from the values of random variables employed to discuss the translation process
theory in the previous section. The degrees of freedom that describe the response of the rotor-nacelle
assembly are also illustrated in Figure 6.4.
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Figure 6.4: Degrees of freedom for the representation of a HAWT support structure
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The dominance of the first bending mode of the turbine tower permits premising that the sup-
port structure can be modeled as a cantilevered beam. Whereas this cantilevered beam is assumed as
massless, the rotor-nacelle assembly is treated as a lumped mass at the end of the tower. The lumped
mass is represented by meq and is determined from meq = mblades +mhub +mnacelle +(33/140)mtower.
These elements represent, in respective order, the masses of the blades, the hub, the nacelle, and a frac-
tion of the mass of the tower. This last term assumes that the tower is represented by an element of
constant cross-section and height H.36

Dynamic similitude can be maintained between the simplified (or equivalent) system and the tur-
bine structure. For this purpose, the second area moments of the equivalent cross-section of the can-
tilevered element have to be defined from the natural frequencies of the real structure. This definition
implies the following relation:

Ix =
meqω2

x H3

3E
(6.13a)

Iy =
meqω2

y H3

3E
(6.13b)

where ωj is the angular frequency of the first bending mode of the tower in the j-direction (j = x, y),
and E is the elastic modulus of the tower structure. Furthermore, disregarding the degrees of freedom
(and consequently the vibration frequencies) associated with the z-direction, the stiffness matrix of
the equivalent system can be expressed as:

Ks =
2E
H3


6Ix 0 0 −3HIx
0 6Iy 3HIy 0
0 3HIy 2H2 Iy 0

−3HIx 0 0 2H2 Ix

 (6.14)

Under the assumptions commented above, the equation of motion considering aerodynamic damp-
ing effects can be expressed as:

Msd̈(t) +
[
Cs + Ca

]
ḋ(t) + Ksd(t) = fa(t) (6.15)

In Equation 6.15 the vector of structural responses is defined as d =
{

dx, dy, θx, θy
}T , and the dots

denote differentiation with respect to time. Ms and Cs represent the mass and damping matrices of
the equivalent structure, whereas Ca represents the aerodynamic damping matrix. The vector fa sum-
marizes the aerodynamic loads due to the operation of the turbine on the equivalent system. These
forces result from the integration of the aerodynamic loads on the operating rotor.

From Equation 6.14 note that the pairs of degrees of freedom dx and θy, and dy and θx, are coupled.
These structural responses can be obtained from the solution of Equation 6.15. Notwithstanding that
these DOFs represent the structural response measured at the nacelle, they can be assumed as equiv-
alent to the response at the topmost height of the tower without relevant loss of accuracy.

Stress histories

In most cases, when the structural response of the wind turbine support structure is of interest, mea-
surements at the greatest height of the tower are sufficient. Regarding the structural response at
intermediate coordinates between the base of the tower and its topmost extreme, it can be estimated
from the responses at the higher location. This can be done by means of a shape function ψt(z). Com-
porting with this, the structural response in the j-direction can be estimated as dj(z, t) = ψt(z)dj(t),
where dj is the structural displacement at the end of the tower, as included in the vector d.
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In this regard, if the support structure is assumed to behave as a cantilevered Euler-Bernoulli beam,
the bending moment in the j-direction at a particular height of the tower can be roughly approxi-
mated from the expression Mj(z, t) = EI(z)∂2d(z, t)/∂z2 = EI(z)dj(t)d2ψt(z)/dz2. In this case, I(z)
represents the real second area moment of the cross-section of the tower at a determinate height and
must be distinguished from the equivalent second area moments defined in Equation 6.13. This dis-
tinction owes to the fact that the moments of inertia presented in Equation 6.13 assume a constant
cross-section of the tower. Thus, if the components of bending moment at a determinate height are
known, under the premise of a linear stress distribution across the tower section the stress history is
defined from:

ς(z, t) =
[Dc(z)− tc(z)]

√
M2

x(z, t) + M2
y(z, t)

2I(z)
(6.16)

where ς(z, t) represents the stress amplitude, and Dc(z) and tc(z) are the tower outer diameter and
thickness, respectively — assuming that the support structure is built as a hollow circular section.

Damping estimation

In Equation 6.15, the added mass and fluid rigidity that intervene in the fluid-structure interaction
have been disregarded. Therefore, the aeroelastic effects on the equivalent structural system are re-
duced to the influence of the aerodynamic damping matrix. Insofar as wind turbine support struc-
tures are flexible mechanical systems of low structural damping, the amplitudes of structural re-
sponses are majorly influenced by this quantity. As has been commented in the introduction of this
chapter, aerodynamic damping evaluation on operating wind turbines is a subject neither trivial nor
facile. An elaborate identification of the aerodynamic damping falls out of the scope of the present
study. However, a common procedure for the damping estimation is briefly summarized next.

The half-power-points method is a commonly employed procedure for the estimation of damping
on mechanical systems.11,12,36 Under this approach, the damping matrix can be defined from the
assumption of a single load and a single response signal. That is, the force and response histories
are necessary for the estimation of damping in each DOF, disregarding any coupling between them.
The half-power-points method consists of the estimation of the damping ratio from the following
expression:

ξ j =
ω
(2)
j −ω

(1)
j

2ωj
(6.17)

Equation 6.17 defines the damping ratio ξ j from the angular frequency of the j-th mode of the struc-

ture. In the equation, ω
(k)
j (k = 1, 2) are defined as the half-power points. That is, the frequencies near

the j-th mode peak in the frequency-response function (FRF) at which the following equality is met36:∣∣∣H (iω(1)
j

)∣∣∣ = ∣∣∣H (iω(2)
j

)∣∣∣ = 1√
2

∣∣H (iωj
)∣∣ (6.18)

where |H(iω)| is the modulus of the FRF that relates the PSDFs of force S f (ω) and response Sq(ω) as

Sq(ω) = |H(iω)|2S f (ω), and i is the imaginary unit.

In the previous lines, the PSDFs of forces and responses can either be estimated from their respec-
tive histories in physical coordinates or can also be computed in modal coordinates. The latter case
implies that the vectors of forces and displacements in modal coordinates are determined, respec-
tively, from:
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f(t) = φT
j fa(t) (6.19)

q(t) = φT
j d(t) (6.20)

where φj represents the modal shape vector describing the j-th modal form. From these elements, the
modal matrix Φ is defined. According to these definitions, by letting the damping matrix in modal
coordinates be expressed as C = ΦTCΦ, and the modal mass matrix as M = ΦTMΦ, the damping
contribution in physical coordinates can be expressed from37:

C =
(

MΦM−1
)

C
(

M−1
ΦTM

)
(6.21)

Note that, if the force and response signals used to evaluate Sq(ω) and S f (ω) are measured from a
numerical or physical model accounting for aeroelastic interaction between the flow and the structure,
the elements composing C (which result from the evaluation of Equation 6.17) will account for the
contribution of Ca and Cs. However, insofar as Equation 6.21 is governed by the modal matrix, the
coupled elements resulting from such an evaluation will be the same as in Equation 6.14. Further
studies on the description of aerodynamic damping and the coupling it induces on different DOFs
demand a more elaborate evaluation. Nevertheless, the simplicity of the approach described herein
is availed for the sake of demonstration.

6.4 Simpli�ed method for simulation of stress signals

Reliable structural design is governed by the maximum expected values of loads on an element. In
the case of fatigue damage, the maximum value might display no association with the occurrence of
extreme values of load amplitude. Rather, the load range and the number of load cycles determine
the fatigue damage on a structural element. Fatigue damage implies material deterioration which
can affect significantly the lifetime of a mechanical system or structural component. For this reason,
it is important to account for this effect in their design. This section describes an algorithm to simu-
late equivalent stochastic processes. These are called ‘equivalent’ insofar as they can produce similar
values of fatigue damage to those from an original process computed from an elaborate numerical
model of a wind turbine in operation.

The random nature of wind turbulence makes wind turbine fatigue a rather complicated phe-
nomenon, as it is often the case of load conditions governed by random loading. Conventional cri-
teria in wind turbine standards, such as the IEC 61400-1,25 permit the evaluation of fatigue damage
from synthetically-generated turbulent wind simulations. Common assumptions for these simula-
tions are the stationariness of the wind speed in 10-min time lapses, the neutral stratification of the
atmospheric boundary layer, and the logarithmic- or power-law wind profile. Notwithstanding these
assumptions, further complications can unfold on the problem, as atmospheric turbulence is affected
by the operation of wind turbines within a wind power plant.6 These conditions can also be studied
by means of the simplified approach discussed herein. However, inasmuch as the illustration of the
method is the main objective of this chapter, only conventional cases are covered.

It is oft-suggested by common wind turbine standards to perform the evaluation of fatigue damage
from the rule of Miner.25 This criterion assumes that the damage on the material of a structural ele-
ment due to fatigue accumulates linearly and independently in each load cycle during a load history.
This can be represented by means of the equation:

D = ∑
k

1
N (∆ςk)

(6.22)
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In Equation 6.22, N is the number of cycles needed for the structural element to fail at a stress range
∆ς occurring at the k-th time step of the load history. The value of N is commonly defined from labo-
ratory tests, where an element from the specified material is subject to repeated harmonic load cycles
of constant amplitude. The number of cycles to failure is determined, and the test is repeated at a
different load amplitude on another specimen of identical characteristics. This way a curve describ-
ing the fatigue behavior of the material is built, known as the S-N curve. The S-N curve of a material
is commonly expressed from the stress ranges as N = Kr∆ς−m, where both Kr and m are material
constants.

According to the assumptions commented previously, the stress ranges and the number of load
cycles during a load history are the main characteristics that govern fatigue damage. In stationary
processes, these two characteristics can be related to the PSDF of the process itself. This owes to the
fact that the spectral moments define the rate of crossings of the process as well as its amplitudes, and
consequently, the number of load cycles in a time-lapse.38 In this regard, the stress range at the k-th
time step of a digitally-sampled stress signal can be expressed as ∆ς(tk) = |ς(tk)− ς(tk−1)|. A signal
sampled at a constant time step ∆t will thus be composed of stress ranges that can be expressed as:

∆ς(tk) = |ς̇(tk)|∆t (6.23)

where ς̇(t) is defined as dς/dt. Thus, a load signal able to represent the fatigue damage of an original
load history can be obtained by the simulation of the stochastic process ∆ς(t). Therefore, information
on ∆ς(t) is required. In that regard, the PSDF of the process ς̇(t) can be estimated from the PSDF of
ς(t) form:

Sς̇(n) = (2πn)2 Sς(n) (6.24)

In Equation 6.24, n represents the temporal frequency. Moreover, the spectral density of stress am-
plitudes Sς(n) can be estimated from the Fourier transform of the autocorrelation function of a stress
signal computed from Equation 6.16. Thus, the steps for the simulation of stationary equivalent stress
signals can be summarized as:

(i) Perform a time-history analysis of a wind turbine operating under specific conditions.

(ii) Compute the stress history ς(t) and its derivative ς̇(t), by means of Equation 6.16.

(iii) Estimate Sς̇(n), either directly or by evaluation of Equation 6.24.

(iv) Perform the simulation of a number of zero-mean processes Ẋ(t) from Sς̇(n), in order for these
to have adequate frequency content (Please distinguish in this context between the stochastic
processes X(t) and the spatial coordinate x).

(v) Correct the amplitude distributions of the simulated processes Ẋ(t), in case the amplitude dis-
tribution of ς̇(t) evinces non-Gaussian characteristics. This correction can be performed by any
of the methods described in Section 6.2. (Let Ż(t) be the corrected signal homologous to Ẋ(t)).

(vi) Perform numerical integration on each of the processes Ẋ(t) (or Ż(t), in case the amplitude
distribution of these has been corrected).

(vii) Correct any difference in the mean component of X(t) — or Z(t) — with respect to the mean of
the original signal ς(t).

(viii) Count the cycles of the resulting simulated signals to evaluate fatigue damage.
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The steps summarized above have been phrased for the simulation of stress signals for fatigue
analyses. However, a similar procedure can be applied for the simulation of diverse phenomena
based on the load or response amplitudes. For example, an analogous procedure can be adopted to
directly simulate signals of bending moment at the base of the tower, or any other height. If this is
done for the evaluation of response maxima, the range similarity between the resultant signals and
the original can be disregarded (that is, the simulated process must be concordant in amplitude, rather
than its derivatives). Furthermore, noting that the described methodology relies fundamentally on
spectral and probabilistic characteristics of an ‘original’ process, its implementation can be easily
extrapolated to diverse problems in engineering related to random vibrations. Notwithstanding these
comments, the required information is more easily attained either from the numerical evaluation of
an elaborate structural model or from experimental data. The following section is centered on the
evaluation of the effectiveness and precision of the methodologies and criteria described above. Such
an evaluation is performed from numerical analyses of an operating wind turbine.

6.5 Numerical example

A numerical example is carried out to illustrate the application of the criteria described previously in
this chapter. The analyses are performed on the onshore 5-MW reference wind turbine of the NREL,34

the overall dimensions of which have already been described in Chapter 3. The turbine selected for
this case study is assumed to be operating at its rated rotor speed. Furthermore, the pitch angle of
its blades is assumed to remain constant during the analyses, and no yaw variation is assumed in the
wind flow or the rotor orientation. Although these premises represent a rather idealized scenario,
they serve the purpose of identification of shortcomings and gaps of the method proposed herein.
This is of high importance for the adequate application of the methodology to related problems.
Furthermore, in order to avoid redundancy and saturation of data, only nine environmental cases
are assumed for the analyses. These cases correspond to mean wind speed values measured at hub
height (Uhub) of 10, 15, and 20 m/s; and three levels of turbulence intensity (Iu), which are: 5, 10, and
20%. The Kaimal turbulence spectra and a power-law exponent as suggested in the IEC 61400-125 for
normal operation conditions were assumed in all the analyses.

6.5.1 Description of the turbine

As has been briefly described in Chapter 3, the 5-MW reference wind turbine of the NREL34 is a
model widely employed for wind energy research. The characteristics of this turbine needed for the
application of the simplifications discussed herein are displayed in Table 6.1.

Table 6.1: Parameters of the 5MW reference wind turbine34 for the simplified analyses

Parameter Value Units
mblades 53,220.0 kg
mhub 56,780.0 kg
mnacelle 240,000.0 kg
mtower 347,460.0 kg
meq 431.9 Mg
H 90.0 m
ωx 2.036 rad/s
ωy 1.960 rad/s
Ix 2.071 m4

Iy 1.921 m4

Dc(z = 0) 6.0 m
tc(z = 0)a 2.7 mm

a In the original reference,34 this quantity is explicit as 2.7 mm in the description of the structure. However, in the same reference, it is mentioned that the tower-wall
thickness was increased to comply with the structural characteristics of a turbine from another reference.39 In the present example, the values displayed in this table are
held for all the computations.
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Figure 6.5: Rotor speed and pitch angle criteria of the 5MW reference wind turbine34

As summarized in Chapter 2, the rotor speed and the orientation of the blades are of major impor-
tance in the determination of the thrust coefficient on the rotor. That is, the forces on the structure are
governed by these quantities, which depend on the operation of the turbine. Figure 6.5 summarizes
the criteria defined for the operation of the turbine regarding the pitch angle (β) and the rotor speed
(Ω). Notwithstanding Figure 6.5, the rotor speed was assumed to be a constant value of 12.1 RPM in
all the analyses. Note that, inasmuch as the determined values of Ω for wind speeds of 15 and 20 m/s
are indeed defined as 12.1 RPM in Figure 6.5, only its value for a wind speed of 10 m/s differs from
what has been defined for the reference wind turbine. This was done for the sake of reducing the
number of variables that intervene in the analyses. Trivial differences between this assumption and
the real operation criterion are expected, insofar as the rotational speed at 10 m/s is slightly inferior
to 12.1 RPM. Moreover, whereas the rotor speed was assumed constant for all the analyzed cases, the
pitch angle of the blades β was taken as displayed in Figure 6.5. That is, β was set as 0, 10.45, and
17.47◦ for respective values of Uhub equal to 10, 15, and 20 m/s.

6.5.2 Equivalent structural model

According to the premises commented in Subsection 6.3.1, aerodynamic load histories are necessary
to perform the simplified analyses. The resultant load histories at the rotor in the x- and y-directions,
as well as the resultant moments around the same directions, are the loads needed for the evaluation
of the simplified 4-DOF model. A sample of these loads for each analyzed environmental condition
was obtained from time-history analyses performed in the code FAST.33 The operation conditions
defined for these analyses have been stated in the previous subsection.
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Number of analyses

For the purposes commented above, the number of histories composing the samples must be defined.
The definition of how ample must be the sample ensures an adequate representation of the processes
without excessive computational expense. For this purpose, the standard errors from the mean val-
ues of the histories were explored. Figure 6.6 displays the standard error for mean thrust force (T)
and mean tower displacement in the x-direction (dx) for two of the cases covered. It can be inferred
from the tendencies displayed in this figure that the standard error begins to ‘stabilize’ at 15 analyses.

Figure 6.6: Standard errors measured for mean thrust force and mean tower displacement for Uhub of 10 and 15
m/s, and Iu of 10 and 20%

Samples of 15 analyses per combination were used to carry out the stochastic simulation of force
signals to analyze the equivalent structural model — hereafter referred to as ‘seed samples’. Five ‘repli-
cas’ were performed from each of the elements of these samples, leading to a total of 75 equivalent
load histories per combination. A sample of 20 additional analyses per combination was used for
comparison purposes. The statistical characteristics of the force signals measured from this group
— herein referred to as the ‘control sample’ — were explored. Figure 6.7 displays box plots of the
skewness and kurtosis of the loads in two of the degrees of freedom evaluated for the control sample.
These forces correspond to the displacement DOFs in the x- and y-directions, respectively. Further
description of the forces in the rest of the DOFs was omitted for the sake of brevity.

Before any further description of the numerical study, some comments on the load statistics are
pertinent. From Figure 6.7 it can be seen that the statistical moments of the load histories deviate
from Gaussian characteristics to some degree. In the case of the thrust force T, no tendency is evident
for the distribution of the skewness or kurtosis as either turbulence intensity or wind speed vary.
Notwithstanding the ostensive dispersion of skewness of the thrust force around zero, it can be seen
in Figure 6.7(a) that the greater part of the data is located on positive values. Whereas in the case of
the fourth moment of T, the greater part of the kurtosis displays values lower than three, as in Figure
6.7(c). That is, the thrust force on the rotor is a rather hardening process. Regarding the statistical
moments of the forces in-plane to the rotor, denoted as S, the skewness values from the data are
also dispersed around zero. This can be appreciated in Figure 6.7(b). However, a tendency towards
skewness diminishment can be appreciated in α3 as wind speed increases. Moreover, it is evident
from Figure 6.7(d) that the greater part of the data of S evinces a rather hardening behavior (i.e., with
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kurtosis less than three). Notwithstanding, it is also evident that the process tends to soften as wind
speed increases.

(a) Skewness values of control sample for thrust force (b) Skewness values of control sample for in-plane force

(c) Kurtosis values of control sample for thrust force (d) Kurtosis values of control sample for in-plane force

Figure 6.7: Statistical moments of aerodynamic forces on the operating rotor

Simulation of force signals

As commented previously, the 4 DOF model proposed in Subsection 6.3.1 relies on the aerodynamic
forces on the rotor in each degree of freedom representing the tower deflection. Stochastic simulation
of forces on these DOFs was performed accounting for the characteristics displayed by the results
from the full structural model. For this purpose, a foregoing exploration of the resulting forces from
the seed samples was performed. From this exercise, it was observed that some of the load signals
displayed considerable values of correlation (either positive or negative), whereas others displayed
negligible correlation. Furthermore, the normalized spectral densities of the load signals that dis-
played correlation exhibited nearly identical ordinates. These facts were availed for the reduction of
simulated signals for the simplified analyses. That is, for the simulation of equivalent processes, a
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simplification can be assumed where only two uncorrelated signals are needed to perform the Gaus-
sian simulation. The subsequent non-Gaussian translation is performed on these signals accounting
for the respective amplitude distribution of their corresponding DOF. This simplification neglects
non-unit values of correlation between some of the load histories in different degrees of freedom.
Notwithstanding, the governing forces on the support structure are fairly represented from this as-
sumption.

Figure 6.8 displays the values of correlation measured from the seed samples for the different
loads. Some of the normalized PSDFs of the correlated loads are also displayed in their respective
graphics. These similitudes in the spectral ordinates held for all the analyzed cases, a fact that aided
in the simplification mentioned in the previous paragraph.

Figure 6.8: Measured correlation between the load histories in different DOFs for the seed sample

Let the scheme for the performance of the equivalent analyses be reiterated. The force signals to be
applied to the 4-DOF model are simulated from the spectra estimated from the full-model (original)
analyses in the seed sample. Subsequently, these simulated signals are translated into non-Gaussian
processes, accounting for the amplitude distribution of the original load histories. In this regard, and
as commented previously in this chapter, due to the elaborate decomposition of loads on the operat-
ing turbine some load histories displayed intricate characteristics. These characteristics are sometimes
difficult to attain from the moment-based translation methods described above. To expand on such
cases, two examples are displayed for the resulting aerodynamic forces in the x- and y-directions, i.e.,
T(t) and S(t), respectively.
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Figure 6.9 displays some characteristics of an original load signal and its respective moment-based
replica, which correspond to the thrust force T, whereas Figure 6.10 does it for the in-plane load S.
Note that the length of the displayed time histories is 550 s. Recalling what has been stated previously
in this chapter, conventional analyses assume 10-min length signals. That is, 50 s were trimmed out
from the force signals displayed in Figures 6.9 and 6.10. This was done in order to avoid the inclusion
of any numerical inaccuracies from the start of the aeroelastic analyses performed in FAST.

(a) Load histories of thrust force on the rotor (b) PSDFs of thrust force on the rotor

(c) Normalized histograms of thrust force amplitudes and p-
value from a two-sample Kolmogorov-Smirnov test

(d) Q-Q plot of thrust force amplitudes on the rotor

Figure 6.9: Moment-based simulated rotor thrust forces for application on the simplified model

From Figures 6.9 and 6.10, note that the simulated forces exhibit significant resemblances to their
respective originals. The PSDFs of the thrust and in-plane forces are displayed, respectively, in Fig-
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ures 6.9(b) and 6.10(b). In these figures, the spectral amplitudes from the replicas appear fairly compa-
rable to their originals. Moreover, the quantile-quantile plots from the signals are also resemblant, as
presented in Figures 6.9(d) and 6.10(d). Nevertheless, the p-values from a two-sample Kolmogorov-
Smirnov test performed between the respective pairs of thrust forces are rather low. This implies that
the hypothesis implying that each pair of samples come from the same distribution would be rejected
at conventional significance levels. These values are displayed in Figures 6.9(c) and 6.10(c) for the
thrust and in-plane forces, respectively.

(a) Load histories of in-plane force on the rotor (b) PSDFs of in-plane force on the rotor

(c) Normalized histograms of in-plane force amplitudes and p-
value from a two-sample Kolmogorov-Smirnov test

(d) Q-Q plot of in-plane force amplitudes on the rotor

Figure 6.10: Moment-based simulated rotor in-plane forces for application on the simplified model

As commented in Subsection 6.2.2, a non-parametric transformation can also be performed on the
load signals. Again, for the sake of illustration, analogous information to the one displayed in Figures
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6.9 and 6.10 is presented in Figures 6.11 and 6.12. However, the latter figures display information that
has been replicated by applying the non-parametric approach described earlier. Further comments
on the statistics achieved from this transformation to the simulated loads are presented next.

(a) Load histories of thrust force on the rotor (b) PSDFs of thrust force on the rotor

(c) Normalized histograms of thrust force amplitudes and p-
value from a two-sample Kolmogorov-Smirnov test

(d) Q-Q plot of thrust force amplitudes on the rotor

Figure 6.11: Non-parametrically transformed simulated rotor thrust forces for application on the simplified
model

Analogously to the characteristics displayed by the moment-based transformations, the simulated
signals transformed by the non-parametric scheme also exhibit significant similitude to their respec-
tive originals. However, as illustrated in Figure 6.11(b), the spectral amplitudes of non-parametrically-
transformed thrust force are slightly overestimated at high frequencies, when compared to the moment-
based transformed cases (c.f. Figure 6.9(b)). Notwithstanding, this is unanalogous to the in-plane
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force spectra displayed in Figure 6.12(b), where a fair similitude in spectral amplitudes is observed
between the original signal and its replica.

Moreover, in the histograms of amplitudes achieved from the replicas (Figures 6.11(c) and 6.12(c)), as
well as in the quantile-quantile plots from them (Figures 6.11(d) and 6.12(d)), a nearly-identical rep-
resentation of the original processes can be appreciated. This owes to the fact that the non-parametric
transformation relies on the empirical CDF of the original process for the translation function. There-
fore, a near-one p-value from a two-sample Kolmogorov-Smirnov test is obtained when this criterion
for transformation is applied (see Figures 6.11(c) and 6.12(c)).

(a) Load histories of in-plane force on the rotor (b) PSDFs of in-plane force on the rotor

(c) Normalized histograms of in-plane force amplitudes and p-
value from a two-sample Kolmogorov-Smirnov test

(d) Q-Q plot of in-plane force amplitudes on the rotor

Figure 6.12: Non-parametrically transformed simulated rotor in-plane forces for application on the simplified
model
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Notwithstanding the advantages of the non-parametric transformation, the results from the anal-
yses described in the following parts of this subsection account only for moment-based transformed
signals. This decision owes to the fact that, inasmuch as force amplitudes control the response max-
ima, translated signals from the non-parametric approach would replicate the exact values of load
maxima from the original analysis. Therefore, the randomness of the phenomenon under analysis
might be misrepresented if the non-parametric transformation is used. Although the occurrence of
the maxima in the uncorrelated DOFs is unlikely to appear at the same time in the simulations, the
moment-based translation is elected for evaluation of the methods discussed herein.

Damping identi�cation

As commented in Section 6.1, there are several alternatives in the literature that suggest methods for
the identification of damping from response signals. The one adopted for the present analyses is the
commonly-named half-power-points method, as described in Subsection 6.3.1. This alternative im-
plies that the damping is estimated as a fraction of the critical damping from the frequency-response
function that relates the PSDFs of force and response. In this regard, the forces and responses associ-
ated with the four DOFs involved in the simplified equivalent structural model were analyzed. Figure
6.13 displays the moduli of the FRFs measured from the forces and responses in physical coordinates
from each of the DOFs involved.

Figure 6.13: Moduli of the frequency-response functions in the four DOFs involved in the simplified structural
model
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Several observations are pertinent from Figure 6.13. In this figure, the peaks corresponding to
the frequencies governing each response are evident. In the case of the function respective to the
x-direction displacement, the peak is identified at the first bending mode of the tower in the fore-aft
direction, i.e., at n1 = 0.324 Hz. This is analogous to the rotation around the x-axis, but with the peak
displayed at the first bending frequency of the tower in the side-to-side direction, i.e., at n1 = 0.312
Hz. The value of the FRF moduli equal to |H(n1)|/

√
2 is also indicated in the figure. Thus, the damp-

ing in the direction of these responses was measured from the bandwidth displayed from these peaks.

Regarding the peaks displayed in the FRF moduli for the responses in the y-direction, and around
the y-axis, several peaks are identified. This fact complicates to a certain degree the evaluation of
damping in these directions. Notwithstanding, the peak corresponding to the first bending mode of
the tower in the fore-aft and side-to-side directions can be identified in the moduli of the functions.
These values are signaled in the rightmost plots displayed in Figure 6.13. The peak close to these
frequencies (rightwards) corresponds to three times the passing frequency of the blades Ω, which
implies that the structural responses in these DOFs are highly influenced by the excitation produced
by the rotor gyration. This assertion can be justified by recalling that the rotor speed was set to 12.1
RPM in all the analyses, which corresponds to a temporal frequency of 0.202 Hz. Due to the fact that
the turbine under analysis is a three-bladed one, the actions on the structure due to a single blade
passing will be recurrent at three times the passing frequency. Notwithstanding this behavior, the
damping was measured from the bandwidth correspondent to the tower bending-mode frequencies,
because the second peak has no relation to the structural characteristics of the tower.

In addition to what has been commented, the coupling between the displacement in the x-direction
and the rotation around the y-axis can be inferred from Figure 6.13 by noting that the peak of each
FRF moduli is formed at the frequency associated with the first bending mode in the fore-aft direc-
tion. This is analogous to the displacement in the y-direction and rotation around the x-axis, but with
the peak displayed at the frequency associated with the first mode in the side-to-side direction. These
observations support the coupling deduced in Equation 6.14.

Overall, similar characteristics were found in each of the FRF moduli in each of the analyses per-
formed. Notwithstanding, the values of damping estimated in each combination showed variability
to a certain degree. The damping estimates varied depending on the environmental condition evalu-
ated, due to the different load characteristics of the implied operation state of the turbine. Moreover,
as expected, the damping estimates in each DOF displayed different values. This variability is illus-
trated by box plots of the computed damping values from each of the elements in the sample used
for the simulation of replicas. Figure 6.14 depicts these box plots.

Variability of the damping estimates is manifest, as depicted in Figure 6.14. From this figure,
an overall tendency of damping variation with turbulence intensity is non-evident. However, some
DOFs display a tendency of damping variation with wind speed. In this regard, observations on the
variation of damping of each particular DOF are pertinent.

The damping estimated for the displacement in the x-direction (Figure 6.14(a)) displays that practi-
cally more than half of the estimates are correspondent to values from approximately 5 to 6.5%. This
scatter is held practically for all the environmental and operational conditions evaluated. Whereas
the damping ratios estimated for the displacement in the y-direction, as depicted in Figure 6.14(b),
hardly surpass 5%. Notwithstanding, a general tendency towards higher values of damping in this
DOF is observed as wind speed increases. Note that these damping estimates for displacement in the
y-direction, although inferior to the estimates from displacement in the fore-aft direction, are superior
to the 1% oft-suggested in the literature.10,13 This could be attributed to a misestimation due to the
diverse peaks displayed in the estimated FRF moduli. However, the peak in the site-to-side natural
frequency of the tower is clearly defined in the FRF modulus correspondent to dy, and is far from
other peaks to be affected by them, as in, e.g., the case of the FRF modulus for the rotation around the
y-axis (c.f. Figure 6.13 south-east graphic). In the case of this latter example, the modulus of the FRF
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for θy displays a wider bandwidth for the peak correspondent to the first bending mode of the tower.
This implies a possible overestimation of the damping from this DOF, as is reflected in Figure 6.14(d).

(a) Damping estimates for displacement in the x-direction (b) Damping estimates for displacement in the y-direction

(c) Damping estimates for rotation around the x-axis (d) Damping estimates for rotation around the y-axis

Figure 6.14: Damping estimates in each DOF from the samples used as seed

The uncertain determination of aeroelastic damping on the structure can be visualized from a
different representation of the samples than that displayed in Figure 6.14. For that purpose, Fig-
ure 6.15 displays the kernel density estimation (k(·)) for the damping ratios from each DOF, and
the different environmental and operational conditions. Insofar as the kernel density estimation is a
non-parametric representation of the PDF of a sample, it can be availed for the visualization of the
damping-ratio variation with either wind turbulence or wind speed, as illustrated in Figure 6.15.
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Figure 6.15: Kernel density estimations of damping values for the four DOFs needed for the simplified structural
model

It can be inferred from Figure 6.15 that a damping ratio estimate for a certain DOF, given a wind
speed, will very likely display close values regardless of the turbulence intensity. Such an assertion
holds for all wind speeds and all DOFs, apart from the damping estimates associated with the rotation
around the y-axis. In this last case, a greater variation of kernel density estimation with turbulence
intensity is displayed, regarding the broadness of the represented PDF. This is attributed to the diffi-
cult bandwidth displayed in the FRF moduli for this DOF (θy). Notwithstanding these observations,
the estimates for the rest of the DOFs appear less uncertain inasmuch as the kernel density estimates
show more similitude for the different turbulence intensity values.

Results

The control and seed samples were defined from analyses performed in FAST at a sampling frequency
of 100 Hz, and under the operation and environmental criteria described previously in this chapter.
Subsequent replicas of these original load histories in the four DOFs needed for the evaluation of the
simplified model were obtained by means of the spectral representation method.35 Some examples
of the resulting histories of response obtained from the full model analyzed in FAST, as well as from
the simplified 4-DOF model described herein, are presented in Figure 6.16. Their respective PSDFs
are also included in the figure. For brevity, only one of the operation cases is displayed, which is
correspondent to a mean wind speed of 15 m/s at the hub height, and a turbulence intensity of 15%.
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(a) Histories of tower-top displacement in the x-direction (b) PSDFs of tower-top displacement in the x-direction

(c) Histories of tower-top displacement in the y-direction (d) PSDFs of tower-top displacement in the y-direction

(e) Histories of tower-top rotation around the x-axis (f) PSDFs of tower-top rotation around the x-axis

(g) Histories of tower-top rotation around the y-axis (h) PSDFs of tower-top rotation around the y-axis

Figure 6.16: Response histories and their respective spectral densities for the four DOFs accounted for in the
simplified evaluation



Section 6.5 135

Before making further comments on the results from the simplified analyses, comments on the
information displayed in Figure 6.16 are pertinent: (i) The response histories for a given DOF are re-
semblant to a certain degree. This is more clearly appreciated by looking at their PSDFs. The PSDFs
for dx are the ones displaying the greater similitudes between them (see Figure 6.16(b)). (ii) The PS-
DFs for rotation around the x- and y-axes show more dissimilitudes between the amplitudes from the
originals and their respective replicas. A fact that is more notorious at higher frequencies (see Figures
6.16(f) and 6.16(h)). This is attributed to the neglection of higher modes of vibration associated with
the aforementioned DOFs, and unattainable by the 4-DOF model. (iii) Some peaks in the PSDF of
the replicas of dy are disregarded with the simplified model. This might be attributed to the coupling
between other DOFs and the displacement in the y-direction that is being neglected by the adopted
criteria, possibly from the aerodynamic damping matrix. Notwithstanding these observations, the
resemblance between the results from the simplified model and the ones from the full model appears
satisfactory.

Inasmuch as the adopted criterion is intended for the provision of equivalent samples of struc-
tural response for the analysis of extreme values, it is pertinent the comparison between the maxima
of the responses estimated with the simplified approach and those from the full-model analyses. For
that purpose, Figure 6.17 illustrates a comparison between the bounds of maximum and minimum
displacement displayed by the control sample, as well as box plots of maxima and minima displayed
by the replicas obtained from the seed sample. For brevity, only the displacement in the x- and y-
directions are presented.

Note that either the results from the control sample, as well as from the replicas, display a di-
minishment in the along-wind displacement (dx) with wind speed. This is owed to the variation of
the thrust coefficient of the rotor with wind speed. That is, inasmuch as the wind speed increases
towards 20 m/s, the turbine approaches its cut-out speed (i.e., 25 m/s) and operates with a lower
thrust coefficient. Moreover, the range of values covered by the data tends to widen as turbulence
intensity increases. Overall the tendency from the maximum and minimum displacements in both
the x- and y-directions displays similitude between the replicas and the control sample, as seen in
Figure 6.17. However, many of the data miss the bounds demarcated by the full-model results. An
ideal representation of the response maxima from the simplified analyses would display the outer
whiskers of the box plots reaching the bounds of the original analyses from the inside. In the case of
dx, the greater part of the results converges within the bounds of the control samples for the maxima,
whereas it diverges out of the bounds for the minima. Whereas for dy the situation is the opposite.
Notwithstanding that the tendencies displayed by the maxima and minima of responses are similar,
the discrepancies displayed between the full-model analyses and the simplified ones can be attributed
to the misestimation of coupling between the DOFs in the latter. This is also one of the possible causes
of the spectral differences displayed in Figure 6.16(d), for example.

A better depiction of the behavior of the structural response from the simplified approach can be
performed by looking at the probability distribution of the extremes. For that purpose, a comparison
between the probability distribution of the maxima for the along-wind displacements from the con-
trol sample and the simplified model is presented in Figure 6.18.

Fits of a normal probability distribution estimated from the data are also presented in Figure 6.18
merely as a reference. Results from goodness-of-the-fit tests are omitted in the figure, howbeit, all
the samples of extreme responses from the full model appeared to be represented fairly by a normal
probability distribution. Evaluation of other distributions was disregarded for the sake of brevity.
The resemblance between the original samples and the replica is illustrated in Figure 6.18 and eval-
uated quantitatively by means of p-values from a two-sample Kolmogorov-Smirnov test performed
on each pair. As depicted from the p-values computed from these tests, and displayed in Figure 6.18,
inasmuch as wind speed and turbulence intensity increase, the resemblance between the probability
distribution of the original and replicated samples also increases. It must be mentioned that the simil-
itudes among the structural response in the y-direction are less notorious. Notwithstanding these ob-
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(a) Extreme values of tower-top displacement in the x-
direction for Iu = 5%

(b) Extreme values of tower-top displacement in the y-
direction for Iu = 5%

(c) Extreme values of tower-top displacement in the x-
direction for Iu = 10%

(d) Extreme values of tower-top displacement in the y-
direction for Iu = 10%

(e) Extreme values of tower-top displacement in the x-
direction for Iu = 20%

(f) Extreme values of tower-top displacement in the y-
direction for Iu = 20%

Figure 6.17: Maxima and minima of tower top displacement from simplified analyses
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servations, a better representation of the structural response would be expected from the simplified
model if a more sophisticated method for the identification of aeroelastic damping is used. This is
premised inasmuch as a better assembly of the damping matrix would provide a better estimation
of coupled responses in the simplified model. Unfortunately, further studies on the aforementioned
hypotheses fall out of the temporal limits of the present study. Notwithstanding, a fair representation
of samples of extreme values of structural response can also be achieved directly from the measured
response signals, as described in the following subsection.

Figure 6.18: Probability plots and p-values from a two-sample Kolmogorov-Smirnov test from the control sample
and replicated data

6.5.3 Simulation of response signals

Although the simplified model described in Subsection 6.3.1 (and evaluated in the foregoing para-
graphs) emulated with a certain degree of similitude the behavior of an elaborate wind turbine struc-
tural model, it exhibited to be presumably dependent on the quality of the identification of aerody-
namic terms in the equation of motion (Equation 6.15). However, in the same manner that the afore-
mentioned simplified method relies on the statistical moments describing the amplitudes of forces on
the structure, and on the spectral densities describing their frequency content, an economic criterion
for the furnishment of structural response data is described in this subsection.
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Amplitude-based simulation

The simulation of non-Gaussian stochastic processes as described in Subsection 6.2.1 relies on the sta-
tistical moments of an original process, as well as on its spectral characterization. If these criteria are
applied to simulate the response history of a structure, say, the displacement at the top of the tower
of a wind turbine, it is imperative to determine adequately the probability distribution of the ampli-
tudes of response. In that regard, an exploration of the statistical characteristics of the results from the
seed sample was performed in order to determine if the moment-based translation models described
in Subsection 6.2.1 are applicable. Figure 6.19 illustrates the relationship between the skewness α3
and kurtosis α4 of the structural displacements at the top of the tower for the different environmental
combinations evaluated.

Figure 6.19: Values of skewness α3 and kurtosis α4 measured from the seed sample, and application regions for
the moment-based translations models

Figure 6.19 illustrates the values of skewness and kurtosis for the displacement in both the x- and
y-directions, as well as for the resultant displacement (computed as d2

r (t) = d2
x(t) + d2

y(t)). The re-
gions of application for the translation models defined by Equations 6.5 and 6.9 are also displayed
in the figure. These representations evince that the conditions for the application of the models de-
scribed in Subsection 6.2.1 are satisfied. That is, the requirements for a monotonic translation function
are met for the totality of the cases. Moreover, the greater part of the data appears to be suited for
the application of the moment-based translation from Equation 6.9. Regarding the statistical charac-
teristics of the data, the intricate behavior of the structural response can be appreciated by looking
at how the statistical moments are dispersed across the quadrants of each of the plots. Furthermore,
the resultant displacement dr appears to display nearly-identical statistical moments as dx for almost
all the cases. Notwithstanding, inasmuch as dr is (by definition) expected to be greater than dx, it
is, consequently, of greater interest for structural engineering purposes. Thus, dr is selected for the
illustration of the response signal simulation in the following paragraphs.
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The statistical moments of the amplitudes of dr satisfy the requirements of the translation models
for a monotonic translation function. Regardless of these satisfied conditions, in order for the method
discussed herein to be attractive for its application, the similarities in the probability distribution have
to be sufficient. As can be inferred from the variation of the statistical moments of the amplitudes of
responses, the probability distribution of dr is expected to display complicated features. For the ver-
ification of this premise, the kernel density of the resultant-displacement amplitude, i.e. k(dr), was
estimated for each element of the seed sample. Figure 6.20 illustrates these estimations for each one
of the environmental combinations.

Figure 6.20: Kernel density estimations of the resultant displacement amplitude

The kernel estimations displayed in Figure 6.20 have been computed from samples of more than
50,000 data per estimation. That is inasmuch as each sample consists of response signals trimmed to
550 s, which result from structural analyses that have been performed at a sampling rate of 100 Hz.
Notwithstanding the size of these samples, a great variation is evident in the approximated proba-
bility densities for all the cases. Complicated features such as multimodality can be appreciated in a
great part of the estimations. Moreover, despite the fact that the greater part of the data has a rather
hardening behavior (i.e., its kurtosis is less than three) as depicted in Figure 6.19, the greater part of the
estimations of the PDF appears to be overall leptokurtic. That is, the approximations of the PDF from
Figure 6.20 appear to be rather sharpened (a fit of a normal PDF to each set of data has been included
in Figure 6.20 for comparison). From this behavior, a guess based on observation of the kernel estima-
tions of the PDF would suggest values of kurtosis greater than three. However, the results presented
in Figure 6.19 would contradict such a hypothesis. These observations serve as proof and provide
details on the intricacy of the phenomenon under study. Moreover, despite the generally ‘adequate’
(in appearance) representation from a normal distribution, none of the samples displayed statistical
significance when the amplitudes of dr were tested for such a distribution.
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Regardless of the intricate behavior of the probability distribution approximations from the resul-
tant response amplitude, a simulation of response signals attempting to replicate the original dr(t)
signals was carried out. For that purpose, the PSDF of dr was estimated from the results of the seed
samples. A total of 15 replicas per original signal were simulated from these PSDFs of dr. In this case,
for the sake of lower computing time, instead of employing the spectral representation method,35 as
done for the analyses described so far in this chapter, an auto-regressive moving-average (ARMA)
model was employed.40 Furthermore, it must be mentioned that the sampling frequency of these
replicas was set to 20 Hz, instead of the 100 Hz considered in the original signals and the simula-
tions described previously. This was done also for the sake of the computing time economy from the
simulations. Regarding the ARMA orders of the model, both the auto-regressive (AR) and moving-
average (MA) orders of the model employed were set as 5. These values proved to be sufficient to
capture adequately the spectral characteristics of the original signals. The amplitudes of the replicas
were transformed into a non-Gaussian process by means of the moment-based methods described in
Subsection 6.2.1 and in accordance with the results summarized in Figure 6.19. The maxima of these
replicas were measured and compared to the maxima from the control sample. Figure 6.21 displays
results analogous to those displayed in Figure 6.18, but for the simulated signals of dr.

Figure 6.21: Normal probability plots of resultant response maxima, and p-values from a two-sample
Kolmogorov-Smirnov test
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From Figure 6.21 it is evident that the resemblance between the original samples and the replicas
varies depending on each environmental condition. This is owed to the difficult probability char-
acteristics displayed by the amplitudes of dr. That is, despite the fact that the conditions for the
application of the moment-based translation models described in Subsection 6.2.1 are satisfied, sta-
tistical significance was hard to achieve when the probability distribution of the original amplitudes
was compared to the distributions estimated from the moment-based models. Results from these
evaluations are omitted for the sake of brevity. Nevertheless, insofar as (for the present purpose) the
relevant similitudes in the probability distribution are its extremes, the greater part of the results from
the replicas translated by means of the moment-based models described in this chapter appeared to
be satisfactory. This can be appreciated from Figure 6.21, where (for the greater part of the cases)
there is no evidence to reject the null hypothesis that implies that each sample pair is represented
by the same distribution at a significance level of 1% after a two-sample Kolmogorov-Smirnov test is
performed.

The cases discussed hitherto rely on the hypothesis that the extremes of structural response are of
interest. However, some design conditions are governed by load cases where the adopted criterion
must be different. This is the case of fatigue damage, for example. Explorations on approaches for
the simulation of response signals for this purpose are described in the following.

Range-based simulation for fatigue analysis

Fatigue damage is conventionally evaluated from cycle counting. One of the most widely accepted
methods for this action is the one known as the rain-flow algorithm.26 From this algorithm, a matrix
of load cycles and ranges is constructed, and subsequent estimation of the fatigue damage produced
from a load history can be obtained, usually from the rule of Miner. This criterion assumes that the
fatigue damage accumulates linearly and independently at each load cycle (see Equation 6.22).

In order for the method discussed herein to be of application for fatigue analysis, replicas of the
stress derivative ς̇(t) with concordant amplitude distribution must be simulated. This is done for the
sake of stress signals with an equivalent distribution of ranges, rather than amplitudes. The steps to
obtain these signals are summarized in Subsection 6.1.1, and differently from what was performed
for the simulation of signals for response amplitude maxima (Subsection 6.5.3), in the present cases,
the direct transformation of non-Gaussian processes can be applied.

The resulting stresses at the base of the tower from each of the analyses performed in the soft-
ware FAST33 were computed in accordance with Equation 6.16. Conforming to the steps summarized
in Subsection 6.1.1, the time derivative of the stress amplitude from the original analyses was com-
puted. The PSDFs of these stress derivatives were estimated, and from these estimated functions a
set of simulated signals with the same frequency content were obtained. Correction to the amplitude
distribution was performed on the simulated signals used in this illustration, and they were subse-
quently integrated to obtain replicas of stress amplitudes. Figures 6.22 and 6.23 exemplify some of
the replicas obtained from this approach, considering the spectral representation method35 for their
simulation, and a sampling frequency of 100 Hz.
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(a) Stress time derivatives for a case with Uhub = 15 m/s, and
Iu = 5%

(b) PSDFs of the stress derivatives displayed in Figure 6.22(a)

(c) Normalized histograms of amplitude for the stress deriva-
tives displayed in Figure 6.22(a)

(d) Quantile-quantile plots of amplitude for the stress deriva-
tives displayed in Figure 6.22(a)

Figure 6.22: Signals of stress derivatives, as well as their spectral and statistical characteristics

It is observed from Figure 6.22(b) that a fair similitude in frequency content is achieved from the
spectrally-represented simulation.35 Only a drop of spectral amplitude is barely visible at the highest
frequencies in the spectrum from the replica. This drop is attributed to the treatment performed on
the original signal for its spectral smoothing, inasmuch as this treated spectrum was employed for the
simulation of the replica. Moreover, insofar as the non-parametric transformation described in Sub-
section 6.2.2 was employed on the signal, the normalized histograms of stress-derivative amplitudes
shown in Figure 6.22(c) are nearly identical. This similarity can also be observed in Figure 6.22(d),
where the markers of both the original and the replicated samples overlap. Moreover, from Figure
6.22(d) it is evident that the stress derivatives displayed are practically Gaussian. This observation
is justified in the alignment displayed between the quantiles of the samples with fits to those from
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a Gaussian distribution. The statistical moments presented in Figure 6.22(c) justify the observation
as well. Exploration of the results from either the control or the seed samples showed that the stress
derivatives displayed Gaussian characteristics generally. Only a small fraction of the results from
both the seed and control samples displayed a bin intermittence in the histograms of ς̇, however,
this caused no deviation from Gaussianity in the statistical moments of the samples. The illustra-
tion of such cases is disregarded for brevity. Furthermore, observe from Figure 6.22 that the signals
of ς̇ appear to be centered near zero. A characteristic that had to be held for the integration of the
stress derivative signals. Moreover, it is important to consider that correction of the mean value of
the simulated amplitude replicas after the integration of ς̇(t) needs to be performed, inasmuch as the
integration would give a zero-centered signal. An example of the replicated signal of stress amplitude
is presented in Figure 6.23.

(a) Stress signals for a case with Uhub = 15 m/s, and Iu =
5%

(b) PSDFs of the stress signals displayed in Figure 6.23(a)

(c) Normalized histograms of amplitude for the stress signals
displayed in Figure 6.23(a)

(d) Quantile-quantile plots of amplitude for the stress signals
displayed in Figure 6.23(a)

Figure 6.23: Signals of stress amplitudes, as well as their spectral and statistical characteristics
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As in the case presented as an example for ς̇(t), the spectral amplitudes from the PSDF of stress at
the base of the tower evince marked resemblances between the original and the replica. Analogously
to the stress-derivative spectrum from the replica displayed in Figure 6.22(b), the PSDF estimated
for the replicated stress-amplitude signal shows an amplitude drop barely visible at the highest fre-
quencies in Figure 6.23(b). The more abrupt drop of spectral amplitude is attributed to the treatment
performed on the original spectrum for its smoothing, whereas the gradual drop is caused by a loss
of information at high frequencies from the time-domain integration of the simulated signal. Further
comments on this latter observation are made ahead in the text. Regarding the statistical moments
of the stress signals, evident differences are displayed in the two processes, as presented in Figure
6.23(c). From these histograms, it can be observed that neither of the two signals has Gaussian-
distributed amplitudes, a fact that can be corroborated by the quantile-quantile plots displayed in
Figure 6.23(d). Notwithstanding these differences, the resemblance of practical interest between the
two signals must be displayed in the fatigue damage produced by either of them. This can be esti-
mated from the cycle count performed on each signal. For that purpose, a histogram of cycles counted
with the rain-flow26 algorithm is presented in Figure 6.24.

Figure 6.24: Rainflow histograms for stress histories at the base of the tower: (a) from a full-model signal, and
(b) from a replicated signal

The replicated stress signal appears to have a lower number of cycles to fatigue, as displayed in
Figure 6.24. However, this is merely apparent, inasmuch as both signals were sampled with the same
time step (i.e., 0.01 s) and trimmed at the same length. Therefore, both signals hold the same num-
ber of observations, howbeit dispersed at different stress ranges and mean. From Figure 6.24(a) it
is evident a significant contribution of low-range cycles from the original stress signal, whereas the
replicated signal (Figure 6.24(b)) tends to display a distribution of stress cycles more concentrated at
slightly higher ranges. A plausible overestimation of fatigue damage can be anticipated due to this
fact. This hypothesis is justified in the fact that, since both signals have the same number of observa-
tions and identical frequency content at a considerable bandwidth, the observations that fall outside
the ‘low-range zones’ have to be located at higher ranges and, consequently, will produce greater
fatigue damage. In this regard, it must be mentioned that the original signal was differentiated and
subsequently integrated with respect to time in order to filter out the high-frequency contributions
commented in the previous paragraph. Such high-frequency contributions increased considerably
the cycles counted at minute-range stresses. This process is of negligible effect for the fatigue damage
evaluated from the rule of Miner, insofar as the cycles with larger ranges are the ones governing the
damage.41 Notwithstanding the de minimis contribution of the lost low-range stress cycles in the fa-
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tigue damage, they were of consequence for the development of stress cycle histograms, such as the
ones displayed in Figure 6.24. Thus, the high-frequency low-range contributions in the original signal
were disregarded for the sake of a more direct comparison between the two signals. This comparison
includes the kernel density estimation of the cycle range and mean, as depicted in Figure 6.25.

Figure 6.25: Kernel density estimations of range and mean of stress cycles: (a) from the full-model signal, (b)
from the replicated signal, and (c) a normalized comparison of both

The kernel density estimations (k(·)), as depicted in Figure 6.25, are useful for the visualization
of the distribution of stress range and mean of cycles from both the original and replicated signals.
A comparison between these two approximations of the joint PDFs is presented in Figure 6.25(c).
The contours displayed in Figure 6.25(c) were computed as (koriginal− kreplica)/max(koriginal). Hence,
positive values displayed in Figure 6.25(c) can be associated with underestimation of the joint PDF
of mean and range of the stress cycles, whereas negative values would represent conservative results
from the replicated signal. The greater differences in the kernel density estimations are signaled with
arrows in the figure. From Figure 6.25(c), it is evident that the greatest underestimation occurs at
stress ranges lower than 0.2 MPa for the case illustrated, whereas the greatest overestimation takes
place at slightly higher stress ranges. Furthermore, the greatest underestimation of the approximated
joint PDF of cycle range and cycle mean is about 38% of the original density, for the present case,
whereas the greatest overestimation surpasses that quantity. Such a fact makes the replication ap-
proach rather conservative and, consequently, attractive for its implementation in preliminary and
prompt revisions of fatigue on structural elements.

For a more complete visualization of the performance of the method proposed and discussed in
this chapter, a comparison of fatigue damage estimated from stress signals from the control sample
and replicated ones is performed. In a manner unanalogous to the signals described in the foregoing
paragraphs, the signals employed for this comparison were simulated from an ARMA model.40 The
AR and MA orders of the model were set to 30 and 5, respectively, for the simulations. Furthermore,
the sampling frequency of these signals was reduced to 20 Hz. These criteria were adopted for the
sake of computing time economy, inasmuch as 50 replicas were performed, out from each of the 15
signals per environmental condition obtained from the seed sample. That is, a total of 750 replicas
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per environmental combination were analyzed and compared to the results from the control sample.
Regarding ARMA models, note that high AR orders in the simulation imply a longer coverage of the
autocorrelation function of the process being simulated, howbeit, at a higher time of computation.
On the other hand, the selection of a larger time step (in this case the time step is changed from 0.01
to 0.05 s) aids in the coverage of the same information from the autocorrelation function of the pro-
cess employing lower AR orders. However, the loss of information at higher frequencies is the cost
implied from this latter criterion. The study of the optimal AR and MA orders of the model is recom-
mended before any analysis or application of the ARMA stochastic simulation, and it is particularly
important in a subject as sensitive as fatigue evaluation. For the present study, an ARMA model with
orders (30,5) sufficed for a fair spectral representation of the seed processes. Figure 6.26 illustrates
one of the original stress signals from the seed sample, and a fraction of the 50-signals set integrated
from the simulated stress derivatives. Some of the replicated signals are omitted in the figure to avoid
saturation.

The resemblance between the original signal and its replicas can be appreciated in Figure 6.26(a),
nevertheless, the estimated PDFs from the replicas are hardly resemblant. These dissimilarities can
be observed in Figure 6.26(b), where the kernel density estimations from each of the replicas are in-
cluded along with the normalized histogram from the original signal. Despite these differences, the
spectral density estimated for each of the cloned signals resembles in a fair manner the estimated PSDF
from the original signal. This behavior is illustrated in Figure 6.26(c). Regardless of the comparability
between the spectral amplitudes from the original PSDF and the spectral density estimated from the
cloned signals, which is evident at a fair bandwidth of frequencies, the peaks that characterize the
original PSDF appear to be ‘smoothened’ for the spectral densities of the replicas.

To elaborate on the latter comment, consider the peaks displayed in the original PSDF from Fig-
ure 6.26(c), where a first peak in the spectral density is evident at the bending-mode frequency of the
tower (i.e., near 0.32 Hz) and a second peak is displayed at three times the passing frequency of the
blades (i.e., near 0.60 Hz). These two peaks are — by some means — merged into a peak around a
frequency of ∼0.5 Hz in the spectral densities of the replicas. Furthermore, the group of peaks that
appear in the original PSDF in the interval of the passing-frequency harmonics (i.e., between 6 and
9 times the passing frequency of the blades) is also ‘merged’ into a single peak near the frequency
correspondent to 9 times the passing frequency of the blades (i.e., at 1.8 Hz) in the cloned signals.

This behavior is attributed to the criteria employed for the simulations. That is, for example, in
the spectral representation method35 a sweep of the spectral density is performed at each frequency
where it is estimated, whereas a simulation from an ARMA model40 considers the spectral charac-
teristics of the signal in the time domain by means of its autocorrelation function. Inasmuch as the
autocorrelation function of the process is obtained (in the present case) from the inverse Fourier trans-
form of its PSDF, the former is estimated from the integration of a product of the spectral density at
all the considered frequencies that define it. Moreover, owing to the fact that the time step selected for
the ARMA simulation is five times that of the original signal, information from the autocorrelation
function is lost when it is sampled, notwithstanding the AR order. In this regard, the use of time steps
as small as the one from the original signal was explored, nevertheless, without success in finding the
adequate AR and MA orders for a fair simulation of the process without the occurrences of numerical
inaccuracies.

Fatigue damage was computed from the 750 replicas per environmental condition that were eval-
uated. This was done in accordance with the number of cycles counted and Equation 6.22. For that
purpose, the material constants Kr, and m were assumed as 3.9 × 1012 (in MPam), and 3, respectively,
for N ≤ 107 cycles; and 2.1 × 1016 and 5 for N > 107 cycles. Table 6.2 summarizes the mean values of
fatigue damage computed from each sample and its standard deviation.

The mean values (E[D]) and standard deviations (
√

Var[D]) from the fatigue results are presented
in Table 6.2. The resulting values of fatigue damage and its measures of dispersion are rather minute
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Figure 6.26: Stress signal from the seed sample and replicated signals (a), normalized histogram from the original
stress signal and kernel density estimations from the replicas (b), and PSDFs from the original signal and its
replicas (c)

Table 6.2: Summary of fatigue damage from the analyses performed in FAST and the replicated signals

Combination E[D]
√

Var[D]

Original Replica Original Replica
Uhub = 10 m/s, Iu = 5% 3.598E-09 2.896E-09 5.430E-10 8.179E-10
Uhub = 10 m/s, Iu = 10% 2.259E-08 2.214E-08 2.789E-09 6.301E-09
Uhub = 10 m/s, Iu = 20% 2.536E-07 1.686E-07 9.756E-08 4.395E-08
Uhub = 15 m/s, Iu = 5% 1.140E-08 1.881E-08 1.160E-09 8.203E-09
Uhub = 15 m/s, Iu = 10% 8.802E-08 1.354E-07 9.231E-09 4.317E-08
Uhub = 15 m/s, Iu = 20% 8.374E-07 7.819E-07 1.271E-07 1.601E-07
Uhub = 20 m/s, Iu = 5% 3.845E-08 8.407E-08 5.022E-09 2.702E-08
Uhub = 20 m/s, Iu = 10% 3.012E-07 4.366E-07 5.282E-08 9.982E-08
Uhub = 20 m/s, Iu = 20% 2.327E-06 2.214E-06 2.501E-07 6.093E-07
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quantities, which makes a qualitative comparison a bit difficult. In this regard, for the sake of visual-
ization, Figure 6.27 depicts these same results graphically in the form of box plots and shaded areas.
The latter are indicated based on the fatigue-damage maxima and minima from the control sample.

(a) Fatigue damage from Iu = 5% (b) Fatigue damage from Iu = 10% (c) Fatigue damage from Iu = 20%

Figure 6.27: Fatigue damage summary from originals and replicas of stress histories at the tower base

Note that the vertical axes in Figure 6.27 are displayed on a logarithmic scale. This was done for
the sake of a better appreciation of the similitudes and differences among the results. The criterion
depicted in Figure 6.27 is more strict than a quantitative comparison of the values as presented in
Table 6.2 inasmuch as the box plots from the figure also indicate the elements that fall too far from
the first and third quartiles of the samples. Notwithstanding these cases, the overall tendency of
fatigue damage appears to be fairly captured from the replicated stress signals with the approach
discussed herein. Moreover, it is important to observe that the dispersion of the results from the
control sample is covered by those from the replicated signals. Regarding the latter, observe that these
results generally lead to conservative fatigue damage estimates. This fact was anticipated by looking
at the rain-flow histograms (Figure 6.24) and approximated joint PDF of stress cycles (Figure 6.25),
and its occurrence was justified in the loss of information at high frequencies implied in the replication
process. Regardless of these shortcomings, the simulated results demonstrate that the simplified
method for fatigue damage estimation is attractive for its practical application in the early stages of
design or reliability evaluation, inasmuch as it tends to produce results that are rather conservative,
howbeit, with ranges of variability acceptable for preliminary analyses.

6.6 Conclusions

In this chapter, a simplified approach has been described, intended for the provision of massive sam-
ples of structural response data for prompt and preliminary reliability analyses. The methodology
relies fundamentally on the adequate spectral characterization of loads and responses on a wind
turbine support structure, as well as on the determination of their statistical characteristics. This ap-
proach proved to be computationally economical, however, with some minuses. Notwithstanding,
the results in the majority of the analyzed cases showed to be of usefulness for practical purposes,
inasmuch as either the greater part of results was proved to be similar at conventional levels of sig-
nificance, or these displayed to be rather conservative within acceptable ranges of imprecision for
preliminary results.

The application of the methodology discussed herein has been centered on the analysis of response
maxima from the support structure, as well as from its fatigue analysis. Nevertheless, the approach
can be used for diverse problems and structural elements, to the degree that the required information
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is the spectral density of the process under analysis and its statistical moments. Finally, the following
comments from this chapter are outlined:

– In the cases covered in this chapter, it has been assumed that the analyzed processes are station-
ary. Howbeit, in reality, non-stationary features can be encountered describing the processes
of interest, given the variable nature of the operation loads of a wind turbine. In that regard,
the approach discussed herein can be easily extrapolated to these non-stationary cases, or even
from diverse phenomena, if adequate criteria are applied. That is, non-stationary processes
are commonly represented analytically either by the addition of a time-varying mean and a
fluctuating component or by the product of a time-varying variance and a fluctuating non-
dimensional component. For example, some applications of these criteria have been published
in the literature for environmental phenomena.42,43 In this regard, it is often the case that the
fluctuating part is the one simulated stochastically, usually by any of the approaches mentioned
in this chapter.35,40 Insofar as these parts of the process show concordance in their amplitude
among the original case and its replica, it could be expected the process to be fairly represented.
This can be pursued by means of the approaches discussed in this chapter. Unfortunately, the
exploration of non-stationary cases falls out of the temporal frame of the present study.

– The spectral amplitude distortion observed from the replicated processes by means of the non-
parametric transformation criterion presented in this chapter is rather minimal. However, an
iterative algorithm can be implemented where the simulated signal is scaled until an acceptable
difference is observed between the spectral density of the simulated process and its original.
Iterative criteria for such cases have been proposed in the literature.44

– Among the discussed advantages of the reduced-order structural analysis detailed in this chap-
ter, it is worth underlining that it avails of the lack of correlation among the loads in- or around-
a particular axis and their orthogonal counterparts. That is, inasmuch as there is no correla-
tion between the resulting forces on the wind turbine rotor in the x-direction and those in the
y-direction, two independent stochastic simulations can be performed to represent these loads,
without the need of defining a cross-spectrum matrix for the processes. Furthermore, this ad-
vantage is also supported by the fact that the forces in the x-direction and the moments around
the x-axis displayed nearly-perfect correlation, and this is analogous to the forces along- and
around- the y-axis.

– Notwithstanding the advantages commented in the previous lines, the reduced-order structural
model was found to be highly dependent on the coupled terms and the values of aeroelastic
damping. This is appreciated in the spectral densities of structural response estimated from the
simplified model, where absent features of the spectral density of response are indeed observed
in the full-model results, such features are proper from coupled degrees of freedom discarded
in the simplified analysis. Nevertheless, if a more sophisticated method for the identification of
the aeroelastic damping is employed, a better estimation of the structural response is expected
from the reduced-order model. This assertion is justified in the similitudes observed in the
tendencies of the maxima of the structural displacements.

– The formulation on which the reduced-order model was deduced is based on the responses
at the top of the tower, furthermore under the assumption that the first bending mode of this
element dominates the structural response. Based on these premises, in this chapter, it is men-
tioned that structural responses at intermediate heights (i.e., at locations between the tower
base and the nacelle) can be approximated assuming that the structure behaves as an Euler-
Bernoulli cantilevered beam. Although this hypothesis is shown to provide adequate results
for the tower-top responses, it remains to be validated for structural responses at intermediate
heights. However, regardless of the adequateness of such a hypothesis, load or response sig-
nals can be obtained from an elaborate structural model, and similar approaches to the ones
covered in Subsection 6.5.3 can thus be applied to such signals, in case that information from
intermediate points is needed for analysis.
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– The fatigue damage evaluation performed from the simulated signals provided results rather
conservative. This fact is preferable when evaluating a method for preliminary analyses. Notwith-
standing, the overprediction of fatigue damage from the simplified approach has been attributed
to the loss of information at high frequencies in the spectral density of stresses.
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Chapter 7

Concluding remarks

As long as humankind populates the earth, the role of wind phenomena in the atmosphere will re-
main a primary subject of interest. From heat and momentum exchange of small scales near the
surface of the earth to large circulation systems in the atmosphere, the wind is fundamental for the
development of the energy cycle on the planet. The movement of wind currents originates from
the solar radiation intercepted in the atmosphere, where complex thermodynamic and mechanical
processes occur. Today, an extensive debate revolves around the effects of greenhouse gases on at-
mospheric phenomena, which has motivated the search for alternative sources of energy that avail
of renewable resources for the sake of lowering the emissions of CO2 towards the atmosphere. Wind
energy has become one of the principal actors in pursuing this goal, and it is one of the main contrib-
utors to the energy schemes adopted by many nations. This fact has aroused the growth of theoretical
and technical advancements for optimal wind resource harnessing. Notwithstanding the technolog-
ical development that wind energy has experienced due to its current role in energy production, its
reliable deployment still represents a significant effort for scientific and engineering disciplines.

As wind turbines increase in size to achieve more energy extraction from the wind flowing in the
atmosphere, the analysis and fabrication of the elements composing these structures require more de-
tail. This tendency toward enlarged elements demands their study in facilities that are non-ubiquitous,
as well as a higher cost of manufacturing and testing. In that regard, finite element analysis of struc-
tural elements has become a reliable approach for mechanical analyses. Notwithstanding, recent
studies centered on the context of wind power plants also rely upon numerical analysis to study the
ambient conditions within wind farms. These are motivated by the interest in the adequate modeling
of links between large, medium, and small-scale atmospheric wind flow from numerical and analytic
approaches, as well as the interaction with the dynamic response of wind turbine components. All
of these studies have been enabled by the growth of computational capabilities. The boundary layer
flow field under extreme wind events, such as tropical cyclones, also has availed of such capabilities.
However, many of the applications and analyses above-mentioned are still computationally expen-
sive. Hence, the implementation of computationally economical solutions for wind turbine analysis
is peremptory for wind energy development. This dissertation has dealt with some identified gaps
on these subjects concerning structural engineering, fundamentally from a numerical standpoint —
insofar as this is the more conventional manner to approach many wind-turbine-related issues.

This chapter summarizes the conclusions from the topics discussed in the dissertation. It also includes
commentaries about the drawbacks observed from each of the methods and approaches explored in
the thesis, as well as possible themes for future research. In concordance with the formatting adopted
for the present document, the commentaries of each chapter are presented in individual sections.
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7.1 Structural response of wind turbine support structures under tropical
cyclones

Tropical cyclones are the phenomena that represent the largest yearly economic losses for many coun-
tries. They become even more relevant under the expectation of stronger future cyclones. Research
related to their origins and development is overall conclusive in tendencies towards intensification of
these phenomena in the upcoming years. Despite this fact, the provisions from applicable codes ap-
pear insufficient. For example, although the impact of tropical cyclones is of concern for many places
in the world, international wind turbine standards are unintended for their actions. Recent research
has centered on studying the wind-induced response of wind turbine structures under hurricanes
and typhoons. Despite these valuable researches, disregard for the super-gradient wind that char-
acterizes tropical cyclones is preponderant, and the studies that account for it are focused solely on
offshore wind turbines. Concerning onshore wind energy, insofar as inland wind turbines still have
great potential for wind energy development, adequate studies on their response to cyclone-induced
loads are relevant. Moreover, although some literature and studies related to the mean wind-speed
profile from tropical cyclones suggest that super-gradient-wind effects are irrelevant for low eleva-
tions, its differences concerning synoptic wind are consequential at typical wind-turbine heights, as
seen in Chapter 3 from semi-empirical models that define the tropical-cyclone profile.

To contribute to filling the abovementioned gaps, the study performed in Chapter 3 analyzes the
aeroelastic structural response of a wind turbine under cyclone-induced loads. These loads are pre-
sumably associated with tropical cyclones insofar as they come from models that describe the behav-
ior of the different parameters that characterize the storm. Some of the deductions needed to apply
the parameter models are part of the contributions from this work. Through these parameter models,
the wind velocity profile concordant to tropical-cyclone observations was computed, assuming two
hypothetical locations in Mexico, correspondent to sites with high wind potential. The hazard con-
text of these sites suggests that the wind speed intensities for a 200-year return period (as indicated in
current Mexican standards) correspond to hurricanes of Categories I and III. This assumption served
the definition of parameters necessary for the evaluation of the wind-field models and the simulation
of turbulent wind speed signals. Probability distribution proposals for such parameters have been in-
troduced in this work also. The spectral representation method served the simulation of wind-speed
signals, which accounted for stationary-flow assumptions. Regarding these simulations, modified
turbulence spectra as proposed from numerical studies of the tropical-cyclone flow field were used,
instead of the conventional expressions suggested in common wind engineering standards. The nu-
merical analyses that originated these spectra are presumed to be concordant with observations from
actual tropical cyclones.

The three-dimensional turbulent wind velocity simulations were used to perform time-history anal-
yses on a finite-element model of a reference wind turbine. The numerical model of the structure
considered the effects of aeroelasticity under quasi-steady assumptions. A methodology to account
for the aeroelastic effects on numerical models is part of the contributions of this work. Among the rel-
evant findings from the results is that the fluid-structure interaction for the considered flow incidence
appears inconsequential in terms of the spectral amplitudes of the structural response. However,
the differences observed between analyses that consider the aeroelastic effects and those which disre-
garded them were statistically significant. These differences implied underestimation of the structural
response in the along-wind direction, and overestimation in the across-wind response, from the anal-
yses that disregarded aeroelastic effects. Another observation from the analysis results is that, for
the assumed flow conditions, the peak factor proposed in conventional wind-engineering standards
is adequate for uni-directional estimation of the maximum response, whereas it underestimates the
maximum combined response. That is, owing to the noticeable dynamic symmetry of the structure
in the defined two main axes, the maximum combined response exceeds the values predicted by
conventional formulae, whereas the maximum structural response in the along-wind direction is es-
timated conservatively well from the well-known expressions. A simple equation for the peak factor
of the combined response is included in this work.
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Possible future refinement of the analyses performed in Chapter 3 includes the following ob-
servations: (i) Validation of independence assumptions of the storm parameters employed for the
flow-field simulations is still required. That is, although the probability-distribution parameters of
those that describe the storm were based on data from published literature, they were premised as
mutually independent. This assumption can be validated or discarded from databases of measured
tropical-cyclone data. (ii) The analyses were performed considering only a single direction of flow
incidence. This was done assuming that the yawing system of the turbine remained in operation
during the storm. However, a literature review of studies concerning cyclone-affected turbines indi-
cates that such a hypothesis represents an idealized scenario insofar as malfunctions in the operating
systems of the turbine are common during hurricane occurrence. Further research would need to
consider a plausible misalignment between the rotor axis and the prevailing wind direction. (iii) The
turbulent wind-speed signals were assumed as stationary processes. Recent literature has studied the
non-stationary nature of tropical-cyclone winds. Hence, the effects of non-stationary cyclone-induced
loads on wind turbine structures remain a task for future studies. (iv) The structural responses were
computed from the assumption of linear-elastic behavior of the structural elements. However, the
approach employed in Chapter 3 can be applied considering the material non-linearities of the struc-
tural elements in the model. This implies adequate modeling of the non-linear behavior and failure
mechanism of the elements of the structure.

7.2 Fragility evaluation of representative wind turbines under cyclone haz-
ard

Mexico is a country with a vast catalog of natural hazards, which include tropical cyclones. Hurri-
canes make landfall in the country every year from the Atlantic as well as from the Pacific Oceans.
Notwithstanding, it is also a country with high wind potential. However, after nearly three decades
since the first built wind farm in Mexico, there is still a long way to advance toward the availability
of the inland wind resource. Nowadays, the totality of the electricity produced from wind resources
in the country comes from land-based wind turbines. Considering that most of the wind turbines
installed in Mexico are structures of medium size, they are vulnerable to wind-induced loads (as
well as earthquakes — if their fundamental period of vibration is ‘short’). However, wind hazard is
of more serious concern due to the evident wind sensibility of these structures. Existing wind tur-
bine projects (as well as future ones) must be provided with hazard information for their viability
evaluation. Hence, the assessment of structural vulnerability from the turbines currently installed in
Mexican soil is peremptory, and thus, a premier step for this purpose is the definition of the probabil-
ity of damage on each particular structure.

Three hypothetical wind turbines premised as representatives of those installed — or to be in-
stalled — in Mexico were defined in Chapter 4 for their analysis under cyclone-induced aerodynamic
loads. The dimension proposals for the turbines were guided by the statistics of currently installed
turbines in Mexico, and the primary elements that govern the structural behavior of the turbine were
dimensioned aided by reference models derived from statistics of actual wind turbines. Although a
formal design protocol was omitted for the definition of the three turbine structures, their structural
properties agree with tendencies displayed from reference wind turbines found in the literature. The
evaluation of the structural reliability of the three structures accounted for three performance levels.
Each of these levels is associated with different damage states of the structure. Furthermore, similarly
to the procedures adopted in Chapter 3, time-history analyses of the three turbines were performed
howbeit for different wind speed intensity levels rather than a single one.

The values of maximum structural response associated with each wind intensity, according to their
respective damage states, were fitted to different probability distributions. From the probability dis-
tributions evaluated to represent the structural response maxima, the Generalized Extreme Value
distribution exhibited the closest resemblance, while the Lognormal distribution also displayed a fair
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representation of the structural response maxima. Fragility functions were fitted to these estimated
values of damage probability for the three structures and the three damage states. The parameters
that define these fragility functions from the two forenamed probability distributions are reported
in Chapter 4. Considerable differences are noticeable in the fragility estimated from the General-
ized Extreme Value and Lognormal distributions for the highest turbines, aside from the resemblant
fits displayed by both distributions to the response data. Overall, the Lognormal distribution led to
the lower values of fragility estimates for the three structures and their three evaluated damage states.

It was demonstrated inferentially that the analyzed models adequately represent the structural
characteristics of actual turbines, regardless of the fact that the definition of the structures came from
no detailed design. Concerning the analyses performed on the three turbines, these disregarded
the aeroelastic effects due to the fluid-structure interaction for the sake of computing-time economy.
They differ from the criterion adopted for the analyses described in Chapter 3, which accounted for
the fluid-structure interaction effects. On the other hand, a similitude between the analysis criteria
adopted in Chapters 3 and 4 is the angle of flow incidence on the structures, which is assumed non-
varying and aligned with the rotor axis of the turbines. Notwithstanding these shortcomings, more
exquisite analyses of these turbines were disregarded due to the numerous hypotheses considered in
their definition.

7.3 Reliability enhancement of wind turbine support structures by passive
damping devices

In this dissertation, it was emphasized that the support structures of modern wind turbines are flexi-
ble elements dominated by their first mode of vibration. This mode corresponds to the bending of the
tower, resembling a cantilevered beam, and its participation with respect to others may even differ by
orders of magnitude. This behavior is suitable for tuned mass dampers (TMDs) implementation on
the support structure for response control. The employment of TMDs on wind turbines is no novelty.
Several studies in the literature centered on evaluating the structural response of wind turbine compo-
nents fitted with TMDs, preponderantly from numerical analyses. As a matter of fact, commonplace
codes for wind turbine analysis already count with modules for including passive, semi-active, and
active TMDs in the structure. Virtually all the recent research that has covered the topic of TMD imple-
mentation in wind turbines has centered on wind-speed intensities within operation ranges. Withal,
only a minute fraction of forenamed studies have approached the response-enhancement evaluation
from a probabilistic standpoint. Of these few studies, none have researched cyclone-induced actions
on wind turbine structures. Hence, contributions to fill this gap have been discussed in Chapter 5.

The finite element models elaborated to analyze the three wind turbines described in Chapter 4
were used to study their structural response when fitted with TMDs. In this regard, a single TMD
located at the nacelle of each wind turbine was assumed. An early approximation of the optimal
TMD parameters was performed from harmonic analyses on each of the three structures. This crite-
rion was reported by no other reference in the literature surveyed for this study. Results from these
analyses served to identify the parametric combinations that displayed the lowest values of struc-
tural response amplitudes, measured at the top of the towers of the three turbines. Subsequently,
time-history structural analyses were performed on the turbines fitted with TMDs, considering the
identified combinations of parameters that produce the lowest response. The load signals computed
for the studies in Chapter 4 were also applied to the structures with TMDs.

The maxima of the responses used to measure the damage states defined for the fragility analyses,
as in Chapter 4, were obtained from the time-history analyses. Regression models established to rep-
resent the median of these maxima were defined. These models include coefficients related to wind
intensity and the TMD parameters. No other reference in the literature surveyed for this study re-
ported similar criteria. The relevance of the regression models stands in the definition of the mean
and standard deviation of the limit-state function related to each damage state. After their estab-
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lishment, fragility comparisons were performed between the estimated values corresponding to the
undamped structures and those considering the inclusion of a TMD. Results from these comparisons
denote that the failure probability is reduced by nearly 80% for some ranges of wind intensity (for
the conditions assumed in the analyses). These ranges varied depending on the damage state under
evaluation and the studied wind turbine structure. In this regard, the maximum reduction achieved
by installing TMDs on the wind turbines appears to locate at lower wind intensities for the less rigid
structures. The fragility results of the three turbines served a subsequent prompt evaluation of risk
reduction achieved by installing the passive-damping devices. The hazard curve employed for such
an evaluation corresponds to the state of Oaxaca (Mexico) and is concording to published studies.
The structural risk evaluation indicates that installing TMDs — with the assumed characteristics and
in wind turbines such as those studied herein — reduces the annual failure rate on average 2.5 times
compared to the rate for cases without TMDs.

The analyses performed in Chapter 5 derived from the aerodynamic loads and models employed
in other chapters. Subsequently, they also share some of their limitations. Considering a single wind-
incidence angle in the structural analyses is one of such limitations. Apart from these drawbacks,
some criteria from the study can improve with further research. For example, as in most numerical
models of actual structures, a rigid support is a mere idealization to simplify the analysis and identify
structural particularities. In this regard, some of the studies surveyed in Chapter 5 are emphatic about
the uncertain nature of the dynamic characteristics of structures. Such uncertain behavior has its
origin in foundation flexibility as well as in the variability of the material properties. Such phenomena
imply that the TMD can suffer mistuning, which entails that the control of the structural response can
diminish or even induce greater loads on the structure. Elaboration on these implications can also
be performed from the bases that Chapter 5 defines. Aside from that, the methodology and results
described in Chapter 5 are applicable to further research topics. For example, the optimization of the
response-enhancing systems can avail of those results. That is, the maximum reduction of fragility
can be sought to occur at load intensities concordant to a predefined return period. However, further
and more elaborate considerations have to be defined for such studies.

7.4 Simpli�ed structural analyses for reliability evaluation

Loads on operating wind turbines are of great interest for structural engineering because these gov-
ern the fatigue damage on the structure. Notwithstanding, due to the random nature of wind and
the variable operation conditions of wind turbines, these loads are uncertain to a great degree. A
way to approach this problem is to rely on massive databases where as-many-as-possible loading
combinations of the turbine are analyzed. However, the conformation of these databases is highly
demanding computationally. For this reason, state-of-the-art approaches are heading towards us-
ing non-parametric surrogate models. These are possible only with the aid of computational power.
However, despite the practicality of commonplace codes for wind turbine analyses, the conforma-
tion of the databases for surrogate models still demands high computational expenses. Chapter 6
explored alternatives to contribute to the reduction of computational costs for the elaboration of sur-
rogate models and related analyses.

In Chapter 6, a simplified method to cater to databases of structural responses in a computation-
ally economical manner has been explored. The methodology relies fundamentally upon the transfor-
mation of stochastic processes. This transformation is of great relevance since the load characteristics
on the wind turbine structure diverge considerably from Gaussianity, a fact evinced in the distortion
of their probability distribution at its tails. Two popular methods to perform such a transformation
are summarized. The methods are based on the statistical moments of an original sample. Also,
a non-parametric transformation criterion is presented, which avails of the large sample sizes that
constitute aerodynamic load signals and their empirical cumulative distribution function. No other
reference in the extensive literature survey conducted for the studies described in Chapter 6 presents
such a non-parametric criterion. In the same chapter, a reduced-order structural model is deduced
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for estimating the response from the wind-turbine support structure, and an algorithm for the sim-
ulation of stress signals for fatigue-damage evaluation is described. Such an algorithm is another
contribution from the present dissertation. All these concepts are tested for validation in a numerical
example performed from the reference wind turbine described and analyzed in Chapter 3.

For this example, nine different environmental conditions were analyzed, which resulted from the
combination of three wind-speed and three turbulence intensities. Since these combinations cor-
respond to several states of wind turbine operation, they successfully describe the behavior of the
wind turbine under analysis. Seed and control samples were defined from results computed from a
noted code for wind turbine analysis. Such clusters determined the statistical and spectral character-
istics of the aerodynamic loads on the structure. From the statistical moments and spectral densities,
equivalent load signals were simulated and applied to the reduced-order model. Thus structural re-
sponses from such a model were computed. Results indicate that the structural-response tendencies
displayed by the simplified model resemble the ones from the complete one. Such a resemblance is
noticeable in the amplitudes of the response PSDFs and the response-amplitude maxima. Regardless
of such similarities, the accuracy of the results from the reduced-order structural model exhibited to
be coupling-dependent. That is to say, the coupling magnitude between the considered degrees of
freedom needs to be determined with great precision. In the studies from Chapter 6, a misestimation
of coupling is attributed to the shortcomings of the method selected for aeroelastic damping iden-
tification. However, more resemblance between the results from both models is expected if a more
sophisticated damping-identification technique is used.

Concerning the simulation of signals for fatigue damage analyses, they can replicate with satisfac-
tory quality the spectral characteristics of the originals. Several similitudes between the rain-flow
histograms derived from both groups of signals are also evident. However, the replicas tend to over-
estimate the fatigue damage. In this work, such an overestimation is attributed to high-frequency in-
formation losses from the replicated signal. These losses are also related to the stochastic-simulation
method employed in the study. Regardless of these issues, the stress overestimation implies conser-
vative fatigue damage evaluations from signals replicated with the proposed criteria. Conservative
fatigue estimates are preferable insofar as the method is intended for preliminary and prompt anal-
yses, as commented in Chapter 6. Regarding the scattering of the results from the simplified fatigue
damage estimation, these displayed more spread dispersion. However, the simplified results fol-
lowed the same tendencies shown by conventional analyses.

As commented in Chapter 6, results from the covered cases are intended for idealized scenarios
of wind turbine operation. Actual operation conditions, however, might imply different character-
istics than the ones analyzed. For example, non-stationary aerodynamic loads on the rotor due to
pitch-angle variation or wind direction misalignment. Notwithstanding, the discussed methods can
adjust to account for other stochastic characteristics, such as non-stationariness. Moreover, the non-
parametrically transformed processes displayed a minimal distortion of the spectral amplitudes at
some frequency ranges. However, this was observed only in the spectra that exhibited higher energy
contributions at low frequencies. A possible cause of this effect can be the loss of information at high
frequencies in the simulated signals. Algorithms that are of application to overcome this situation can
be found in the literature forenamed in Chapter 6. Concerning the reduced-order structural model,
one of its drawbacks is the necessity of precise identification of coupled terms, specifically aeroe-
lastic damping terms. As commented previously, better results are expected if more sophisticated
methods for damping identification are used. Lastly, the methodology defined for the simulation
of fatigue-equivalent stress signals is unexclusive for wind turbine support structures. That is, it is
also applicable to a wide variety of problems in engineering since it relies on spectral and statistical
characteristics of an original stress signal.

Chapter 7
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Commentaries on Chapter 3 with possible
applications to standards and practice

Conventional wind turbine standards cover a variety of plausible load combinations during the nor-
mal operation of the turbine. Regarding extreme wind intensities, such as those correspondent to
tropical cyclones, in said standards for onshore structures, it is explicitly stated that they are unin-
tended for tropical cyclone conditions. For such cases, the turbine must be designed as a special clas-
sification, under different considerations to those provided for standard turbines. Later standards,
intended for offshore turbines, provide a slightly more ample definition of the wind environment
during tropical cyclones. These criteria rely fundamentally upon the modeling of the wind field dur-
ing the tropical cyclone from noted models for the surface pressure during the storm. However, no
further specifications are provided.

In the specific context of Mexico, the Manual of Civil Works of the Federal Electricity Commission
(CFE, acronym in Spanish) defines that wind turbines installed in Mexico must be designed to with-
stand wind intensities correspondent to a 200-year return period. This reference states that the cases
covered are unintended for operation conditions, but rather for extreme wind speeds. The wind
speeds provided by CFE are correspondent to wind statistics from onshore sites. Notwithstanding,
for some regions in Mexico, these values correspond to wind intensities of the order of those mea-
sured in tropical cyclones.

A.1 Commentaries about the mean-speed pro�le

Virtually all the wind engineering references that regard high wind speeds indicate the use of either
the logarithmic or the power-law mean-speed profiles. As commented in Chapter 2, this description
is adequate for many cases of interest for structural engineering concerning synoptic wind. However,
the analyses carried out in Chapter 3, which have been derived from semi-empirical models as well
as from the numerical solution of the cyclonic flow field, account for the occurrence of higher wind
speeds due to the presence of super-gradient winds. These are observed at high elevations and it
indicates that, despite the similarities among the values of mean wind speed observed at near-10-m
heights, the difference between the two profiles becomes considerably significant at greater altitudes.

The results from Chapter 3 indicate that the support structure of a typical land-based wind turbine,
such as the one analyzed in the aforementioned chapter, can sustain Category-I hurricane winds with
a conservative reliability criterion, such as the one suggested by the CFE. Notwithstanding, greater
hurricane categories might demand more robust designs, which underlines the need for a criterion
for the definition of the wind intensities acting on the structure. In this dissertation, an approach to
perform structural analyses at diverse intensities has been presented.
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Simulation of the flow field concordant to tropical cyclones is of practical implementation as per-
formed in the study of Chapter 3. This approach relies on the Monte Carlo simulation of storm
parameters and their evaluation from notable models reported in the literature. For that purpose, the
following algorithm can be followed:

(i) Simulate values of the central pressure deficit (∆ps) of the storm for the Saffir-Simpson category
concordant to the return period and wind speed of interest. See Table 3.1.

(ii) With the values obtained in the previous step, simulate (or evaluate) the radius of maximum
winds (rvm ) from a developed model, or a model reported in the literature. In the presented
studies, the one from Equation 3.12 was employed.

(iii) Simulate (or evaluate) the Holland’s b parameter from a selected model. In the studies devel-
oped herein, Equation 3.11 was used.

(iv) With the values obtained from Steps (ii) and (iii), evaluate the surface pressure derivatives
(Equations 3.9 and 3.10).

(v) Estimate the gradient wind and its derivative (Equations 3.6 and 3.7).

(vi) For the latitude of the site of interest (φ), estimate the Coriolis Parameter fc (defined as 2ω sin φ).

(vii) Estimate the inertial instability (I) and the modified Rossby number (Ros) according to Equa-
tions 3.4 and 3.5.

(viii) Estimate the mean-speed profile (in Chapter 3, the model reported in the literature as summa-
rized in Equations 3.1 to 3.3 was employed).

(ix) Perform the stochastic flow-field simulation accounting for the obtained wind profile and a se-
lected turbulence model. In this dissertation, the spectral densities as summarized in Subsection
3.2.2 were employed.

The previous list summarizes the steps followed to perform the flow-field simulations as em-
ployed in this dissertation. However, concerning the evaluation of structural reliability, the different
standards accounted for in this work pose different criteria. For example, the criteria defined in
the documents by the International Electrotechnical Commission (IEC), a return period of 50 years
is defined for the extreme turbulence model, whereas the Mexican CFE states one of 200 years. The
evaluation carried out in Chapter 3 accounts for the specifications of the latter, however, the approach
can be implemented as easily for a different criterion.

A.2 Commentaries about the peak factor

Slender structures with dynamic symmetry in their two major axes might display the greatest ampli-
tude displacement in neither of the directions of these axes. The greater structural-response ampli-
tude is governed by the Euclidean norm of the response components in the along- and across-wind
directions. In conventional wind engineering problems, the assumption of the structural responses
in these directions to be Gaussian-distributed might be valid. If such responses are treated as in-
dependent, the probability distribution of the resulting response would tend to be represented by a
Rayleigh distribution. Nevertheless, due to the interaction of the different components of wind tur-
bulence in a three-dimensional flow, as well as to the aerodynamic particularities of a structure, the
components of structural response in the along- and across-wind directions display a certain degree
of correlation. The presence of this correlation complicates the analytic deduction of a peak factor to
be applied to structures with symmetric behavior.

As discussed in Chapter 3, the structural responses in the two major axes for the analyzed case are
rather non-Gaussian. However, conventional expressions for the estimation of the peak factor (kp)
proved to be adequate (and conservative to a certain degree) for their individual analysis. In the
forenamed chapter, an intuitive approximation for the peak factor from the resulting response was
suggested. However, a more elaborate analysis is required to provide a more sustained expression.
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Quasi-steady aeroelastic terms

This appendix describes the assumptions for the quasi-steady derivation of the fluid damping and
fluid rigidity matrices, as applied in some of the case studies explained in this dissertation. Moreover,
the implementation of these deductions in the FEA software APDL is also summarized.

B.1 Fluid damping and rigidity matrices

Consider a flow-excited bar-like structural element with a cross-section that can be modeled as a 3-
DOF system as the one displayed in Figure B.1(a). The flow-induced forces on the element produce
structural responses which can alter the pressure distribution on its section and, consequently, the
resultant forces. In Figure B.1(a) the quasi-static components of velocity in the y- and z-directions
are denoted as v0 and w0, respectively. The quasi-static resultant velocity is denoted as Vr, whereas
its time-varying component is denoted as vr. The time-varying components of wind velocity in the
y- and z-directions are v1 and w1, respectively. The aerodynamic center of the cross-section of the
element is assumed to be located at a distance nc from the origin of the axes, where c represents the
chord length (in the case of airfoils), or an equivalent characteristic length (in the case of other shapes).
The structural displacements in the y- and z-directions are denoted as η and ζ, respectively; whereas
the structural rotation around the longitudinal axis of the element is represented as θ.
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(a) Fluid-induced response of a structural element
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(b) Decomposition of fluid-induced forces on a structural element

Figure B.1: Fluid-induced forces on a structural element and responses

The structural response of the element can be of significance to the relative flow speed acting on
it, as presented in Figure B.1(b). It can be seen in the figure that η̇ and ζ̇ can imply lower or higher
values of the resultant flow speed on the element. The incidence angle of the relative flow velocity on
the element is denoted as ψ, whereas the flow forces are L, D, and M, which are the flow-induced lift,
drag, and moment, respectively. Moreover, from Figure B.1(b) two observations become pertinent:
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(i) the angle of attack α on the element is obtained from θ + ψ, and (ii) it can be assumed that the
quasi-static component of ψ (i.e., ψ0) equals the quasi-static component of α. The angle of attack α can
thus be expressed as:

α = arctan
(

v0 + v1 − η̇ − ncθ̇

w0 + w1 − ζ̇

)
+ θ (B.1)

The relative velocity Vr can be computed from the trigonometric relationship between the flow
and response components from:

Vr =

√
(v0 + v1 − η̇)2 +

(
w0 + w1 − ζ̇

)2
= Vr + vr (B.2)

Assuming that the products between time-varying components are considerably small, their contri-
bution can be neglected and the relative velocity can be approximated as:

V2
r ≈ v2

0 + w2
0 + 2

(
v0v1 + w0w1 − v0η̇ − w0ζ̇

)
(B.3)

Under the adopted criterion for the product of time-varying components, the mean resultant veloc-
ity can be expressed as V2

r = v2
0 + w2

0, and the time-varying resultant velocity component can be
estimated as:

vr ≈
v0v1 + w0w1 − v0η̇ − w0ζ̇

Vr
(B.4)

Based on these assumptions, the angle of attack can be linearly approximated from a first-order Taylor
series around 0, leading to α ≈ α0 + α1, where an approximation to its time-varying component
results as:

α1 ≈
w0v1 − v0w1 + v0ζ̇ − w0η̇ − ncw0θ̇

V2
r

+ θ (B.5)

B.1.1 Equation of motion

The equation of motion of the 3-DOF system displayed in Figure B.1 can be written as:

Msd̈ + Csḋ + Ksd = f f (B.6)

where Ms, Cs, and Ks are the mass, damping, and stiffness matrices of the structural element, respec-
tively. In Equation B.6, d is a vector that contains the displacements in the y- and z-directions, as well
as the rotation around the longitudinal axis of the element, and the dots denote time differentiation.
On the right side of the equation appears f f , which is a vector containing the flow-induced forces.

As commented in this appendix, the flow-induced forces are dependent on the structural response.
Moreover, they have been assumed to be decomposed into a quasi-static and a time-varying part.
Thus, Equation B.6 can be rewritten as:

Msd̈ + Csḋ + Ksd = fa + fa −Mad̈−Caḋ−Kad (B.7)

where sub-index a denotes the flow-induced quantities. Ma, Ca, and Ka are the fluid added mass,
fluid damping, and fluid rigidity, respectively. These matrices can be moved to the left side of Equa-
tion B.6. It must be observed that the terms involving the forces of inertia from the fluid flowing have
been disregarded in the graphic deductions presented so far, thus, the added mass can be omitted
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in the remaining formulae. In Equation B.7, the vector f f has been separated into f f = fa + fa + fs,
where fa and fa denote the quasi-static and time-varying fluid-flow forces, respectively, and the third
term concerns the forces associated with the structural response d and its derivatives.

The flow-induced forces L, D, and M, as displayed in Figure B.1(b), can also be decomposed
into a quasi-static and a time-varying component by a linearization analogous to the one described
previously in this appendix for α. That is, setting the lift force per unit length (L = 0.5ρV2

r CL(α)c) as
an example, they can be expressed as:

L ≈ L(0)+v1
∂L(0)

∂v1
+ w1

∂L(0)
∂w1

+θ
∂L(0)

∂θ
+ η̇

∂L(0)
∂η̇

+ ζ̇
∂L(0)

∂ζ̇
+ θ̇

∂L(0)
∂θ̇

(B.8)

where 0 is a vector with the values that define the point of linearization (i.e., around 0, in this case).
According to the definition of the flow forces, and the assumptions deduced previously in this ap-
pendix, the partial derivatives in Equation B.8 can be defined. In the case of the lift force per unit
length, these are expressed as:

∂L(0)
∂v1

= ρcv0CL(α0) +
1
2

ρcw0
dCL
dα

∣∣∣∣
α0

(B.9a)

∂L(0)
∂w1

= ρcw0CL(α0)−
1
2

ρcv0
dCL
dα

∣∣∣∣
α0

(B.9b)

∂L(0)
∂θ

=
1
2

ρcV2
r

dCL
dα

∣∣∣∣
α0

(B.9c)

∂L(0)
∂η̇

= −ρcv0CL(α0)−
1
2

ρcw0
dCL
dα

∣∣∣∣
α0

(B.9d)

∂L(0)
∂ζ̇

= −ρcw0CL(α0) +
1
2

ρcv0
dCL
dα

∣∣∣∣
α0

(B.9e)

∂L(0)
∂θ̇

= −nρc2w0

2
dCL
dα

∣∣∣∣
α0

(B.9f)

This is analogous to the flow-induced drag and moment per unit length. Further, it must be noted that
the terms associated with the structural responses in Equations B.8 and B.9 define the fluid damping
and fluid rigidity in Equation B.7. Therefore, the fluid-flow forces per unit length, concerning only
the terms where the structural responses are uninvolved, result in:

D ≈ ρc
2

V2
r CD + CDρc [v0v1 + w0w1] +

ρc
2

dCD
dα

[w0v1 − v0w1] (B.10)

L ≈ ρc
2

V2
r CL + CLρc [v0v1 + w0w1] +

ρc
2

dCL
dα

[w0v1 − v0w1] (B.11)

M ≈ ρc2

2
V2

r CM + CMρc2 [v0v1 + w0w1] +
ρc2

2
dCM
dα

[w0v1 − v0w1] (B.12)

Thus, the first and second terms of f f can be expressed as:

fa + fa =

Fy
Fz
Fθ

 =

 cos(α0) sin(α0) 0
− sin(α0) cos(α0) 0

0 0 1

 L
D
M

 (B.13)
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where L, D, and M are computed from Equations B.10 to B.12. Whereas the fluid damping and fluid
rigidity result in:

Ka =
ρcV2

r
2

 cos(α0) sin(α0) 0
− sin(α0) cos(α0) 0

0 0 1


0 0 − dCL

dα

0 0 − dCD
dα

0 0 −c dCM
dα

 (B.14)

Ca = ρc

 cos(α0) sin(α0) 0
− sin(α0) cos(α0) 0

0 0 1


 CLv0 +

w0
2

dCL
dα CLw0 − v0

2
dCL
dα

ncw0
2

dCL
dα

CDv0 +
w0
2

dCD
dα CDw0 − v0

2
dCD
dα

ncw0
2

dCD
dα

cCMv0 + c w0
2

dCM
dα cCMw0 − c v0

2
dCM
dα

nc2w0
2

dCM
dα


(B.15)

B.2 Implementation in FEA

The deductions presented above can be implemented in ANSYS employing the element MATRIX27.
MATRIX27 is an arbitrary element that can be used to modify the elastic stiffness, damping, or mass
properties of a FEM. The element accounts for six degrees of freedom in each of its two nodes, thus
making it a 12×12 matrix, being composed of up to 144 different elements.

In the case of additional fluid damping and fluid rigidity, such as in the deductions presented above,
each of the MATRIX27 elements used is connected to the structural model in one of its nodes. Thus,
an additional complementary node has to be created in the FEM for each node affected by the added
damping or rigidity matrices.

For the present case, the fluid damping matrix (for example) of the 3-DOF system under analysis
can be implemented with a single MATRIX27 element, which can be presented as:

CM27 =

[
Cii Cij
Cji Cjj

]
(B.16)

where Cij, Cji, and Cjj can be assumed as zeros for the case under study, assuming that the MATRIX27
is connected to the structure at the i-node. The elements of Cii are defined according to Equation B.15,
leaving the upper-left part of CM27 as:

Cii =



c(a)
22 c(a)

21 0 0 0 c(a)
23

c(a)
12 c(a)

11 0 0 0 c(a)
13

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

c(a)
32 c(a)

31 0 0 0 c(a)
33


(B.17)

The quantities c(a)
ij indicate the elements composing Ca, where i, j = 1, 2, 3. Note that the elements

within CM27 are defined under a different coordinate system than the element displayed in Figure
B.1. In this case, the x-axis in the FEM is considered to be parallel to the z-axis of Figure B.1, and the
right-hand rule is followed.

A brief example is presented to illustrate the implementation of Ca utilizing MATRIX27. An analo-
gous approach is used for the definition of Ka. The 3-DOF system illustrated in Figure B.1 is assumed
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to be a NACA type-64 airfoil. Its structural dynamic properties are assumed to be represented by a
mass of 100 kg, a natural frequency of 5 rad/s for its three DOFs, and structural damping of 1% of
the critical value. The values of fluid damping and fluid rigidity can be defined in an APDL code
by using the following commands when the elements of the model are being defined. Exemplifying
with Ca, these commands are:

! Definition of matrix elements
ET,5,MATRIX27,1,2,5 ! Defines an Unsymmetrical Damping matrix
R,5 ! Creates a table with real constants

! Modification of matrix elements
! ----- Upper-Left
RMODIF,5,1, c22*rho*c
RMODIF,5,2, c21*rho*c
RMODIF,5,6, c23*rho*c
RMODIF,5,13,c12*rho*c
RMODIF,5,14,c11*rho*c
RMODIF,5,18,c13*rho*c
RMODIF,5,61,c32*rho*c
RMODIF,5,62,c31*rho*c
RMODIF,5,66,c33*rho*c

A time-history analysis of a harmonic flow with a frequency of 5 rad/s is performed on the model.
Figure B.2 displays a comparison between the results obtained from the analyses in APDL, and the
ones computed from the solution of Equation B.7 through numerical integration in MATLAB.

Figure B.2: Structural response of a 3-DOF system
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