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1 | Introduction

The focus of the present document lies on p-parameter additive Lévy processes on R. That is, con-
sidering p > 1 independent Lévy processes X!,..., X on R, the multiparameter process {X; : r €

[0,00)P} given by X(;, )= thl +---+Xt’; for (1y,...,1,) € [0,00)P is a p-parameter additive Lévy

..... t
process and will be denopted as X' @---® XP. Such a definition is a particular case of additive Lévy
processes on R? studied mainly by Y. Xiao and D. Khoshnevisan in [10], [T1] and [12], to mention a
few. An example is given by the additive stable process X = X1 @---@® X? for which X* is an isotropic
stable process of index a € (0,2] for each k € [p] d:ef{l, ..., p} in the paper [12]. Le., the value of the
characteristic function of X[ at f € R is exp {—aalﬁlat}, where o > 0 is a constant. The case in

which a =2 corresponds to the additive Brownian Motion.

As stated in [10], additive Lévy processes are closely related to the analysis of multiparameter
processes such as Lévy sheets. Those studies are mainly focused on potential-theoretical level sets
and capacity as the aforementioned papers [10] and [12] or, for example, the work of R. Dalang,
J. Walsh and T. Mountford in Lévy and Brownian sheets (cf. [5] y [6]). Papers about additive Lévy
processes outside potential theory can be found in [11]] about local times or, e.g., in [7], in which L.
Chaumont and M. Marolleau develop fluctuation theory for a particular notion of spectrally positive

additive Lévy fields.

On a tangent line lies the research on the excursions of Lévy processes over the greatest convex
minorant of its sample pathg| Several studies of the convex minorants for different kind of pro-
cesses such as random walks, Brownian Motion and other Markov and Lévy processes have been
provided by a broad list of authors at least since the decade of 1970 (see [2] for details). Recent pa-
pers that encompass a comprehensive description of such matter are: [1]] for discrete random walks
with exchangeable increments by J. Abramson and J. Pitman; later generalized for Lévy processes
with continuous distribution in [17] by J. Pitman and G. Uribe Bravo; next extended to general Lévy

processes on R by J. Gonzalez Cazares and A. Mijatovic in [8].

Even though such line of work will be described in more detail in Section 2, it is worth men-
tioning that it provides a remarkable distributional representation for the lengths and heights of the
excursions of Lévy processes via its sampling at a particular time partition. Among other virtues,
such approach enables the study of well-known results of Lévy processes in a considerably direct

way, as asserted in [8], such as fluctuation theory.

'The greatest convex function dominated by the path.



2 Fluctuations of p -parameter additive Lévy processes through convex minorants

That being stated, the main purpose of this document is to developﬂ properties for the fluctua-
tions of p-parameter additive Lévy processes on R. The mean to this end will be the derivation of
Poisson point processes associated to the heights and lengths of the excursions of the additive pro-
cess over its convex minorant through the stick-breaking representation for Lévy processes men-
tioned above. This is possible due to the fact that it provides a representation for additive processes
as well, since the convex minorant of the additive process X lg...® XP coincides with the sum of

the convex minorants associated to the components X*, as shown in Figure 1.1.

-13 0.5 1 1.5 2

X

Figure 1.1: Sample path of the 2-parameter additive Lévy process X' @ X2 where: X! is a Brownian Motion
with drift 0.5 and standard deviation 4.5; X? is a compound Poisson process with intensity 2.5 and jump
distribution N(6, 9%), superposed with a Brownian Motion with standard deviation 6 and negative drift 5. The

surface below corresponds to the greatest convex minorant associated to the path.

This document is organized as follows. First of all, Section 2 is devoted to the description of the
aforementioned studies of the stick-breaking representation for the convex minorant of Lévy pro-
cesses, as well as the extension of such representation to additive processes of p parameters. Then,
the purpose of Section 3 is to give a natural generalization of a Poisson point process associated to
the paths of Lévy processes pp- 4, 18] for the case of additive Lévy processes on R; that is, the
point process with atoms at lengths and heights of excursion rectangles of the convex minorant of
the process on a finite time horizon. Lastly, aspects of the fluctuation theory for additive Lévy pro-
cesses are studied in Section 4. To be specific, well-known properties for Lévy processes on R are

generalized for the additive kind:

2Research supported by the project UNAM-DGAPA-PAPIIT 114720.
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» Fluctuations up to an exponential time horizon (characteristic functions of the extremal vectors

and Wiener-Hopf factorisation), and

» Asymptotic behavior (proposed notion of regularity of the origin for additive processes, Rogo-
zin-like criterions, Laplace transforms for the limit of extremal vectors and a characterization

for drifting and oscillating).

Beforehand, some notation and conventions will be introduced. On the elements of R”: the
k-th canonical vector for R” will be denoted by e, for every z € R” it will always be assumed that
z= (zl, . ..,zp) d:ef(zK)‘i7 unless otherwise specified, 1 =(1,...,1) € R? and - denotes the usual inner
product. The Lebesgue measure on (R”,Bg.) will be denoted as A, with the simplification A = A,
as well as At = 7Ll|(0’00) and A, = )L1|[0,c>o)' In order to keep a neat presentation, Dirac’s delta will
sometimes be written as 6 (xy,..., X,; A)instead of 6, 1(A). Finally, R* =(0,00) and R, =0, 00),

even though they will be used indistinctly when convenient.

2 | Stick-breaking representation for the convex minorant of additive

Lévy processes on R

Geared towards fulfilling the objectives of this document, in this section a stick-breaking represen-
tation for the convex minorant, so as concave majorant, for the paths of additive Lévy processes
on a finite time horizon will be established in the line of the work developed in [1I}, [2], [8] and [17],

recent articles which have come to generalize previous studies in the matter, as described in [2].

First of all, consider X = X! ®---® X", a p-parameter additive Lévy Process on R and note that,

by nature of the process, the running infimum of X at ¢t €[0, T'] can be expressed as

p
& L4 xP K K
X oslsfgtk{xsl_'_ +Xsn} Zo<lsr:£thx ZX
1<k<p

forfixed T € R_’i. Then it makes sense to think about the time of attainment, in the sense of partial

order in R, that is
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4 Fluctuations of p -parameter additive Lévy processes through convex minorants

So, (XI,KI,L (X)) and (Xt,ft,?t (X)), the extremal vectors of X at ¢ € [0, T], can be considered
as in the single parameter case of study. As a matter of fact, one can consider the extremal vectors
associated to any cadlag p-variate real function. In a similar way as for the infimum of the paths of
X on [0, T'], let us denote

p
- def 1 —K
X,= sup {X. +---+XPt=> X
' sup {X, ry=>
1<k<p
and

p
7, (0= (T, (X1, 7, (XP)) =D inf{s [0, ): XF_VXF =X } e
k=1
If the context is not ambiguous, it will be written 7, and 7, instead of 7, (X) and 7, (X), respectively.

Recall that by the (greatest) convex minorant associated to a function f we mean the greatest
convex function dominated by f. A natural question is whether the convex minorant associated to
the paths of X at t € RY can be written in terms of that of X!,..., X”; and so is the case. As a mat-
ter of fact, it coincides with the sum of the convex minorants of X!,..., X” at the individual times

fi,..., by, as stated next.

Lemma 2.1. Consider a p -parameter, R-valued, additive Lévy process X = X' @---@® XP. Let T =
(Tl, cees Tp) eR”? and Cr.x : [0, T ] — R the convex minorant associated to the paths of X* on the finite

horizon [0, T,.]. The mapping C7 :[0, T] — R defined as
Cr()=Cpa(t)+-+Cy ,(t,) for t=(n,....1,)€R]
coincides with the convex minorant for the paths of X on given [0, T].

Proof. Clearly, Cy is dominated by the paths of X on [0, T'] due to the fact that Cr,_, < X* on [0, T;]
a.s. In addition, Cy is conve, for it is the sum of the p convex functions defined on a convex set
givenas [0, T]> t — Cr, . (¢ - ). To verify that the latter is true, consider ¢!, 2 €[0, T] and A €0, 1].

Let us write A = 1— A and note that
Crx([At' + A1) €)= Cp (At + AL2) < ACE (1) + ACE . (12)=ACT (t' e ) + ACT (1% ey).
The maximality property of the convex minorant will be verified by induction with respect to

p, so assume it holds for p > 2, since there is nothing to prove when p = 1. Let T € R_’i“ and
C’:[0, T]— R be convex and dominated by the paths of X on [0, T] C Rf_“. Denote T’ = (Tl, . Tp)
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and X’ = X'®---® XP. For fixed t,,; € [0, T,,H], the mapping (tl,..., tp) — C’(tl,..., ty, tp+1) is

convex; then, so is
[0,T]3(ty,.... 1) = C'(t1,..., 1, tpﬂ)—Xt’f: <X+t XL

Hence, C’(t)—X t’; J: <Cp (tl, ceoy tp) almost surely due to the hypothesis of induction, which implies

C'(t)=Cr(t,... ) <X (@s). 2.1)

Ipy1

for every 7,1, € [0, Tp+1]. Furthermore, [O, TpH] S tpy1 C’(t)— CT/(tl,..., tp) defined for fixed
(#1,...,t,) €[0, '] is convex and dominated by X”*! on [0, T,,,, | by . Therefore,

C/(t)—CT/(tl,..., fp) < CTp+1,P+1 (tp+1),

expression from which the statement follows, since it was assumed that Cy, = Cr; &+ ® CTP, p (tp).
2

Remark 2.2. Noting that the concave majorant of X coincides with the convex minorant of —X,
which is an additive Lévy Process as well, the concave majorant associated to the paths of X on given
[0, T] holds the same additive relationship with the majorants of X',..., X? as the convex minorant.

maj _

Thatis, Cp=CyV @0 ClY if X=X'@---® XP.
b pP

Next, the main idea after the stick-breaking representation for Lévy Processes on R will be de-
scribed, for it will be the means for deriving a stick-breaking representation for additive Lévy Pro-
cesses on R. Beforehand, fix [0, T'] c R and consider an uniform stick-breaking process {¢,}7° on
[0, T]independent of X. That is, letting (Un);’o independent random variables with uniform distri-
bution over (0, T), the stick-breaking process, along with the associated remainder process L, are

given recursively by

L,=T, ¢(,=U,L,, and L,=L, ,—{,  neN. (2.2)

Note that L induces a partition of [0, T] with lengths £. So, given {,, = L,,_; —L,,, one can con-
sider the increments A, = X; — X; , associated to a Lévy process X and construct a piecewise
linear convex function (pw.l.c.) starting in 0, which faces are given by attaching the line segments
with length /,,, height A,, and slope A,,/¢,, in increasing order with respect to the magnitude of the

slopes. This process is illustrated in Figure 1 where, as must be stated, the representation is purely
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illustrative since the partition of the time horizon is not derived from a stick-breaking process. The
latter is due to the fact that, since L,, — 0 as n — o0, such a partition (computed for some large n)

does not result in a visually useful representation of the method.

0.0 0.5 1.0 15 2.0 0.0 05 1.0 15 2.0
(a) Before permutation of the segments. (b) After permutation of the segments.

Figure 2.2: Example of the construction of a piecewise linear convex function described above for a Lévy Pro-
cess with drift —1, standard diffusion and positive jumps with exponential distribution. On the left: A sample
path of X and a random partition of [0, 2]. On the right: The pw.l.c. function derived from the arragement of
the segments in (a) increasingly with respect to the slopes A/f. The roman enumeration of the subintervals

of[0,2] in (b) corresponds with those in (a).

Such a piecewise linear convex function on [0, T'] can be expressed as

_ +
tHZA 1 (I_szﬂ B B~ z A ?_) Alf, (2.3)

k>1 [_

as in [8]], and the associated distribution coincides in the space of continuous functions on [0, T']
with the distribution of the convex minorant of X on [0, T']. The analogous result for discrete random
walks with exchangeable increments, which concerns the permutation of the ranked lengths of the
process as described above, was firstly given in [1]. The equivalent result which involves the equality
in (joint) distribution between the lengths and heights of the minorant and its lengths equals that
of / and the increments of X sampled at L can be found in [17] and [2] for continuously distributed
Lévy processes. Whilst the stick-breaking representation of the convex minorant in the form of

for general Lévy procesess was provided in [8] and is given as follows
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Theorem 2.3. [8, Theorem 12, p. 6] Let X be a Lévy process and fix T > 0. Let{¢,}7° be a uniform
stick-breaking process on [0, T] independent of X with remainder process {L,},° and consider the
increments A, = X;,_, —X; forn>1. The convex minorant Cr of X has the same law in the space

of continuous functions on [0, T as the piecewise linear convex function on [0, T defined in (2.3).

Roughly speaking, the proof given in [8] for Theorem2.3|consists on approximating the convex
minorant associated to the process X through those of the random walk skeleton of X pointwise in
the space of continuous functions on [0, T']. So as, simultaneously, approximating the distribution
of the stick-breaking pw.l.c. function associated to X from that of the random walk skeleton of X in
probability. The latter holds since the statement of the theorem is true for polygonal random walks

thanks to Theorem 1 in [1} p. 4].

Next, relying on Theorem2.3]and Lemma 2.1} a stick-breaking representation for additive Lévy
Processes on R is given. It shows that the virtues of analysing the convex minorant of the paths of
Lévy processes in R are inherited to the multiparameter case of study, for it is then possible to de-
scribe the characteristics of the extremal vectors of the process in terms of its increments sampled

at L and the excursion lengths /.

Corollary 2.4. Let X = X' ®---® XP be a p-parameter Lévy process on R. Fix a time horizon T € R”
and let {* = (E ’fl):il be p jointly independent stick-breaking processes on [0, T,.] independent of X.
Then,

®-C1 — 1" °- —aP)’
Cr=> l(A}l,...,Ag)-(l/\M,m,1/\M)l, (2.4)

1 p
n>1 ei’l En
where L* = (LZ)nZO is the remainder process associated to (¥,
K K K K K Ay A% < K AL AL
Al = s —Xpx and a, :Zék]l {Z—{ < [—é’}+26k]l {[—2’“ = [—,5} forke€[p], neN.
k>1 k=1

Moreover,
P

(X7, X7,z (X)) = (A%, AN Taz<o € Lag<o e)- (2.5)
=1

n>1«k

Proof. According to Lemma[2.1]and Theorem 2.3} due to the independence structure,

p L _ax)+
Cr(®)=) Crc(e-e)2 D > AF : ]

(o-ex
1A E—K
k=1 k=1n>1 n
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from which (2.4) follows iterating the sums and writing the quantities in vectorial form.

Furthermore, note that Cy_, (T;,) = Xﬁ_ A XE" Nevertheless, for each x € [p] the event in which
Crx(l)=X ﬁ _ coincides with the event that X* jumps upwards exactly at T, which, according to
the Lévy-Itd decomposition [14, Theorem 2.1, p. 37], has null probability. That is, Cr . (T;) = X;ik

almost surely for each k € [p]. Then,

(Crw(R), Cqp o T3 (Cro)) = (X5, X5, 74 (X)),

due to the fact that, if the equation didn’t hold, the maximality property of Cr,_, being convex mi-

norant would be contradicted. Hence,

p
(CT(T), Cp (1), D x5 (Cr) eK) = (X1, X 7,77 (X)). (2.6)

k=1

Consider 72" for k € [p], the pw.l.c. function associated to X* in [0, 7] defined in 1D By its

definition, the extremal vector associated to F2"* on [0, T,.] can be written as

(52 (T, 337, 25, (F)) = D (A% A Lageor €5 Lageo)-

n>1

Therefore, and (2.6) imply (2.5). *

Remark 2.5. Since —X is a Lévy process as well, denoting the increments of —X* sampled at L* as

A" (—X*) and applying Corollary 2.4 to —X gives
; p
(—(—XT), —(=X) 2r (—X)) = ZZ(—A'; (=X*), — A% (=X)L asx)<0r €5 Lagxm)<o €x)-
n>1k=1
Hence,

p
(XTrYTr?T)g Z(Al:l’ AI:I]]-A’,‘;>0, K’:ZIJ.AI;>0 eK).

n>1k=1

By last, some properties for the extremal vectors associated to X will be established in the line of
the corollaries of Theorem [2.3]in [8], which correspond to the generalization of several fluctuation

theory identities for Lévy Processes for the multiparameter case of study.
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Proposition 2.6. The process X = X' ®---® XP satisfies the following properties for fixed T € (0,00)P :

» The following equalities hold

p T p T,
E[ZT(X)]:ZU) P(x;<o)du] ex and E[X, :Zf E[XX1xro]u'du.

k=1 =170
» IfX1,...,XP are not compound Poisson processes, then (YT,?T (X)) = (XT X T—1p (X)).

Proof. By (2.2), for every n>1and x €[p],

n—1 n—1
—log(¢X /T, =—1og[U,f]_[(1— U,f)] =—log(Uy)— > log(1—Uy) ~ I(n,1), 2.7)
k=1 k=1

since (UK ) are i.i.d. uniformly distributed random variables. Then, following [8], for every non-

negative measurable function f,

SElrE)=X [ 1

n>1 n>1

f(u)[~log(u/T)]""
;f (n—1)! f flaudu,
(2.8)

where the last equality holds according to Fubini’s Theorem.

Then, due to the fact that £ and X* are independent, conditioning with respectto L? _, and L7

and taking into account independence between X* and o (¢¥, L¥), it is easy to see that

E[e’;lllAM]=E[(L’;_1—L’;)]P(an — X} <O|LK_ 1,L’;l)]=JE[£’;IP>(X€’<Z <0)]

1

for every n > 1. So, by Corollary[2.4/and the Monotone Convergence Theorem, (2.8) implies that

5|33 s ] i(zxg[zgp(x;; <o)]) =3[ ([ etz <olau) o]

n>1k= 1 \n>1 k=1

And, in a similar way,

ZZA Tas< l i(ZE[xﬂﬂxk <OD:i(LnE[xﬁxm]u—ldu).

n>1k= K n>1 k=1

On the other hand, by the Duality Lemma [14, Lemma 3.4, p. 77], if Y} = X(’“T s ( XK ) for

s €[0, T,.] then YE¥Yle---@ YP £ X on [0, T]. Now, since Zn>1€n = T, from (2.2), adding the zero
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K
(7 gives

D Olageo=D [HhLagpl+ =T D Chlagso— > O Lagco =T 75, (X*) =25 (X*). (2.9)

n>1 n>1 nx1 n>1

As before,

B[O Lagmo] = B[ (L5, —L5)P(X, = X7 =

LZ_I,Lﬁ)]zE[E’;]P(Xg% =0).

So from (2.8) and (2.9),

T,
0<E[T—1, (X’“)—?TK(YK)]:Z]E[Z’;ILM;:O]:J P(X* =0)du =0,
n>1 0
for the fact .
JKIP’(XZ=O)du>O
0

would imply that X* is a compound Poisson process. Hence, T7(Y) = T — 7, (X) almost surely.
Moreover, since X* attains its maximum at a unique point [4, Proposition V1.4, p. 159], by its defi-

nition Y; = Xy — X, almost surely. Therefore,

(X7, 7r (X)) = (Yr,7r(V)=(T—2,(X), Xr —X1).

3 | APoisson point process associated to additive Lévy processes

The objective of this section is to give a natural extension of Corollary 2 and Lemma 1 in [17} pp.
4, 18] for the present case of study, additive Lévy processes. That is, to show that the point process
with atoms at the lengths and heights of excursion rectangles of the convex minorant of X up to
an exponential time Ty = (Tgk)f with Ty~ Exp(6) is, in fact, Poisson. This will be the means to

establish some properties about fluctuations of additive Lévy processes given in Section 4.

First of all, a property concerning the stick-breaking process up to an exponential time will be
given, for it will be of use as a lemma for studying the nature of the point processes of interest in the

present section.
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Lemma 3.1. If T ~ Exp(0) and ( is a stick-breaking process on [0, T], then the point process with

atoms at the random set {{ ,}7° is Poisson with mean measure
Uy (ds)=e95s71ds, s€(0,00). (3.1)
Proof. Consider a Poisson point process N with mean measure A, ® i/ . Set
l“tzf zlp,;(s) N(ds,dz) forr>0
R, xR+

and note that due to Campbell’s Theorem [14} p. 43], (I ),>( is a Moran Gamma subordinator. That

is, a pure jump Lévy process with Laplace transform

E[e 7]=exp {—tf

0

(e0)

(l—e_qz)e_zz_ldz}=(1+q)_[. (3.2)

Consider a stick-breaking process ¢’ on [0, 1] independent of (I});>0, as well as the sequence ¢’
in descending order (Kfn))nﬂ. Let us denote by (J,,),,>1 the normalized ordered jumps of (I;);>¢ on
[0,1]. The proof relies on the following assertions: that the sequences (J,/I1),>; and (Kgn))nﬂ are

both Poisson-Dirichlet(1) distributed (cf. [13} pp. 95, 99]) and the well known fact that (J,/I3),>1

and [ are independent. That is because the latter imply that

()2 (4"
o ™), o) -

Therefore, denoting by N’ the point process with atoms at {J,,/6},>; and letting u : Rt — R, be

measurable,

J I T

Lﬁ u(x)N'(dx)=>" u(?’l) > u(éf{n)) =D u (gle’n) <> ulty), (3.3)
n>1 n>1 n>1 n>1

if N’ turned out to be Poisson. In that case, ZnZl 0 (¢,;¢) and N’ would share the same Laplace

functional, from where it would follow that the point process »_, ., & ({,; ) is Poisson according to
Lemma 10.1 in [9} p. 177].

Thus, let us show that N’ is a Poisson point process. By the construction of N and T, the point
process N has atoms at the positions and heights of the jumps of T, say, at the random set IT e
{(pn,Hn)}fo. Consider f :[0,1] x R* — R* defined as f (s,z) = z/60; note that f is measurable and

(7L+|Bm] ® u’l) o f~!is clearly non-atomic. Then, by the Restriction Theorem [13} p. 17] followed by
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the Mapping Theorem [13] p. 18], the point process N’ with atoms at the random set

FIN([0,11xRY)) = {f (pn,8n): P €10,11} = {J,/0)°

is Poisson. Furthermore, the mean measure of N’ is given below for (a, b) c R*:

0b

(A+{BM®,u'1)0f_1((a,b))=A+([O,1]) ,u’l((Ba,Ob)):La ez 'dz =pp((a,b)).

Thus, the mean measure of N’ coincides with i by the Monotone Class Lemma and the statement
follows. L 2

Let us proceed with a property concerning a related point process that will be the link, along
with Lemma between Poisson point processes and the analysis of the excursions of additive

Lévy processes over the convex minorant within a fixed time horizon.

Proposition 3.2. Consider an additive Lévy process X = X' ®---@ X? onR. Fork € [p], let Ty_ be
exponentially distributed independent random variables with parameters 0, > 0 and let {* = (£ ’;)To
be uniform stick-breaking processes on [0, Ty, ], respectively, independent of X. Denote by L* = (LK )fo

n

the remainder process associated to {* and the increments A = X[\, —X[..Then,
1 n

Zg(0)= > (L), ..., 0, AL +--+ Alse) (3.4)

n>1

is a Poisson Point Process on (0, 00)P x R with mean measure given as follows

Ax B— P(X; €B)0,---0,exp{—(01e",...,0,e")- 1} 3, (1, 1,) d(I, 1), (3.5)
Ax(0,00)P

where A€ By o0y, B €BRr and 3}, : (0,00) — R is defined as H,, (z):znzozn/n!p.

The result will be proven by means of the facts that 2 is a R-marked point process on (0, c0)”
that has independent increments. Ie., that 2 is a locally finite integer valued kernel from (2, F) to
((0,00)” x R, By ooy ® Bg ) such that [9} p. 184]:

» The expression =4 ({¢} x R) < 1 holds identically for all r € (0, c0)”,

» The point processes {Eg (B; x o)};n on R are independent, where {B;}]" CB(g o) are disjoint and

relatively compact.
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From the latter, the statement in Proposition 3.2]follows according to the following theorem, which

can be found in much greater generality in [9, Theorem 10.11, p. 184].

Theorem 3.3. Let = be an R-marked point process onR" such that Z({x} x R)=0 a.s. forall x e R".
Then E is Poisson if and only if it has independent increments, in which case its mean measure is

locally finite with diffuse projections onto R".

Proof of Proposition[3.2, On one hand, clearly =y given in (3.4) is integer valued and measurable

for fixed A € B(y o) g, Since it corresponds with the limit of a measurable sequence

N
EQ(A)leigoZJLA(Q,...fg,A;+...+AZ)_
n=1

[}
1

that X* and ¢* were chosen to be independent, conditioning with respect to L, it follows that for

On the other hand, note that (A’fl) are independent for each x € [p]. Certainly, due to the fact
every (distinct) n,,...,n,, > 1 and {B;}{" C Bg,

P(AY €By,...,AY €B,)=E|E

where, since X* is a Lévy process,

m m
[1ts (X;;i_l _ani)] = ]__[IF”(X,’;_I -X} e B,-), for (1,)° €R.

i=1

h((1,)5°)=E

Hence,

P(A% €B,,...,A% €B,) =ﬁP(A§i €B;),

which implies that E’(;K (o)= anl o (E’fl, AY; 0) is a Poisson point process on (0, 00) x R, according to
Lemma3.IJand the Marking Theorem [13} p. 55], which proves the case p = 1.

Now, fix w € Q2 and p > 2. From the latter follows that Elgl ®-- -®EZ ,is an atomic measure which
P
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atoms {(K ill , Aill yeerl ﬁp , AZﬂ )} - have multiplicity 1 (for E’gk are simple point processes). Then,

nyyeesy I’lp

(A= La(0h ol A+ + A7) Ej @@ ({(£,4),...00,A0)})

n=1

—E 2loe...0=P

= >1_f{((1 Al [pAp)}]lA(ll,...,lp,Zl+"'+Zp) d._.01® ®._.9p(ll,zl,...,lp,zp)
n= nm=nrotnr=2n

]lA(ll,...,lp,Zl+"'+Zp) déé1®®égp (ll,Zl,...,lp,Zp)

nx1

f{(f‘n,AL,...,Eﬁ,Aﬁ)}

holds for each A € B(j oo)7; which shows Zp (A) is a measure on B(9,00)7 xr, for its o-additivity fol-
lows from the Monotone Convergence Theorem. Hence, Z¢ is an integer valued kernel from the

probability measure space onto ((0, 00)’ xR, B(g,00) ®]B3R).

In order to verify that =, is locally finite, note that

Zp(Byx-+-x Byy1)= Z% (B1)-+6, (By)8a, (Byps1) < 25% (By), (3.6)
n>1 n>1
for B; x---x By, ;1 € B(g,c0» ®Bg. Now, since the field of relatively compact sets of (0, 00)” xR coincides
with that of its bounded borel sets, if A belongs to such class, it can be covered with a bounded
rectangle Ry x .- x R, ;1 D A. Then implies that =4 (A) < co, since Y. n>1 041 is locally finite by
Lemma and sub-additivity of Z for fixed w € Q.

Furthermore, from follows that =y ({t} x R) < 1 since > n>10¢1 is simple as well, so Spisa
R-marked point process on (0, 00)”. In addition, £!,...,£P are continuous random variables by
and almost surely 6, ({£,}) = 0. Hence, Z¢({t} xR)=0 (a.s.), letting oa,(R)=1in li .

The only fact left to check in order to apply Theorem from which the result follows, is that =

has independent increments. Beforehand, since the components of X, ¢ and Ty were chosen to be
oo
1

are independent. Now, consider some disjoint relatively compact

independent from each other, from the fact that (A’;)
the increments (Al +---+ A})

sets { B;}]" C Byy,00)» —thatis, bounded borel sets—and {s;}}" C N. From the disjointness of { B; }{* and

are jointly independent (k € [p]) follows that

oo
1
independence of {Al +--- + AZ}TO,

l._[ 1 {Z o ((l;—l - lz)lr;:l ) Bi) o (X(l;f,l)f:] _X(l;f)ﬁ:l ; 0) =s; }]
= I__[P (Z o ((l;—l - l;)ﬁzl ; Bi) o (X(l;—l);’:=1 —Xusy_ o) = Si) ,
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where [¥ = (11’1c )go Cc R, for k €[p]. So, conditioning with respect to L!,..., L gives

( {25 B,-)5An(o):si}):E[H =]ﬂ! (25 B,-)5An(.)=s,-).

n>1

By last, the computation of the mean measure of =y is given as follows. From (2.7) it is easy to

see, conditioning with respect to Ty, that £’ has the following density function

oo ([—log(1/1)]"" oo yn-1 t
RY 51 —[~log(1/1)] —Oct 3, _ f ~Olet gy 37
351 Jl (—lr(n) e O.e k" dt | _l“(n)BKe det (3.7)

So, by the stationarity of the increments of X!, ..., X? and the independence structure,

P((Ch,....0h)€A, A+ + AP € B)=
1 p B! 01,
- P(X ot X eB) f f.e 0k dr | di
JA h lp g o I'(n )

-1

. . tl---l‘)n
= PUX € B0y 0Oty 100y
LX(OW (X, € B)O, -0 ()

where the last equation holds due to Fubini’s Theorem. Furthermore, applying it again twice yields

E[Zg(Ax B)|=D E[Luup(L),....00,A) +--+AP)]

n>1
_ _(916” _____ 0 etp)'l(t . )"l 1
;LXOOO P(XZEB)Bl--.Bpe 4 (_—1)”11 A (dl’d(tb---,l’p))

:Lx(o,oo)r’]p(xl € B)Oy -0, exp {—(0,e™) - 1}, (1 1,) d(1, 1).

Lastly, let us properly state the main assertion of the section, which is directly met to be true due

to Proposition [3.2|and the stick-breaking representation for the convex minorant of additive Lévy

processes given in Corollary[2.4]

Proposition 3.4. Consider an additive Lévy process X = X' ®---@& X? onR. Fork € [p], let Ty_ be
exponentially distributed independent random variables with parameters 0, > 0. The point process

with atoms at lengths and heights of excursion rectangles of the convex minorant of X on [0, Ty] is
Poisson with mean measure given in (3.5).
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Remark 3.5. The function H, in (3.5) coincides with the following Generalized Hypergeometric

function

['(A+n)
Hp(2)= Z Z 1) Tl =oFa(=1,...,12), Where(A)nzwy

p—1

which is an entire function of z since its radius of convergence is co because p —1 >0 [15, p. 275].

Furthermore, note that from Tonelli’s theorem,

J(O , (na e Orlie™ )d _Z]_[ f log” e Ohudy
,00

n>0 k=
:ZelEl (6,1,)-- 0, Ef' (aplp)’
n>0
where
00 ozt 00 "
0~ def € aet (—1)" 0 _ 1 [logt] —zt
Es(z)—J; S dt and E(z)= - aSnEs(z)—al € dr

are the so-called generalized integro-exponential functions [16} p. 443] and E? corresponds to the

exponential integral [3} p. 229].

4 | Fluctuation theory for additive Lévy processes on R

Given the stick-breaking representation established in Corollary 2.4, it is possible to describe the
nature of the fluctuations of additive Lévy processes X = X! @ ---® X? on a time horizon [0, Ty],
where Ty = (Tg ) and Ty_are jointly independent Exponential random variables with parameters
0. > 0, respectively, independent of X. The means to this analysis will be the Poisson point pro-
cesses derived from the stick-breaking representation for the convex minorant of X studied in the

last section.

It is worth mentioning that the properties in the present section constitute generalizations of
well-known results about Lévy processes which can be found in [4], [18] and [14], to mention a few.
In addition, while some of them can be obtained directly from the single parameter case of study,

the proofs for general additive processes in R are included for sake of completeness. But, most of all,
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this was done in order to illustrate the fact that the analysis from the convex minorant perspective

it is possible to shorten the approach to the fluctuations of Lévy processes, as shown in [17] and [8].

4.1 || Fluctuations up to an exponential time

Although the point processes in the Section 3 constitute a natural generalization of the single param-
eter case shown in [17], in order to establish the results given in this subsection it will be necessary

to set up an ancillary point process associated to the excursions over the convex minorant as well.

Consider a p-parameter additive Lévy process X = X'@---# X” onR and f; : (0, 00)xR — R¥ xR
defined as f,. (I, x)=(le,, x) for each k € [p]. In the light of Proposmonn 1f ”" 1s the Poisson point
process associated to X* given as in (3.4) for anp = 1, then its mean measure is glven as follows with

an application of Fubini’s Theorem and a proper change of variables in (3.7):

(dlxdx)deff P(XFedx)b.e % el dtdl =P(XF edx)ite %!dl, forl>0, xeR. (4.1)
(0,00)

In addition, by definition of f.,

(5 o ft) (A x B)=f ({l>0:leKeA’}xB)=f P(X; eB)l e %!dl, (4.2)
K K {I>0:le,€A’}

for A’ € Bjy oy and B € Bg. Since f, is continuous and g © [~ is clearly diffuse, the Mapping

Theorem [13} p. 18] yields that the point process defined as

ng(°)Li=efZ5(fK (£x, A% ); 25 (G (4.3)

n>1 nx>1

is Poisson as well and its mean measure say, u} 0, corresponds with the one in (4.2). Furthermore,

for A € B(y o) the following expression holds

wp (fe(AxB))=pp ({lec: 1€ A} x B):LP(XIK e B)I e O dl.

Thus, by choosing the suitable independence structure for ( 9 ) of Proposmon from the

Superposition Theorem [13] p. 16] follows that =g “ Hgl +--+E ng is a Poisson point process with
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mean measure g déf,uél +- 4 ,u’gp. Moreover, if {AK}’f CB(y,00) and B € Bg, then

14
2o ([A U0} ]x - x[A,U{0}] x B) =Z 5£K A8 ax (B ]_[50 (4;u{0}) ZEZK(AKXB).

k=1n J#K

The latter evidences the fact that truly =4 # =4 beyond structural matters. Clearly, as a generaliza-
tion of Corollary 2 and Lemma 1 in [17], £¢ is not as intuitive as the one in Section 3; nevertheless
this point process will be the means of proving the following fluctuation identities for additive Lévy
processes. Lastly, note that even though =y is defined in such a way that its atoms are elements
of [0, 00)P x R, the Mapping Theorem [13} p. 18] makes Z4 equivalent to the superposition of the

Poisson point processes

Zé .,0,0%,0,...,0,A );e);

n>1 p—x

so such a random element and =, will be used indistinctly throughout the proofs below.

Theorem 4.1. Let X be a p -parameter additive Lévy process and Ty = (T gk)f where Ty~ Exp(0,) are

independent. The p + 1-dimensional random vectors
(?TO’ YTH) and (Tg _?TO’ YTH _XTB)

are independent and infinitely divisible. Moreover, the associated characteristic functions are given

as follows fora e RP and p € R:

p
E[ei@Tn+iPX1, ] = axp d — f [J (1—ela!FiPx) " le=blp (XN e dx ] dl} (4.4)
[ ] Xp{ ; (0,00) (0.00 ) ( )

and
Ty, 4B (X1y ) N ip 6.1
E|e' o1 JHPIXG =X )| — exp { — f [f 1—el@!=ihx) Tl 0ip(X* e dx ] dl}
[ ] { ; (0,00) (foo.o]( ) X )
(4.5)

Proof. Let J(; as in ( for k € [p]. Recall that =y = :(19 +- -Hg is a Poisson point process with
mean measure g = (i g, Tt P‘Z , where the uj, are given in li
P K

Now note that, by its definition, Zj has atoms at {(ex e, A% )} Thus, it is easy to see that the

n>1"
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following identity holds due to the fact that ng are simple point processes:

f (tﬂx>0yxﬂx>0) tﬂxSO)xﬂxSO) Eg(dt,dJC)Z
R? xR

IV Mu

J‘ t1x>OPXRx>O!t1x<OMXRx<O)hg (dz,dx)
Rp xR K

4.6
=37 (Lagoolt o AfLagoo Lageol’ e AlLageg)
k=1nx1
= (€ LaL50 0 Larso), (A)) +-+(an),
nz1
(ZZ]IALSO""’KZRAZSO)’ _(AZ)__”'_(AZ)_)'
Hence, from Corollary[2.4|follows that
LV R(t:ﬂ-x>0’x:ﬂ-x>0’t:ﬂ-xSO’x:ﬂ-xSO) Eg(dt,dX)é(?Tg,YTg,Tg _?TQ’XTQ _YTB)’ 4.7)
+><

since —x~ = x — x1,( for x € R. Moreover,

(t,x) Ep(dt,dx) = (Ty—T 1, X1, — X1, );

(t,x) Zp(dt,dx) = (77, X and
JR” (0,00) 0 ( fo TG) R x(—00,0]

which implies the independence of (FTB ,YTH) and (Tg -7, ,YTB —XTH), for 2y ([0, oo)P x (0, oo)) is

independent of =y ([0, o0)P x (—o0, 0]) in virtue of E4 being Poisson.

Furthermore, the convergence in is absolute almost surely thanks to the construction of
the point processes Jg and Corollary The latter holds due to the fact that if the second (fourth)
entry were not absolutely convergent (a.s.), it would imply that the running supremum (infimum)
of X* on [0, Tgk] is not finite, which contradicts the fact that the paths of X* are cadlag. Therefore,
from Campbell’s Theorem [14, Theorem 2.7, p. 43] follows that

|, (1A1f) dug <o,
R xR

when f : ]R_’i xR — R, is defined as f(Il,x) = 1,cpl - e, for B=R* and B = (—o0,0], so as for
f(l,x)=x1,cp. Along with the latter, the well known expression of the characteristic functional of
a Poisson point process(cf. Lemma 10.2 [9, p. 178]) yields

]E[exp{ia-?Te +iﬁYTg}]:exp {—f [l—eﬂ”oa'l”ﬂﬂm] [,Lg(dl,dX)}, (4.8)

foR
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for ¢ € R? and 8 € R. Now, recall that for any measurable function f”:[0,00)” xR — R, the change

of variable identity

L«fof/d”(’:KZ:jﬂfo/d )= if (RExR f'o fi dizg, —Zf oo AR

k=1

holds [9, Lemma 1.22, p. 12]. Then, from follows that

p
"dug = J. "(leg, x) I te O%Ip(X* e dx) dl. (4.9)
J];{fof Ho ; (0,oo)><]Rf( " ( )

Note that the latter can be extended substituting f’ with e/" with the definition of exp on C. So,
putting
f(L,x)=1—exp{ilsoa-1+ifxl,se}, I€RY, xeR

n (4.9) gives, along with (4.8),

—logE[exp{ia Ty, +ifXy,}]= f [1—eileorlledtifxloo] =1 g0k p(XFedx) dl

f 1 elaKl+lﬂx]l—l —0, l]P( GdX) dl
0,00)%(0,00)

>

from which follows. By last, can be derived in a completely analogous way as with

f(Lx)=1—exp{ilca-1—ifxl,g}, I€R, xeR.

Remark 4.2. According to Proposition if X1,..., XP are not compound Poisson processes, then

(zr(X), —X7)=(Fr(=X), CX)7) = (T— 74 (-X), — X7 —(=X),)=(T-71(X), Xr—Xp).
(4.10)
So, since Ty, £ and X are independent, equation of Theorem[4.1]gives

14
E[exp{ia 1, (X)+iﬁ§Tg}]:exp{—Z [ [ [ (l—ei“'fl+i/5x)l_le_GKlIP’(XZKedx)] dl},
= J10,00) [ J—00,01

for ¢ € R? and B € R. Nevertheless, in fact (4.6) gives that (4.10) holds for any additive Lévy process
on R if T is exponentially distributed.
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Remark 4.3. Rephrasing the proof of Theoremfor a R’ and 8 > 0, with
i, x)=1—exp{—a-11,50—PBx1,5}, [€R}, xeR

gives —with the first part of Lemma 10.2 in [9} p. 178] instead of the second-,

P
E[exp{—a -Tr, —BX1,}]=exp {_Zf(o )[f(o )(l—e_akl_ﬁx)l_le_gklP(XlK edx)] dl}. (4.11)
k=17100 O0

So as for the next identity, in conjunction with Remark[4.2}

p
Elexpi—a-t, —BX, {|=exp{— J- [J 1—e %HPx) "lg=bilp XKedx]dl}
ov-asy-pxgl=en|-3-[ [ (et tie(year)

(4.12)

It should be highlighted that Theorem 4.1 can be found in [4, Theorem 5, p. 160] for Laplace
transforms of the single-parameter case of study, so as that the arguments given above are based on
those of [8, Theorem 8, p. 5] for Lévy processes, which made possible the extension to p-parameter
additive Lévy processes. Next, a generalization for additive processes on R of the so called Wiener-

Hopf factorisation [14, Theorem 6.15, p. 171] is stated.

Theorem 4.4. Let X be a p -parameter additive Lévy process and an independent time horizon Ty =

(Tgk)f where Ty~ Exp(0,) are independent. The functions
Uy (a,8)=E[exp{ia-Ty, +ifXy,}] and ¥, (a,p)=Elexp{ia -z, +ipX}],

wherea € R” and B €R, yield the factorisation

U, (a,p) W

K:‘E

1 Oc—iay +\Iﬂ< (Be)
where ¥* (/3) =—logE [exp {i BX} }] denotes the characteristic exponent associated to X* fork €[p].

Proof. On one hand, it is well known that a direct consequence of the distributional infinite divisi-
bility of Lévy processes is that E [exp {iﬂ X, }] =exp {—tlll (ﬂ )} (cf. [14}, Eq. 1.3]) if W is the character-

istic exponent associated to X. Then, since the components X!,..., X? of X are independent,

E[exp{ipXr}]=exp{—T-(w*(8))},
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for T €(0,00)P and B €R. So, conditioning with respect to Ty yields

E[e/*T+P%n | =k [eia~TgE[eiﬁXT]

]=E[exp{[ia—(¢”(/3))i’]-Te}]=ﬁ[1—T

(4.13)

T=T,

since Ty is exponentially distributed (k € [p]) and independent of X. Hence, the result follows from
the fact that, by Remark[4.2|and the independence shown in Theorem 4.1} the latter implies that

q,g (a,ﬂ) \I/E ((Z,ﬁ) - [eia-?To +i/J'YT9 ]E[eia-(Tg—?TB )—iﬁ(YTB—XTB):I — IEI:eic{-Tg+iﬂXT‘9 ] )

Take notice of the fact that equation (4.13) holds because the characteristic function of Ty_can
be extended analytically to C\ {6,}, for z — 6,./(6, — z) is analytic on such a domain. Moreover, in

order for it to make sense, @ € R” and 8 € R must be such that 0 # ia —(¥* (ﬂ))f, i.e.,, such that

0, #—ReW*(B) and a,#ImP*(B) forevery Ke[p].

4.2 || Regularity of the origin

One of the properties studied in the analysis of fluctuations of Lévy processes is that of the regularity
of the origin for some open or closed set B, that is, whether inf{f > 0: X, € B} = 0 almost surely
(cf. Definition 6.4 in [14} p. 155]). Such a notion is equivalent to asserting that the process visits
B at arbitrarily small times almost surely [4, p. 167], so it can be extended to additive processes

X!'@---@ XP by establishing that the point 0 is regular for B € By if and only if the following set is

P-null:
U N {X511+---+XS’Z ¢B}.

>0 0<s <t
K€[p]

Due to the right-continuity of the paths of X* (k =1,..., p), the latter condition is equivalent to

PBEP | () | {le+~-~+xsieB} =1
[€Q* 5.€(0,11nQ
Kk€[p]
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Take notice of the fact that the proposed notion of regularity for additive Lévy processes coincides
with that of the one-parameter case of study if p = 1. Moreover, it is resembled for such a notion for
p = 2 in the sense that the origin is regular for B if there exists some temporal direction in which X

visits B instantaneously.

A first condition for regularity of the origin for (0, 00) is given as follows. Let T; = (T1K )f _, be
independent Exponential(1) random variables independent of X! @---® X”, as well. On one hand,

if P*(R") < 1 almost surely there exists r € Q" such that

o<[1-eP| {X(Sl ..... sp)so}
$€(0,£]NQ
K€[p]

5.€(0,£]NQ
k€[p]

<P(Xy=0).

On the other hand, the definition of YTI yields

{Xn=0}clJ [ {xi+-+x <o} (4.14)

>0 0<s. <y
ke[p]

Thus, P*(R*)=1 implies that P(X ;; =0) = 0. Hence,
P*(R*)=1 ifandonlyif P(Xy>0)=1. (4.15)

Now, let us state the following, which arguments are inspired by those of the proof of Theorem 6 in
(8 p. 4].

Proposition 4.5. Consider a p-parameter additive Lévy process X on R. The origin is regular for
(0,00) if and only if

cee — tl\' p. =
f(o,l)px(o,oo)nP(X’>O)J{”(tl tp)exp{—(e*); -1} d(l, )= co.
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Proof. According to Proposition [3.2Jand Proposition[3.4]

P(X7,=0)=P(Z,((0,00)” xR*)=0)=exp{—E[Z,((0,00)” x R* )| =exp {—ia} ((0,00)” xR*)} }.
(4.16)

So, in the light of (4.15), the origin is regular for (0, 00) if and only if

p
oo = i} (0, 00)? XR+)=J )pu»(x;l +-~-+X;: > O)J{p(tl ©-1y)exp {—ZlKe“}d(l, f)
1

(0,00)P x(0,00

by means of (3.5).

Now, for the case p =1,

—1

1 ([1,00) x RY) :f P(X; > 0)3, (t)exp {—le' }d(t, l):fooP(X, > O)erl <el.
1

[1,00)xR+

Furthermore, by the convergence of the series H, on R, it is immediate to prove inductively that

Hps1(ab)<H, (a)H, (b). Hence, assuming by induction that ﬂ’f ([1, oo)P x R*) is finite,

7 (11,00 x RY) < 2P ([1, 00)” xR*) i ({1, 00) x RY) < 00,
according to Tonelli’s Theorem. Thus, 1| is equivalent to i} ((0,1)” x R*) = oo. *

Remark 4.6. From the last proposition follows the well-known result referred to as Rogozin’s crite-
rion (cf. Proposition VI.11 [4} p. 167]) for p = 1. Equation (4.2) yields
-1

21((0,1)xRT) =f P(X; > o)e— dil.
©o,1) l

Hence, since e~/ e (e_l, 1) for [ €(0,1), Proposition gives that the origin is regular for (0, co) if

and only if
1

f P(X; >0) - dI = co.
(0,1) !

In the light of Remark it would intuitively appear that a criterion for the regularity of the

origin for a p-parameter additive Lévy process with p > 2 could be

1
f P(x}+-+ X)) >0) dl = oo, (4.18)
(0,1)’” 1 1 ll...lp

but that is not the case. In order to show it, consider the independent processes X* = Z¥ —T* for
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Kk = 1,2 where Z* are Poisson processes with arrival rate 1 and I'* are Moran Gamma subordina-
torsEL independent from each other. Clearly, for each k € {1,2} the origin is not regular for (0, 00)
with respect to X*, since if 7* denotes the time of the first jump of Z* and T} is an independent

Exponential(1) random variable,
K
P(X7s =0)=P(1¥ <7¥)>0.

Nevertheless, it will be seen that (4.18) holds anyway. Note that from the independence structure

and infinite divisibility of Poisson and Gamma distributions follows that

z phitl-1 (I, + L)? (L +1,2) (L+bL)
P Xl +X2 0= J ’}, —7 d —h—lb —1 2 = |:1——1 2 :| _l1_12¥7
( h 12> ) ZZ:‘)( 0 F(l1+lg)e 7 ¢ z! Z r(ll+12) ¢ z!

z>1

where
def

oo
I'(x,2)= t*letdt

z

denotes the incomplete Gamma function [3} 6.5.3, p. 260]. Then, by Lemma[A.2]in Appendix A,

J p(x} +X2>0) 1 dl>f ﬂ[elﬁlz_l][l_e—l] dl
(0,12 bk L, Joyep Lib

1/2 1— —I 1/2 1
>[1—e"] f ¢ di f —dl, |=oo0.
0 ll 0 lz

That is, (4.18) is not a sufficient condition for the origin to be regular for (0, c0) if p > 2, in general.

However, it is easily shown to be necessary.

Proposition 4.7. Let X be a p -parameter additive Lévy process on R, if

1
f P(X} +-e+ X >0) dl < oo,
(0,1)p 1 p ll‘..lp

then the origin is not regular for (0, 00).

Proof. The assertion follows from Propositionand the facts thate'/1 <1/1 for l €(0,1) and

p [} Lot e_ll ...e_lp
P(X; > 0) ]_[f ele ' dt dl=f P(X;>0)——— dI,
)P P 0 (O,l)p ll'"lp

7 (0,17 x(0,00)) < |

(0,1

3A pure jump Lévy process with Laplace transform given by .
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since
PRI
t t, _ 1 P
€ e’ >H -t fortl,...,t > 0.
| p p p
N5ees 20 1 p:

Let us move towards the impact of the regularity of the origin for the components X!,..., X? in
the additive process. Clearly, if for every k € [p] the origin is regular for (0, oo) with respect to X*,
then the origin is regular for (0, co) respect to X' @---@® X”. Nevertheless, the latter is not a necessary
condition for the origin to be regular for (0, 00) for X. For example, if X! is a Brownian Motion and
X? is an independent compound Poisson process, clearly the origin is regular for (0, 0o) for X since

itis for X!, even though it is not for X2. As a matter of fact, the following result is turns out to be true.

Proposition 4.8. The origin is regular for (0,00) for X' ®---® XP if and only if there exists k € [p] for

which the origin is regular for (0, o0) for X*.

Proof. Recall from l) that P*(R*) = 1 if and only if IP’(YT1 = 0) = 0. Furthermore, since either
{1} ((0,00)P x R*) is finite or infinite, from equation (4.16) follows that P(X 7, =0) € {0,1}. Thus, if
P*(R*) < 1, expression yields

P*([RT)<P(Xy >0)=0;
which proves that P*(R*) € {0, 1} as well.

Lastly, since the running suprema of X and X* (x € [p]) are (not strictly) increasing and positive,

by equality of the sets and independence of X!,..., X7,

S— _1 J—
P(Xr, =0)=P(Xy =0)--B (X}, =0).

Then, the result follows via (4.15). L 2

It should be highlighted that the characterization of the regularity of the origin for the additive
process in terms of that of its components given in Proposition (4.8} in conjugation with Rogozin’s
criterion (cf. Remark[4.6), yields what could be thought of such a criterion for additive Lévy pro-

cesses on R and is given as follows.
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Theorem 4.9. The origin is regular for (0,00) for X' ®---& XP? ifand only if

1
f P(X; >0) 7 dl=o00 forsomek<|[p].
(0,1)

Furthermore, Theorem[4.9]does not only give a criterion for the regularity of the origin for (0, o),
but is also gives one for the regularity for (—oo, 0) due to the fact that the origin is regular for (—oo, 0)
for X if and only if it is regular for (0, c0) for —X. By last, the next proposition states a relation be-
tween the regularity for (0, 00) and [0, c0); which is equivalent for (—oo, 0) and (—oo, 0] in an analo-

gous way.

Remark 4.10. Consider a p -parameter additive Lévy process X = X' @---® XP. The origin is regular
for(0,00) for X if and only if the origin is regular for [0, 00) for X, unless every component X1,..., X”

is a compound Poisson process.

Proof. To begin with, set p =1 and note that if X is a compound Poisson process, then the origin
is regular for [0, co) but not for (0, c0), since X stays in zero for a positive amount of time almost
surely. Now, if the origin is regular for [0, ©0) but not for (0, 00), (4.15) yields

1=P| {Xp=0} )| () U X220} SP( U {sto}).

reQ+ s€(0,£1NQ s€(0,[1]NQ

That is, X reaches the maximum value of 0 at the origin and at some point later on almost surely.
Hence, by contrapositive of Proposition V1.4 in [4, p. 159] it follows that X is a compound Poisson

process and the statement for p =1 is proven.

Moving on to the general case, let us assume that 0 is regular for [0, o0) and not regular for (0, o)
for X. From Proposition [4.8|follows that for every x € [p] the origin is not regular for (0, co) for X*.
Moreover, there must be some k € [p] for which the origin is regular for [0, o0) for X*, since the
contrary would imply that the origin is not regular for [0, o0) for X by its definition. Therefore, at

least one of the components X* of X is a compound Poisson process.

Lastly let us show that, given the latter, the origin cannot be irregular for [0, oo) for the rest of the
components of X. In order to do so, consider p = 2 (the result follows inductively for any p > 2) and
without loss of generality assume that X! is a compound Poisson process. By counterposition of the

arguments, suppose that X2 is not regular for [0, c0). Note that a consequence of the hypotheses is
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that

-

Thus, the origin being regular for [0, co) for X implies that it is for [0, co) for X? as well. Then, X?

U N b=at ][y N bz <o)

>00<s<t >00<s<t

)S]P’(U N {x+x2 <0}).

1>00<s,5 <t

is a compound Poisson process, which finishes the proof since the other side of the equivalence

asserted holds by definition of regularity for 0. L 2

4.3 || On the long time behavior

In this subsection a couple of well-known results about the long time behavior of Lévy processes
will be stated in terms of additive processes. In order to do so, consider a p-parameter additive

Lévy process X = X; &---® X, and the R valued random variables

Xoo= sup {Xt}dEtZX and Teo=(inf{r>0:X" AXF= ';o})fd:ef(?’( )y,

o0 /1
te[0,00)P

In the same way, one can consider the following

p
X_ = inf {Xt}defzg’;o and 100:(inf{tZO:Xf_AXf:EéO})Td:Gf(TK Y.

= t€[0,00)P ~oco/1

An immediate property for such variables is the following and it is derived from Theorem[4.1]

Proposition 4.11. Let X be p-parameter additive Lévy process. Then, for every a € R} and p € R,
the following identities hold:

E[exp{—a Too—BXoo}] exp{ iJ.o

k=1 o)

U (1- e_““l_ﬁx)l_llP’(Xfedx)] dl} (4.19)

and
E[exp{—a-Too —BXcoo}] exp{ ZJ Uooo] 1— e_a'f”ﬁx)l_lP(Xl"de)] dl}. (4.20)

Proof. Let Ty = (T* )’f independent and exponentially distributed random variables of parameter

1. As in the proof of Theorem 48.1 in [18, p. 364], note that nT}* ~Exp(1/n) and that, n — oo,
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almost surely (?nﬂ’ynﬂ) - (?OO,YOO). Then, Lévy’s continuity theorem [9, Theorem 4.3, p. 63]
and identity (4.11) in Remark[4.3]yield

p
exp —ZJ |:J (l—e_akl_ﬂx) l_le_l/nP(XlKEdX)] dl ﬁE[eXp{—a?oo_ﬂyoo}]»
=1 Y(0,00) | J(0,00)

as n — o0. By last, applying the Monotone Convergence Theorem to the left-hand side of the latter
expression gives (4.19). The identity in (4.20) is obtained immediately with the same arguments and

equation (4.12) in Remark[4.3] *

As Rogozin’s criterion gives a characterization of the behavior of a Lévy process at small times
in terms of the integrability of [ — P(X; > 0)/I on (0, 1), Theorem [4.13|below for p =1 gives that of
long time behavior of the process in terms of the integrability of such function on (1, co). With that
idea in mind, let us introduce the following notation, which will be used throughout the rest of the
section:

K def 1 K i def 1 K
BE| JRXT>0dl and ] PG <0)dl,
1

where k € [p] for p > 1.

Lemma 4.12. Let X be a Lévy process onR. The following hold:
» Almost surely X o = 00 ifand only if J! =oo0.

» Almost surely X ., =—00 if and only if J! = co.

Proof. To begin with, note that for every a > 0,

1 l_e—al a]_e U
f ] P(X; >0)dl sf ” dquIO(a)+loga+y< 0, (4.21)
0 0

where 7 is Euler’s constant and the last identity can be found in [3} 5.1.39, p. 230].

Moreover, since there exists I’ = I’(a) > 0 such that 1—e~%! > 1/2 for every [ > I’, the expression

) 0 e—al 1
J. = P(X;>0)dl > -
x| r oz g |

vl

o1
7 P(X;>0)dl = @ﬂi, (4.22)

holds, where

def 1 flvz/ P(X; >0)
1

c(a)ZI—E ] dl €(0,1]
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and the equation is meant in the limiting sense, since ﬁ/\l P(X; > 0)/1dl < oo. Thus, in the light of

Proposition[4.11} expressions (4.21) and (4.22) show that:
» IfJ} = oo then E[exp{—aT}] =0, and

» If Ji < 00, the Dominated Convergence Theorem yields E[exp{—aT}] — 1 asa | 0.

Therefore, J}r < oo ifand only if X o, < 00 (a.s.), due to the fact that the right continuity of the paths

gives that T, < 00 (a.s.) if and only if X o, < 00 (a.s.).

The second assertion follows from applying the first one to —X. 2

It is now possible to state the main assertion of the subsection, which gives a generalization of
Theorem 48.1 in [18} p. 363], since it characterizes the circumstances in which an additive Lévy pro-

cess on R drifts to oo, drifts to —oco or oscillates.

Theorem 4.13. Consider a p -parameter additive Lévy process X = X' @---® XP. The following as-

sertions are met to be true:
> AlmostsurelyX(tlwtp) — 00 as ty,..., t, — oo ifand only if J¥ < oo for everyx €[p].

> Almost surely Xy, 1,)——09 asty,..., t, = 00 ifand only if J{ < 0o for every k € (pl

.....

» Neither of the latter holds if and only if

limsup X =— liminf X =00
m [yt fyeent .
1100 =00 (f1 ) B erer b — 00 (trtp)

Proof. In the first place, from Lemma follows that the existence of some k € [p] such that
J§ = oo is equivalent to X o, = 00 almost surely, which is easily seen to be equivalent to the fact

thatlimsup, t,) = 00 almost surely. Applying this argument to —X and X simultaneously,

.....

..... Iy
gives the third assertion.

.....

,,,,,

On the other hand, if J* < oo for every k €[p], from Lemmaf4.12|follows that X% >—o0 (k €[p]).
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Now, note that J§ = oo for every k €[p] as well, since J* < co and

(o]

1
Ji+3f:f ?dlzoo.
1

Hence, X oo = 00 and the only fact left to prove is that liminf, _, X yty) = OO almost surely. In
order to do so, itwill be proven thatliminf;_,., X" = 00 (a.s.) for every k € [p]following an argument

given in [14} p. 199].

Since X% _ > —o0 almost surely, the continuity of probability measures yields ]P’(K < —n) —0

as n — oo, i.e.,
for every € €(0, 1) there exists NV > 1 such that P(E;o < —n) <¢foreveryn>N. (4.23)

Now, consider the stopping times given as 7, < inf { r20:XF> n} and note that 7,, < oo almost
surely, for {7';0 = oo} c {7, < oo}. Consider the filtration associated to the coordinate process X*

and note that since Lévy processes are (strongly) markovian (cf. [4, p. 18-20)),

IP’(X;< < n for some t > T,,) < E[]P’(XK XKn < —n for some ¢ > 0|3’T2n)] =E[h(7,,)],

T2n+t_ To

where

h(t)=P(X* — X <—n for some ¢ >0):IP’(X;< <—n for some ¢ >0) < P(X*

T+t oo < _n) .
Recalling (4.23), it is possible to conclude that for every ¢ € (0, 1) there exists N > 1 such that
1—e<P(X5,>—n)<P(XS>nforevery t >7,,)< P(lig(i}ngf > n)

for every n > N. That is, again by continuity property of probability measures,

P(limianK - oo) — lim ]P’(limianK > n) ~1.
tSoo tSoo 1

n—oQ

The second assertion in given by the application of the first one to —X. L 2
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5 | Conclusion

The main purpose of this work was to derive some fluctuation properties for p-parameter additive
Lévy processes on R through the perspective of the greatest convex minorant of the paths. First
of all, a stick-breaking representation for additive Lévy processes was found based on that of Lévy
processes, for the convex minorant associated to X' @---® X? turned out to coincide with the sum of
the convex minorants of X* (k € [p]). This is provided a stick-breaking representation of X'&---@ X"

through the concave majorant as well.

Later on, the relationship between stick-breaking processes and the Dirichlet-Poisson distribu-
tion was proven to make the point process with atoms at the points of the stick-breaking process, £,
Poisson. Along with the poissonian nature of the markings of Poisson point processes, the latter led
to the fact that the point process with atoms at the vector formed by the stick-breaking processes
¢1,...,0P and the increments of the additive process sampled at the associated remainder processes
is Poisson, as well. Next, due to the stick-breaking representation of additive Lévy processes found
in Section 2, the main result of the section was stated as an immediate consequence of the latter:
the point process with atoms at lengths and heights of excursion rectangles of the convex minorant

of an additive Lévy process on an exponential time horizon is Poisson.

Having developed the aforementioned result, it was possible to obtain some fluctuation theoret-
ical properties for additive processes. Firstly, on Section 4.1 were obtained the Fourier and Laplace
transforms for the extremal vectors up to an exponential time (?TB,YTB) and (77, Xy, ). Further-
more, it was proven that (?TQ,YTB) and (Ty —?TH,YTH — X7,) are independent and a Wiener-Hopf
factorisation for additive processes was given. The latter was achieved with an ancillary point pro-

cess based on that of Section 3.

Finally, some asymptotic properties were found for additive Lévy processes on R. A notion of
regularity for the origin for additive processes X! @ ---® X” was proposed and it was character-
ized through the regularity of the origin of the components X*, which provided a way to establish
a Rogozin-like criterion for regularity based on the classical criterion. Finally, it was possible to
give the Laplace transform for (T o0, X o0) and (7 ., X ) and an integral criterion for the condition
X oo = 00 and X, =—00 was asserted. To conclude, the latter led to an integral characterization

for drifting to £00 or oscillating for additive Lévy processes.
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A | Appendix

Let us prove two results needed to give the counterexample in Section 4.2 to the assertion that the

condition (4.18) is sufficient for the origin to be regular for (0, o0) for an additive Lévy process.

LemmaA.1. The mapping z —1(z,1) /T (z) is non decreasing on (0, 1).

Proof. On one hand, clearly I'(z;,1) < I'(z,1) from the definition as long as 0 < z; < z,. On the
other hand, q ‘@)
1 1 T'(z 1
a __ __ , Al
T T Tl (A1
where v denotes the Digamma function [3] Eq. 6.3.1, p. 258] and satisfies the following[3} Eq. 6.3.21,

p. 259] for z >0

_r/(z)_ [ee] e_—t_ e—zt [ee] _ l_ 1 _ (e ¢] e—t o
l/)(z)—r(z)—JO [t 1_e_t]dt§L e [t l_e_t]dt_ﬁ) —t(l_e_t)[l e’ —t]dtr <0,

(A.2)
since t — 1—e~ ! — is decreasing on [0, c0). Thus, from 1D and lb follows that %ﬁ > 0 for
z€(0,1). 4

Lemma A.2. Forevery x,y €(0,1/2) the following inequality holds

Z(x-;'y)n !

nx>1

_F(x+y,n)
I'(x+y)

>[e"V —1][1-e7"].

Proof. Firstofall,

S,

nx1

)

F(x+y,n) Sty (x+y)nf(x+y,1)_ R _F(x+y,1)
- I(x+y) ]_e ! nzm n' T(x+y) - 1][1 I(x+y)

(A.3)
since, by its definition, I'(x + y,n+1) <T(x + y,1) for every n > 1. Thus, from Lemmafollows
that z — 1—T(z,1)/T'(z) is non increasing on (0, 1) and, if x, y €(0,1/2), then

_I‘(x+y,1)> CT(1/2+1/2,1)
T(x+y) r(1/2+1/2)

oo
= l—f eldy=1—e"".
1

Plugging the latter in gives the result. 2
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