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Abstract

Wind power resource assessment (WRA) is an essential tool to promote wind power

penetration on current electrical grids. As wind is a variable resource, a reliable WRA

to know potential locations to install wind turbines is crucial. Due to limitations on

traditional WRA, the development of alternative methods to obtain accurate wind data

in a cheaper and quicker way and in broader regions is convenient.

Using wind speed and wind power measurements from a 2 MW wind turbine, we

assess the suitability of WRF mesoscale model and MERRA-2 reanalysis to determine

the characteristics of wind speed in Chiapas, Mexico and their convenience to reproduce

wind energy production. We analyse the wind characteristics at different spatiotemporal

scales by varying the resolution of the spatial grids (equivalent to grid spacing of 50 km

for MERRA-2 and 1, 3, 15 km for WRF) and temporal resolution of outputs (hourly and

3-hourly).

The numerical models show high correlations for bias corrected wind speeds: near

0.91 for WRF grids and 0.88 for MERRA-2. In addition, the simulated wind speeds along

with an accurate power curve fit are able to reproduce the wind turbine capacity factor

with an error of 5.54% (MERRA-2) and 4.6% (WRF-1km).

Finally, as part of this study, through a frequency analysis on wind speed and capacity

factor, it is clear that the smaller the grid spacing, the more variance present in high fre-

quencies (24-h or higher). Therefore, for synoptic or longer cycles, low spatial resolution

grids (75km and MERRA-2) are useful, but to reproduce smaller cycles (diurnal or less),

high resolution grids (1 and 3 km) are the optimum.
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Chapter 1

Introduction

The growing concern regarding global warming in the last few decades is driving a change

in the energy systems worldwide[1]. As an example, Denmark and Germany have set the

goal of energy systems based 100% on renewable energy towards 2050 [2, 3]. In the case

of Mexico, this change is shown by the goal of 50% of clean energy by 2050 [4]. Also,

Mexico has pledged to reduce 22% greenhouse gases emissions and 51% black carbon

emissions by 2030 [5]. The Ministry of Energy seeks to reduce those emissions through

the decarbonization of the energy system and has set the goal to include at least 35% of

clean energy sources by 2024 [6].
Within clean energies, wind energy was the second most rapidly growing worldwide,

with 23.4% average annual growth rate from 1990 to 2017 [7]. In Mexico, wind power

is the second most important source of renewable energy, only behind of hydropower,

with 5.74% of the total installed capacity and an average annual growth rate of 10.78%

[8]. By 2017, Mexico had 46 wind farms located in the states of Baja California, Zacate-

cas, Chiapas, Jalisco, Nuevo León, Oaxaca, San Luis Potosi, Tamaulipas and Puebla [9].
Besides, according to the Mexican Wind Energy Association, in 2018 the wind energy in-

stalled capacity in Mexico was 4,935 MW (fig. 1.1) and by 2024 is planned to be 14,558

MW [10].
In order to continue the growing trend and establish a solid wind power industry in

Mexico, a number of economic, social and technical factors need to be considered [5, 13,

14, 15]. As wind is a variable resource, one of the main technical elements to consider

is wind resource assessment (WRA). Moreover, a precise WRA is essential, due to slight

variations on wind speed can cause a large deviation on power production[16].
Typically, WRA uses meteorological stations to measure wind speed, wind direction

and other atmospheric variables (fig. 1.2). However, the installation, operation and

maintenance of stations makes this method expensive, and the need for continuous mea-

surements for extended periods makes the method slow [17, 18]. In addition, the mea-

1
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Figure 1.1: Wind energy in Mexico has growth constantly during the past decade [11, 12]

surements are valid for the location of measurement, but its usefulness to characterise

a larger region is less clear, in particular when the topography is not homogeneous (a

review of WRA can be found in [16] and [19]). Therefore, the development of alterna-

tive methods to obtain accurate wind data in a cheaper and quicker way and in broader

regions would be convenient to perform WRA optimally.

A
B

C

Figure 1.2: Part of the equipment used for WRA: weather stations (A), anemometers (B) and lidars (C)

A popular option to overcome the constraints of traditional WRA, like resolution of
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wind measurements, the availability and the accuracy of data is to use Numerical Weather

Prediction (NWP) models [17]. NWP models use numerical methods to solve the Navier-

Stokes equations, relating atmospheric variables with chemical and physical processes,

to predict the state of atmosphere at certain point of time and space.

Naturally, NWP models form the basis for modern weather and climate forecasting

at various spatial scales, from global to local, and for various time scales, from hours

to centuries. According to the scope of the phenomena of interest, models have differ-

ent attributes and different applications which can classify them into global (climate),

mesoscale and microscale (CFD).

Global climate models (GCM’s) are models that reproduce macroscale phenomena.

They are obtained by running models of Earth’s climate from decades to centuries, cov-

ering all the world. Some examples are NASA-GISS-ER (4°x 5°), BCC-CM1 (1.9°x 1.9°)

and GFDL-CM2 (2°x 2.5°). Apart from this, another datasets that can be run globally are

the reanalyses. The difference with GCM’s is that they objectively combine observations

with NWP models to generate consistent time series of atmospheric variables for recent

decades. Some examples are ERA-Interim (≈ 80 km), MERRA-2 (≈ 50 km) and NCEP-R2

(≈ 210 km).

Mesoscale models are NWP models that produce high resolution weather information;

they can be used either for forecasting or research. This kind of models include both the

physics and details of terrain that make it possible to simulate the complex atmospheric

phenomena at small scales. Some examples are COAMPS (4 km), WRF (up to 1 km) and

HRRR (3 km).

In the microscale category we can find several kind of models that run from 10

to 100 meters approximately. Strictly speaking they aren’t NWP models, though they

follow the same principles. Firstly, there are linear wind flow models such as WAsP,

MS3DJH/MsMicro3, and MSFD, which follow the simplifications made by Jackson and

Hunt [20]. Next in order there are CFD models, as Reynolds-Averaged Navier-Stokes

(RANS) models and Large Eddy Simulation (LES) models, both offering a better approach

to linear wind flow models. Whereas RANS models only consider the linearised equa-

tions of conservation of mass and momentum (without energy equation), the LES models

solve the Navier–Stokes equations with full physics parametrisation schemes. Therefore,

the last one is able to resolve important eddies of a flow whereas parametrising small

ones. In order to be useful, these models most be coupled with mesoscale NWP models,

resulting in combinations such as WRF-LES or ARPS-LES [21]. Following, we show the

trending models in WRA, their configurations and applications.

Currently, the use of techniques based on the output of NWP models for WRA is

being developed for different locations and under a range of models and configurations.
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According to the literature review, in this work we will assess the reliability to reproduce

wind power production of two types of NWP models that are popular for WRA: reanalyses

and mesoscale models.

Reanalyses

As a consequence of the rapid development of technology to produce observational data

and model simulations, reanalysis data have been started to be applied widely for wind

energy resource assesments [22]. Some of the advantages that reanalyses have for wind

power resource assessment are:

• Coverage of large geographic areas, usually global.

• Availability of data for extended time periods.

• Data is accessible for locations where measured data is non-existent.

As an example of the increasing popularity of reanalysis for wind power applications,

S. Rose et al. [23] researched about the bias and uncertainties between the Climate

Forecast System (CFSR) reanalysis and wind speed observations in the USA. I. Staffell

et al. [24] reported hourly power outputs derived from the Modern-Era Retrospective

analysis for Research and Applications (MERRA) and MERRA version 2 reanalyses; it

stands out that they could estimate power production for potential wind farms anywhere

in Europe. They assessed Europe’s national aggregated wind output over twenty years

as well. D. Cannon et al. [25] assessed wind speed for 33 years using MERRA reanalysis

over Great Britain: they aggregated wind speed to calculate hourly capacity factors to

quantify wind power variability across GB. Another example is the research of C. Mattar et

al. [26]: using data from ERA-Interim reanalysis between 1979 and 2014, they assessed

offshore wind energy potential and its technical and economic feasibility in Chile.

In this work we will use MERRA-2 reanalysis [27]. This reanalysis has been found to

be reliable, with ease of access, with good spatial and temporal resolution, stable over

long time-scale and with heights closer to those of wind turbines [28, 24]. In section 3.2

we will review MERRA-2 in detail.

Mesoscale Models

Mesoscale modelling, often called dynamical downscaling, takes reanalysis as input and

generate high spatial resolution forecasts. This is possible because of the inclusion of

the type of terrain, land use and synoptic weather conditions. The process of mesoscale
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numerical modelling involves many conditions, which have influence on simulated wind

speed and therefore on the wind power derived from it.

The first phase for mesoscale models is to choose the initial and boundary conditions

used to run them. This can be accomplished by means of a global analysis or reanalysis,

as they usually have enough dates available and are fairly accurate. Some datasets used

frequently are ERA-Interim, ECMWF reanalysis, NCEP-FNL, NCEP-GFS and MERRA [29,

30, 31]. For instance, D. Carvalho et al. [32] used different analysis to provide initial

and boundary conditions for WRF in Portugal and then compared the simulated wind

speed and wind direction with data from thirteen measurement stations. They used ERA-

Interim, NCEP-FNL and NCEP-GFS, and found that the choice of the initial and boundary

data supplied to the model constitute a significant error source for simulations.

A remarkable characteristic of the operation of mesoscale models is the incapability

to explicitly solve processes smaller than its horizontal or vertical grid scale, processes

that are too complex or brief, or processes that are poorly understood. To deal with

these limitations, the effects of these processes are included in subgrid equations called

parametrisations. Parametrisations can include processes related to land surface, vege-

tation, planetary boundary layer and turbulence, convection, microphysics, radiation in

clear skies, cloud cover and radiation in cloudy skies, and orographic drag [33]. The

importance of parametrisation relies on the strong influence on outputs and on the in-

directly interaction between models’ variables. For wind speed for example, Draxl et al.

[34] compared the effect of seven planetary boundary layer (PBL) parametrisations on

wind energy forecasting. They concluded that the ability of the parametrisations to re-

produce mean wind speed and its variability depends on atmospheric static stability and

on the terrain. They suggest the best model setup for a forecasting system, in a particular

region, depends on the typical distribution of atmospheric stability conditions at the site.

Also, they discuss the limitations of PBL parametrisations on complex terrain. These two

findings are also reported on [35] and [36].
Along with parametrisations, another essential parameter in mesoscale models is the

resolution of the spatial grid, i.e. the horizontal distance between points in the nu-

merical grid. It has been found that grid resolution affects the accuracy of 24-h NWP

forecasts in complex terrain [36]. Furthermore, some researches conclude that high spa-

tial resolution in NWP can lead to clearly represent complex variations in topography and

processes, for example for wind speed [30, 37, 38]. Nevertheless, in some cases having

a fine horizontal resolution does not improve the simulations accuracy or it could even

weaken the accuracy. [39, 40].
Another parameter useful to analyse atmospheric phenomena is the temporal res-

olution, in model time, at which a new output is generated. The temporal resolution
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facilitates the analysis of processes from local to national level and from hourly to inter-

annual scales. Many authors have found hourly resolutions convenient for WRA [32, 41,

42, 43, 44, 45]. In some cases, for the WRF model, hourly modeled winds have been

able to reproduce the most important characteristics of inter-annual variability, annual

and diurnal evolution of a wind profile [29]. Actually, P. de Jong et al. [46] found that

uncertainty of NWP models increases with higher temporal resolutions than half an hour.

To sum up, with the correct combination of numerical parameters for mesoscale mod-

els, their outputs can be useful to forecast power production, plan energy systems or

identify potential sites for win d farms, among many others [46, 47, 48].
In this work we will use WRF model 4.0 [49], as it is open source and free avaiable,

with very flexible settings and broadly tested with applications in real time weather fore-

casting, air chemistry, hydrology, fire weather, cyclones, urban meteorology, solar and

wind energy, LES modelling and polar envirnments [50]. We will review WRF in detail

in section 3.3.

1.1 Objective

The wind potential in Mexico has been estimated at 40,000 MW, distributed in the penin-

sula of Baja California, the central region, the Gulf Coast, the Yucatan Peninsula and the

Tehuantepec isthmus [14]. Among these areas, the Isthmus of Tehuantepec is the one

that has the best wind resources, yet more research and analysis is needed [51].
The aim of this thesis is to analyse the main characteristics of wind speed and direc-

tion, as represented in global reanalyses and model simulations, and assess their conve-

nience for wind power production for the region of Arriaga, Chiapas, which is near the

Isthmus of Tehuantepec.

Specific Objectives

1. To compare wind speed and power output of a wind turbine installed at Arriaga,

Chiapas, with the outputs of a mesoscale model (WRF) and a reanalysis dataset

(MERRA-2) at different resolutions (equivalent to grid spacing of 50 km for MERRA-

2 and 1, 3, 15, 75 km for WRF).

2. To determine the amount of meaningful information in terms of indices related to

wind power production at different grid resolutions.
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Addressing the above mentioned objectives, the rest of the work is organized as fol-

lows: the next chapter (2) gives a framework of the concepts related to wind energy

and the techniques for its study, chapter 3 gives the characteristics and configurations

about the observational data, MERRA-2 and WRF, chapter 4 presents the methodology

for the analysis of data, after which results are shown in chapter 5, and finally, chapter 6

concludes this work.



Chapter 2

Wind Energy Theoretical Framework

2.1 Wind turbines

Wind turbines are devices that convert the kinetic energy contained in the wind into

mechanic energy and then into electricity via a generator. The orientation of the rotating

axis can be either horizontal or vertical, giving name to the two types of wind turbines

available: horizontal axis wind turbines (HAWT) and vertical axis wind turbines (VAWT).

Due to performance and mature of technology, HAWTs are more commonly found

in the mega-watt market than VAWTs. Some drawbacks of the latter are lower power

coefficient (Cp), cyclic aerodynamic loads and poor self-starting capability. Nevertheless,

small VAWTs have widespread applications in urban or rural areas due to their omni-

directionality, insensitivity to turbulence, cheaper materials and maintenance and less

noise [52].
For this work we use measurements from a HAWT, thus in figure 2.1 are shown the

main parts of these type of wind turbines. They include the following according to J.

Manwell et al. [53]:

• The rotor, the blades and the supporting hub.

• The drive train, which includes the rotating parts of the wind turbine. It may consist

of shafts, gearbox, coupling, brakes, and the generator.

• The nacelle wind turbine housing, bedplate, and the yaw system.

• The tower and the foundation.

• The machine controls.

• The balance of the electrical system, including cables, switchgear, transformers,

and possibly electronic power converters.

8
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Blades

Nacell cover

Hub
Control
Drive train
Generator

Yaw system

Tower

Foundation

Figure 2.1: Main parts of a horizontal axis wind turbine

2.2 From gridded data to hub height values

Numerical models give the zonal (u) and meridional (v) wind component, so the mag-

nitude of wind speed |ws| on each grid point is obtained using the following equation:

|ws|=
p

u2 + v2 (2.1)

In order to compare data of WRF and MERRA-2 against observations, an interpolation

is needed both horizontally and vertically. The procedure to convert gridded wind speeds

into wind speeds at hub height is as follows[25]:

1. Carry out a bilinear horizontal interpolation to obtain wind speed values at the

wind farm location.

2. Assume the wind profile scales logarithmically with height and calculate wind

speed data at 90 meters. For WRF, we use a simple log-interpolation using val-

ues at 10 meters and at the first layer above 90 m. For MERRA-2, a log-spline

(extrapolation) is used with values at 2, 10 and 50 meters height.
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Bias Correction

Before calculating wind power production we must verify the modelled wind speeds for

known systematic biases relative to real wind speed [54, 55]. This apply for analysis or

reanalysis in first place and thus for simulations performed, since we take an analysis as

initial conditions for simulations.

Some reasons behind the need for bias correction in reanalysis data are due to: (1)

errors in the weather forecast model, (2) the spatial coarseness, which derives in the

failure to resolve the detailed topography and thus causing the missing of speed-up and

blockage effects and (3) the assimilated observations are not representative of wind farm

sites: they are inferred from satellite data and ground observations from short met masts

from airports, military bases and others, where there is not wind power production [24].
To avoid systematic biases, the steps we followed to calibrate MERRA-2 and WRF

outputs are as follows:

1. Determine the percentile values of measurements and models’ outputs.

2. Find the difference between measurements and models for each percentile.

3. Identify the proportional percentile for each value of models’ time series.

4. Apply the correction to the models’ time series by subtracting a proportional differ-

ence from each value.

2.3 Power Curve

A power curve is a graph that represents the relation between wind speed and power

production of a specific wind turbine. Though each wind turbine manufacturer provides

a power curve, in practice this theoretical power curve does not resembles the real oper-

ation of a wind turbine.

To be as accurate as possible, such relation can be approximated using real data and

the error function er f (x) = 1p
π

∫ x

−x
exp (−t2)d t, where x represents the wind speed and

er f (x) represents the wind power production.

Based on measurements of wind speed and power production, the ideal fitting may

be calculated through modifying the coefficients of the error function, a0, a1, a2 and a3.

These coefficients will depend on a penalty function, which optimizes the error function

by minimizing the square of the difference between observed power and power extracted

from the error function, thus:

PW = a0 · er f
�

ws − a1

a2

�
+ a3 (2.2)
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where ws is the wind speed in m/s and PW is the power in kW .

Beyond the fit of the power curve, to represent the operation of a wind turbine is

an elemental factor to model accurately a power curve. We can talk specifically about

including the cut-in and cut-out velocities. The first is the velocity at which the wind tur-

bine starts to generate energy and the second is the velocity at which it stops generating

due to safety reasons.

2.4 Annual Energy Production

To get the annual energy production (AEP) of a wind turbine, we can take two common

approaches. One is through statistical methods and another with the direct use of time

series of wind power.

In the first case, we assume a wind turbine that works with a power curve PW (ws), and

with wind speeds that are distributed with a known probability density function p(ws),
commonly Weibull or Rayleigh [53]. Thus,

EAP = T

∫ ∞

0

PW (ws)p(ws)dws, (2.3)

where T is the operating time of the wind turbine, in this case, the total hours contained

in a year.

In this work we will calculate the EAP using observational data directly. For this

method we need to know the values of power Pw sampled at intervals ∆t, thus,

AEP =∆t
N∑

i=1

Pw, (2.4)

where i is the i th value in the time series and N is the total samples of data.

2.5 Capacity Factor

The capacity factor (CF) represents the ratio of the AEP of a wind turbine to the energy

that it could have been produced if the wind turbine would have worked at the rated

power, PR, compared in the same period, t (one year) [56]. Thus:

C F =
AEP
PR · t

(2.5)

We will use the CF of a wind turbine as the main parameter to measure its perfor-

mance. Moreover, the CF can be an indicator of the performance of a wind farm, instead
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of a singular wind turbine. The concept is the same: the CF of a wind farm is the rate

between the annual energy output of a wind farm to the theoretical energy produced at

rated power during a year.

The capacity factor (CF) of a wind turbine is also related to the optimum design of a

wind turbine. If a large rotor is coupled to a small generator, it will take any wind and

produce a high CF, but with a low yearly energy output. Therefore, an optimal turbine

design for a particular place, with a particular wind speed pattern, is needed to get the

maximum AEP, even if the CF is not close to one.

2.6 Frequency Analysis

To examine the variability of wind speed or wind power production of a site, we can

analyse them in the frequency domain. The spectral analysis helps us to understand the

contribution of distinct time scale processes to the fluctuation present in wind speed or

CF time series.

Power Spectral Density

Considering that a time series is a stationary signal, we can determine the contribution

of every frequency f to the power (variance) present in that signal, namely, obtain its

power spectral density (PSD). The basis of this method[53] is that a time series xn can

be expressed as a sum of sines and cosines (Fourier series), as shown in eq. 2.6:

xn = x(n∆t)

= A0 +
N/2∑
q=1

Aq cos

�
2πqn

N

�
+
(N/2)−1∑

q=1

Bq sin

�
2πqn

N

�
,

(2.6)

where∆t is the sample interval, n= 0, 1,2, ..., N −1 is the sample number, N is the total

samples in the time series, and q is the qth component of the series of sines and cosines
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(qth frequency component). Additionally, A0, Aq and Bq are called Fourier coefficients:

A0 =
1
N

N∑
n=1

xn = x

Aq =
2
N

N∑
n=1

xn cos

�
2πqn

N

�
q = 1,2, ...,

N
2
− 1

AN/2 =
1
N

N∑
n=1

xn cos (nπ)

Bq =
2
N

N∑
n=1

xn sin

�
2πqn

N

�
q = 1,2, ...,

N
2
− 1

(2.7)

For the analysis in this work, the mean value does not contribute any information

about the variation of the signal and therefore is removed (A0 = 0).

A more succinct form of equation 2.6 is

xn =
1
N

N∑
k=1

Xk exp

�
j
2πkn

N

�
, (2.8)

where the index q = k, k
N Ò= f and Xk are the Fourier coefficients corresponding to

equations 2.7. This form (eq. 2.8) is called the Inverse Discrete Fourier Transform (IDFT),

because it transforms a signal from the frequency domain (Xk) to the time domain (xn).

Conversely, the Discrete Fourier Transform (DFT) is used to obtain the frequency spec-

trum of a time series and can be written as

Xk =
N−1∑
n=0

xn exp

�
− j

2πkn
N

�
. (2.9)

Once we know Xk, we are able to obtain the PSD of the signal xn, Sx x( f ):

Sx x( f ) =
1

N∆ f
|Xk|2 (2.10)

The normalization of the DFT by the frequency bin width allows a correct comparison

of signals that have different lengths. That is to say that we get rid of the dependency

on bin width, so the variance per bin width is comparable regardless of the maximum

frequency in the signals. Therefore, the integral of the PSD over a frequency band mea-

sures the average variance of a signal associated with that frequencies, and the integral

of Sx x( f ) over the full spectrum is equal to the total variance of the signal xn.
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Red Noise

Red noise is a definition of a special noise that has enhanced low frequency fluctuations,

derived from the interaction of white noise with slow response components of a system.

The name is due to an analogy to visible light reduced in the short wavelengths, which

is red. Red noise is commonly found as a background noise in climatic and hydrological

time series, such as sea and air temperature and precipitation data [57].
As Gilman et al. describe in his research [58], a discrete red noise signal X can be

expressed as a first order autoregressive process (AR1), thus,

Xn = ρXn−1 + yn, (2.11)

where n is the nth sample, yn is a white noise component and ρ is the average lag-one

autocorrelation coefficient, given as

ρ =
XnXn−1

X 2
n

. (2.12)

Following the procedures in [58] the parametric estimation of the red noise spectrum

L is obtained as:

Lh =
1−ρ2

1− 2ρ cos hπ
M +ρ2

, (2.13)

where h is the frequency and M is the maximum lag. Finally, to get a precise level of red

noise and following [57], we multiply the red noise PSD by the average of the PSD of the

time series.

In the frequency analysis that we develop, we use the red noise power spectrum as

null hypothesis to know how likely a peak is a periodic component of the time series or if

it is just red noise. We assume that the red noise present in the time series can be treated

as locally white, therefore its power spectrum is χ2 distributed with ν = 2 degrees of

freedom. The ratio of power of a peak in the power spectrum to the red noise level can

be assumed to be distributed as χ
2

ν , which can be compared with the tabulated probability

distribution of χ2 to determine peak significance [57, 59, 60].
For instance, if we choose a confidence level of 0.99, we have a 0.99 probability of a

point of the PSD to be red noise. This means that we expect for 1% of the frequencies

the null hypothesis to be false (1% of the PSD above the confidence level), that is to

say, 1% of the spectrum is expected to be statistically significant and to be possibly cyclic

components.



CHAPTER 2. WIND ENERGY THEORETICAL FRAMEWORK 15

In this chapter we presented the concepts and theory behind this thesis. We addressed

the procedures to calculate wind energy production and CF, the process of obtaining hub

height values from models’ data, how to calibrate and compare them, and the frequency

analysis of time series and the concepts to evaluate it.

In the next chapter we describe the observational and models data. We will review

the characteristics of the MERRA-2 reanalysis and the theory and configurations of WRF

model simulations.



Chapter 3

Wind resource from models and

observations

In this chapter we will present the characteristics of the observational data to analyse. We

will also present the general features of the MERRA-2 reanalysis and finally the theory,

software components, parametrisations and configurations related to the WRF model

simulations.

3.1 Observational Data

Measurements are available from a wind turbine located at the municipality of Arriaga,

in the state of Chiapas in southern Mexico (figure 3.1). Arriaga is located between the

Sierra Madre de Chiapas and the Pacific coastal plain. Its climate is warm sub-humid

with rains in the summer and with a mean temperature of 27°C [61].
As to the wind turbine, the hub is 90 meters height with a rated power of 2 MW. Its

wind speed and wind power data are for 2016 and taken every 10 minutes, then averaged

hourly and 3-hourly for the frequency analysis (section 5.4.1).

3.2 MERRA-2 Reanalysis

The Modern-Era Retrospective Analysis for Research and Applications version 2 (MERRA-

2) is the latest reanalysis developed by NASA, and the next version of the original MERRA

(January 1979 – February 2016) reanalysis produced by the global Modelling and Assim-

ilation Office (GMAO). MERRA-2 covers from January 1980 to the present, with more

than 40 data collections.

MERRA reanalysis version 2 intends to improve known deficiencies of its predecessor

through the integration of recent developments of modelling and data assimilation, and

16
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Figure 3.1: Surroundings of Arriaga, Chiapas. The black pin indicates the location of the wind turbine under
study. (Maps © Thunderforest, Data © OpenStreetMap contributors)

at the same time to establish the basis of an Integrated Earth System Analysis (IESA)

that will be able to couple the assimilation systems for the atmosphere, ocean, land and

chemistry. The weaknesses that were solved include unphysical trends in precipitation,

biases in some atmospheric and land surface processes, and a poor representation of the

upper stratosphere. The updates made to MERRA include changes to the forecast model,

the analysis algorithm, the observing sources, the radiance assimilation, the bias correc-

tion of aircraft observations, the mass conservation and water balance, the precipitation

used to force the land surface and wet aerosol deposition, the boundary conditions for

sea surface temperature and sea ice concentration, and reanalysis production.

Even though MERRA-2 addresses some limitations of MERRA, there are still some

aspects that require attention due to the ongoing development of modelling and data

assimilation techniques. Some progress are the assimilation of cloud and rain affected

radiances (not only clear skies), direct assimilation of land surface observations, the im-

plementation of a land model that includes dynamic phenology and photosynthesis, the

developing of coupled ocean–atmosphere analysis system to improve the specification

of ocean surface boundary conditions, and an accurate representation of aerosol effects

on climate. All these efforts are made towards reducing the uncertainty and bias, and

therefore to improve the quality of historical datasets for applications as significant as

climate change.

MERRA-2 uses the Goddard Earth Observing System (GEOS) for atmospheric data

http://www.thunderforest.com/
http://www.openstreetmap.org/copyright
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assimilation and the Gridpoint Statistical Interpolation (GSI) analysis scheme. The use

of these systems result in a discretization of a resolution of 0.5°x 0.625°, equivalent to

about 50 km in latitudinal direction, and 72 hybrid-eta levels from the surface to 0.01 hPa.

The analysis produces 6-hourly outputs, but due to assimilation techniques MERRA-2 can

produce higher frequency products. Also, the vertical grid can be the native 72 layers or

a grid of 42 interpolated standard pressure levels [62].
The dataset that we use [27] has hourly outputs and includes values of zonal and

meridional wind speed at 2, 10 and 50 meters over the terrain height, therefore there is

no need to perform extra calculations to get wind speed at fixed heights.

3.3 WRF model

The Weather Research and Forecasting (WRF) model is an atmospheric modelling sys-

tem developed by the National Center for Atmospheric Research (NCAR), the National

Oceanic and Atmospheric Administration (NOAA) (represented by the National Centers

for Environmental Prediction (NCEP) and the NOAA Earth System Research Laboratory

(ESRL), the United States Air Force, the Naval Research Laboratory, the University of

Oklahoma, and the Federal Aviation Administration.

3.3.1 Governing Equations

WRF uses several equations to describe the motion of fluids in the atmosphere. Here, we

present the basic governing equations, which are adapted to the model and presented

later in this section along with additional equations.

First we present the Navier-Stokes equations (conservation of momentum) for an

inviscid (µ= 0), compressible (∇ · v 6= 0) and non hydrostatic fluid ( ∂ p
∂ z 6= −ρg):

ρ
Dv
Dt
= ρg −∇p+��

��*
0

µ∇2v, (3.1)

where ρ is the density of the fluid, D
Dt is a material derivative, v = (u, v, w), g is the

gravitational acceleration and p is the hydrostatic pressure.

WRF also uses the conservation of energy equation, for an adiabatic fluid (∇2T = 0):

ρ
DT
Dt
=���

�:0
k∇2T +φ (3.2)

where T is the temperature, k is the thermal diffusivity and φ is a source term.
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Also there is the conservation of mass equation:

∂ ρ

∂ t
+∇ ·ρv= 0 (3.3)

The conservation of moisture, the material derivative of geopotential and the ideal

gas equation of state will be described in the following lines.

Additionally, the above equations are formulated for WRF using a terrain-following

hydrostatic-pressure vertical coordinate denoted by η, defined as

η=
pd − pt

ps − pt
, (3.4)

where pd is the hydrostatic pressure of dry air, ps is the value of pd in the surface boundary

and pt is the value of pd in the top boundary. Unlike traditional sigma coordinates, WRF

hybrid sigma coordinate, η, allows the influence of the terrain on the horizontal surfaces

to be removed more rapidly with increasing height, as illustrated in fig. 3.2.

Figure 3.2: Eta Levels of WRF model [49]

In this scheme of hybrid sigma coordinates, the hydrostatic pressure is defined as

pd = B(η)(ps − pt) + [η− B(η)](p0 − pt) + pt , (3.5)

where p0 is a reference sea level pressure, B(η) defines the transition between the terrain-

following sigma coordinate and a pure pressure coordinate, such that η corresponds to

the sigma coordinate near the surface, (B(η) = η), and to a pressure coordinate at upper

levels (B(η) = 0). B is defined as a polynomial: B(η) = c1+ c2η+ c3η
2+ c4η

3, such that

c1 =
2η2

c

(1−ηc)3
, c2 =

−ηc(4+ηc +η2
c )

(1−ηc)3
, c3 =

2(1+ηc +η2
c )

(1−ηc)3
, c4 =

−(1+ηc)
(1−ηc)3

,

(3.6)

where the vertical coordinate metric is defined as

µd =
∂ pd

∂ η
= Bη(η)(ps − pt) + [1− Bη(η)](p0 − pt), (3.7)
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and where the subscript η denotes differentiation and µd∆η = ∆pd = −gρd∆z is pro-

portional to the mass per unit area within a grid cell. Thus, the flux form for prognostic

variables are defined as

V= µdv= (U , V, W ), Ω= µdω, Θm = µdθm, Qm = µdqm, (3.8)

where v = (u, v, w) are the covariant velocities and ω = η̇ is the contravariant vertical

velocity. Additionally, θ is the moist potential temperature and Qm represents the mixing

ratios of moisture variables (water vapour (m = v), cloud water (m = c), rain water

(m= r) and so on.

The above considerations result in the following equations:

Conservation of momentum:

∂ U
∂ t
+ (∇ ·Vu) +µdα

∂ p
∂ x
+ (α/αd)

∂ p
∂ η

∂ φ

∂ x
= FU (3.9)

∂ V
∂ t
+ (∇ ·Vv) +µdα

∂ p
∂ y
+ (α/αd)

∂ p
∂ η

∂ φ

∂ y
= FV (3.10)

∂W
∂ t
+ (∇ ·Vw)− g

�
(α/αd)

∂ p
∂ η
−µd

�
= FW (3.11)

Conservation of energy:

∂Θm

∂ t
+ (∇ ·Vθm) = FΘm

(3.12)

Conservation of mass:
∂ µd

∂ t
+ (∇ ·V) = 0 (3.13)

Conservation of moisture:

∂Qm

∂ t
+ (∇ ·Vqm) = FQm

(3.14)

Material derivative of geopotential:

∂ φ

∂ t
+µ−1

d [(V · ∇φ)− gW ] = 0, (3.15)

The terms at the right side of the equations 3.9-3.12, FU , FV , FW and FΘ represent

forces that arise from model physics, turbulent mixing, spherical projections and earth’s

rotation.

Along with equations 3.9 - 3.15, there is the diagnostic equation for dry hydrostatic
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pressure
∂ φ

∂ η
= −αdµd , (3.16)

and the relation for the full pressure (derived from the ideal gas equation of state), com-

bining dry air and water vapour:

p = p0

�
Rdθm

p0αd

�γ
(3.17)

In the above equations, αd = 1/ρd , is the inverse density of the dry air, α = αd(1+
qv + qc + qr + qi + ...)−1 is the inverse density taking into account the full parcel density,

φ = gz is the geopotential, γ= Cp/Cv = 1.4 is the ratio of the heat capacities for dry air,

Rd is the gas constant for dry air, and p0 is a reference pressure (typically 105 Pascals).

The operations ∇ ·V and V · ∇ are defined as

∇ ·Va =
∂ Ua
∂ x

+
∂ Va
∂ y

+
∂Ωa
∂ η

, (3.18)

and

V · ∇a = U
∂ a
∂ x
+ V

∂ a
∂ y
+Ω

∂ a
∂ η

, (3.19)

where a is a generic variable.

It is worth mentioning that for simplicity, the equations that contain map projections,

Coriolis effect and curvature terms are not shown here, however thay can be examined

in [49].

3.3.2 Program components of WRF

In order to run a real data case, the WRF model must first obtain meteorological and

static terrestrial data, together with initial and lateral boundary conditions. This task

is achieved by using the WRF Preprocessing System (WPS) coupled with the Advanced

Research (WRF) ARW dynamical core (fig. 3.3).

The WPS is a collection of programs that takes terrestrial and meteorological data and

transforms them for input to the real ARW preprocessor program. The first component

of WPS is geogrid, which defines the size and location of domains and interpolates static

terrestrial fields to domain grids. The next is ungrib, which extract meteorological fields

(time dependent) from GRIB files coming from an analysis or reanalysis data set. The last

one is metgrid, which interpolates meteorological fields from ungrib to the grids defined

by geogrid.
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WRF PREPROCESSING SYSTEM (WPS)

STATIC
DATA

GRIB
DATA

GEOGRID

METGRID

UNGRIB

REAL WRF

REAL DATA ARW SYSTEM

Figure 3.3: Data flow of WPS, and feeding of data to the ARW [49]

The output of the WPS is used by the ARW preprocessor of real data cases to build

initial and boundary conditions. The initial conditions are built for the beginning of the

simulation and lateral conditions are built for every period of the analysis used in WPS.

Subsequently, the ARW solver can be ran to process the corresponding equations.

3.3.3 Configuration

WRF simulations are run every 24 hours, with 6 hours of spin-up. In other words, WRF

is run for 30 hours, but the first six hours are ignored to let the model reach to an equi-

librium state. Additionally, a daily restarting removes the errors from each integration

period and allows the model not to diverge from the analysis over the integration time.

In this work we use four domains: 75 km, 15 km, 3 km and 1 km (fig. 3.4 and

3.5), with the NCEP-FNL analysis [63] as input for boundary and initial conditions. The

output of WRF is every hour for all the domains, excepting the 75 km domain, which has

3-hourly output.
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(a) First domain, 75 km grid size (b) Second domain, 15 km grid size

(c) Third domain, 3 km grid size (d) Fourth domain, 1 km grid size

Figure 3.4: Domains of WRF model
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D01

D02

D03
D04

Figure 3.5: Nesting of WRF domains

Parametrisations

As mentioned in the introduction, the parametrisation of physical processes is vital to get

accurate results for a NWP model. Table 3.1 shows the set of options used in our run and

in the following lines we explain the basic concepts about them.

Table 3.1: WRF parametrisation and scheme setup used in this work

Parametrisation or scheme Reference
Dudhia shortwave radiation Dudhia (1989) [64]
Rapid Radiative Transfer Model for longwave radiation Mlawer et al. (1997) [65]
WSM3 microphysical parametrisation Hong et al. (2004) [66]
Kain-Fritsch convective parametrisation Kain (2004) [67]
YSU planetary boundary layer scheme Hong et al. (2006) [68]
Revised MM5 surface layer scheme Jimenez et al. (2012) [69]
Unified Noah land surface model Tewari et al. (2004) [70]

Radiation-shortwave: Dudhia The shortwave radiation originates from the radiation

coming from the sun (shortwave) at wavelengths between 0.1 and 4 µm (visible spectrum
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mainly). While this radiation moves through the atmosphere it can be diffused, absorbed

or reflected. Additionally, at the moment of contact with the earth’s surface, a significant

amount of it can be reflected back to the atmosphere, whereas other can be absorbed,

depending on the albedo of the surface [71].
Dudhia shortwave scheme only calculates the downward radiation flux, using a sim-

ple radiative transfer model, with no horizontal communication. It includes absorption

and scattering in clouds and in clear sky. To avoid long calculations, it uses static look-

up tables, previously generated by a much more expensive scheme, to compare flux and

cooling rates.

Radiation-longwave: RRTM The longwave radiation originates from the energy that

the atmosphere and the earth radiates after absorbing energy from the shortwave radia-

tion. The earth and the atmosphere have a much lower temperature than the sun, thus,

the Earth’s emitted radiation has longer wavelengths (in the infrared spectrum mainly).

Again it can be subject to absorption, scattering and reflection [71].
The Rapid Radiative Transfer Model parametrisation (RRTM) solves the radiative

transfer equation for upward and downward fluxes with calculations performed only

in columns with no horizontal communication. It takes into account multiple absorption

bands, trace gases and microphysics. Also, to avoid long calculations, it uses static look-

up tables, previously generated by a much more expensive scheme, to compare flux and

cooling rates.

Microphysics: WRF Single–moment 3–class scheme The microphysics solves the aerosol-

radiation-water interactions. This parametrisation is about how these particles are in-

volved in the formation of clouds and their classification and evolution in time. Derived

from the physical processes of particles like condensation, collision–coalescence and nu-

cleation, these particles can be either liquid or solid and with different sizes and shapes.

Thus, these physical processes define the growth of cloud particles, as well as any trans-

formation of phase like precipitation [72].
The WRF Single–moment 3–class scheme is a simple and efficient scheme that in-

cludes ice and snow processes, suitable for mesoscale grid sizes.

Cumulus: Kain-Fritsch (2004, JAM) The cumulus physics parametrisation covers the ag-

gregated effects of the convection related to subgridscale cumulus clouds. This parametri-

sation involves processes as convective initiation, deep convection, shallow convection,

updrafts, downdrafts and precipitation.

The (new) Kain-Fritsch parametrisation is a scheme that includes deep and shallow



CHAPTER 3. WIND RESOURCE FROM MODELS AND OBSERVATIONS 26

convection, cloud entrainment and detrainment. It uses a mass flux approach with up-

drafts and downdrafts, with CAPE removal time scale closure. This parametrisation is

only applicable to the 75-km and 15-km grids, because the cumulus convection is solved

explicitly for smaller grids.

Boundary layer: YSU Hong et al. (2006, MWR) The planetary boundary layer (PBL)

parametrisation tries to reproduce the development of the PBL through the parametri-

sation of the vertical turbulent diffusion of the subgrid-scale fluxes of heat, momentum,

and vapour. As wind turbine hub heights are within the PBL during most part of the day,

the PBL parametrisation is an essential part in the simulations of wind speed.

The YSU scheme is a first order closure, non local bulk scheme. The characteristic of

this scheme is that at the top of the PBL, it explicitly determines the top layer at the level

at which minimum turbulent flux exists (heat, momentum and water vapour). Also, to

allow for non-local vertical fluxes, a non-local term is added.

Surface layer: revised MM5 The surface layer is the part of the PBL that is in direct

contact with the earth’s surface. This parametrisation act as a link between the land

surface and the boundary layer: it provides surface heat, humidity and momentum fluxes,

from the model surface to the boundary layer. This is done through the calculation of

friction velocities (log wind profile) and flux exchange coefficients.

The revised MM5 scheme follows the Monin-Obukhov similarity theory. It comes

from the standard relations used in the parametrisations of MM5 model, but has updated

stability functions and it is modified to cover the full range of atmospheric stability.

Land surface: Noah Land Surface Model The land surface parametrisation is intended

to provide boundary conditions to the atmosphere in terms of heat and humidity fluxes.

It tries to represent the complex biophysical, hydrological, and bio-geochemical interac-

tions between the land-surface and the atmosphere. It has impact in several processes as

surface radiation, low level clouds, the wetness of soil, and thermal balance.

The unified NCEP/NCAR/AFWA scheme takes into account four layers for calculating

soil temperature and moisture. It uses algorithms for fractional snow cover and for the

computation of the physics in frozen soil.
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In this chapter we presented the characteristics of the observational data, of MERRA-

2 reanalysis and of the WRF model. A description of grids and models’ configurations

was also presented. This description include governing equations, grids location and

resolution, parametrisations and work flow of the WRF model.

Once we have presented the datasets we are going to work with, in the next chapter

we show the methodology we will follow to accomplish the objectives of this work.



Chapter 4

Methodology

In this chapter, we will explain the methodology followed in this work to compare and

analyse observational data of a wind turbine against data from MERRA-2 and WRF at

different spatiotemporal scales (fig. 4.1).

From gridded
data to hub

height values

Wind power
estimation

Frequency
Analysis

• Logarithmic interpolation/extrapolation to hub height (wrf/merra)

• Bias correction

• Correlation coefficients

• Annual CF

• Level of noise according to measurements

• Identification of periodicities

• Bilinear horizontal interpolation to wind turbine location

• Wind power calculations with fitted power curve

• Power spectral density

Figure 4.1: Methodology

The first step to be able to compare models’ data against real measurements, is to

obtain values of wind speed and wind power available in a uniform numerical grid and

transform them into a time series of wind speed at hub height and a time series of wind

power derived from it. Therefore, a horizontal bilinear interpolation and a log scale

estimate is performed to get wind speed at hub height. Before calculating wind power

28
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production, we remove systematic errors of wind speed data with a bias correction and

we look at its effect on the distribution of data. We compare wind speeds and power

production observations against models’ outputs with the Pearson correlation coefficient

and through scatter plots to visualize bias and distribution of data.

To obtain wind power production, we need to apply the bias corrected wind speed to

a power curve. Thus, we use an error function to fit the wind power measurements as

a function of wind speed and then calculate the correspondent wind power production.

Subsequently, we compare the outputs of the models with real measurements to see

how they correlate . Also, we obtain annual CF for each numerical grid, for wind power

produced from wind speed measurements applied to the power curve and for wind power

measurements.

Finally, we get the power spectral density for every time series of wind speed and wind

power, and calculate the level of red noise present in measurements. In this analysis, we

estimate the PSD of both models and observations (with hourly data). Then, based on

the background level of red noise in observations, we are able detect periodicities and

evaluate the effect of spatial resolution of models on the distribution of power at differ-

ent time scales. We apply this methodology for wind speed and CF. At last, we calculate

the PSD for 3-hourly subsampled time series to assess the impact of subsampling on the

distribution of variance, for both wind speed and CF. Again, we use the red noise level of

measurements to compare the spectra of different grid sizes.

In this brief chapter we have described the methodology of this work. The first stage

is to convert gridded data to be comparable with observations, so we can analyse the

relation of wind speed observations and models values. Next in order, a power curve is

proposed and wind power is computed, along with CF. Finally, we perform the frequency

analysis of wind speed and CF for hourly and 3-hourly time series.

The next chapter shows the results obtained and their discussion.



Chapter 5

Results and Discussion

5.1 Power Curve Fitting

As a start point we assessed the relation between observed wind speeds and observed

power production for the wind turbine in 2016. Figure 5.1 shows the the empiric power

curve (scattered points) and and its fitting (red line).
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Figure 5.1: Empirical power curve (color represents the probability for each point) and in red the fit using the
error function. Similarly as Cannon et al., the red dashed line represents the wind speed at which the wind
turbine starts power production after the cut-out speed of 25 m/s [73].

The power curve reveals two concentrations of values that represent two main states

of the operation of the wind turbine. The first for less than 500 kW and the second

around 1750 kW . This plot also shows a non desired response in the wind turbine, as it

is producing less than the rated power for wind speeds higher than 20 m/s. Hence, to fit

the power curve we did not consider the values above 20 m/s.
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Using the empiric power curve with the above consideration and based on equation

2.2, the best fit is as follows:

P = 937.7 · er f
�

ws − 8.826
4.159

�
+ 918.9 (5.1)

where ws is the wind speed in m/s and P is the power in kW .

5.2 Overall Performance of Simulations

In this section we will address one of the main purposes of this thesis, which is to compare

wind speed and wind power production from models’ and observations of a wind turbine

in Arriaga, Chiapas for 2016.

5.2.1 Wind Speed

The 2016 wind speed observations have two seasonal trends: the first, with remarkable

peaks during winter and spring, and the other with lower crests during summer and

autumn (fig. 5.2). At first glance, this mean that in spring and winter seasons we can

have higher energy production than in summer and autumn.
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Figure 5.2: Wind speed measurements of a wind turbine for 2016 in Arriaga, Chiapas

Figure 5.3 shows the distribution of wind speed observations regarding its azimuthal

direction, with the length representing the frequency percentage of wind in that direction.

From this wind rose and the power curve (fig. 5.1), it can be seen that much of the wind

used for power production (5-25 m/s) comes from the north-northeast direction.
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Figure 5.3: Wind rose for hourly observations of wind speed (m/s) in 2016

WRF model and MERRA-2 interpolated wind speeds were obtained at hub height with

3-hourly resolution for the 75 km grid and hourly for the 15, 3, 1 km grid and MERRA-2

data. We found that wind speeds derived from bias corrected models, follow the overall

patterns and are correlated with observations to a certain extent (fig. 5.4).
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Figure 5.4: Wind speed measurements and simulations for 2016. Models time series reflect the close inter-
connection with the observed wind speed. Nevertheless, this comparison is not enough to assess the grids in
use.

To have an exact estimation for the correlation of simulations with real values we can
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look to the scatter plots (fig. 5.5), which compare models and observations, for both non

bias-corrected data and for bias-corrected data. The first impression from all figures in

5.5, is the reproduction of a bimodal distribution of data, with a major cluster of values

located under 5 m/s, and a second one near 15 m/s.
Regarding the raw output of models, all grid sizes show a good correlation against

observations, with correlation coefficients above 0.86. Whereas large grid sizes present

underestimation of high wind speeds, small grids present overestimation. The 75 km

WRF grid underestimate wind speeds higher than 10 m/s and MERRA-2 presents con-

siderable deviations, underestimating values higher than 5 m/s. On the other hand, the

15, 3 and 1 km WRF grids overestimate wind speeds greater than 5 m/s. In this case,

the best is the 3 km grid as it has the best least squares fit and r=0.908.

After the bias correction, the correlation coefficients are better, specially for grids

coarser than 15 km. Nevertheless, the true effect of bias correction is shown in the linear

least squares fit: for all cases the slope is close to 1 and the overall distribution of data

(red line) is aligned towards the identity line (black). Remarkably, the 75 km WRF grid

has the highest correlation coefficient (r=0.912); this performance is due to the fact that

this grid is a 3-hourly dataset, so if we review the equation of the Pearson correlation

coefficient: r =
covx y

σxσy
, the subsampling of a time series reduces the standard deviation

in data and hence increases the correlation coefficient. For the hourly averaged time

series, the 15, 3 and 1 km WRF grids have similar correlation coefficients and similar

least squares fit as the 75 km grid. Among those, the best are the 1 and 3 km grids and

the worst is MERRA-2 grid with correlation of 0.88.
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Figure 5.5: Comparisons of wind speed observations against non bias-corrected (left) and bias-corrected (right)
wind speeds from models. (a) WRF model with 75 km grid, (b) MERRA-2 reanalysis with approx. 50 km grid,
(c) WRF with 15 km grid, (d) WRF with 3 km grid and (e) WRF with 1 km grid. The black line indicates an
identity relationship, the red line represents a linear least squares fit to the data and the dotted line shows the
quantile-quantile distribution. "r" is the Pearson correlation coefficient.

5.2.2 Wind Power

In this section we will analyse the wind power production, calculated from bias-corrected

wind speeds and using the power curve fit. Specifically, we look at the ability of models

to reproduce the real power production. Therefore, the graphs in fig. 5.6 present a

comparison between models and measurements.

Because of the good correlation of models in terms of wind speed, we could expect a

strong correlation as well for wind power production. Instead of a diagonal shape in the

plots, data is spread out throughout the whole graphs, and along with the spread, two

major clusters of values appear: the first near null power production and another around

the rated power. This arrangement of correlation is common for all the grid sizes.

This behaviour could mean a poor wind power modelling, but looking at the corre-

lation coefficients, the lowest is 0.834, corresponding to MERRA-2, and the highest is

0.885, corresponding to the 75 km WRF grid. Similarly as for wind speed, the perfor-

mance of the 75 km grid is due to the fact that it is 3-hourly subsampled. All the hourly

averaged time series, the 15, 3 and 1 km WRF grids, have similar correlation coefficients

(r = 0.87) and similar least squares fit, being the best the 1 and 3 km grids.

These correlations suggest that the data spread is not a significant source of error in

the power production of models and that most of the data is located in the two afore-

mentioned clusters.

Additionally, to test the effect of the power curve fit on estimated power produc-
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(a) WRF-75 km wind power correlation
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(b) MERRA-2 wind power correlation
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(c) WRF-15 km wind power correlation
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(d) WRF-3 km wind power correlation
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Figure 5.6: Comparisons of wind power observations against wind power derived from models. (a) WRF model
with 75 km grid, (b) MERRA-2 reanalysis with approx. 50 km grid, (c) WRF with 15 km grid, (d) WRF with 3
km grid and (e) WRF with 1 km grid. The black line indicates an identity relationship, the blue line represents
a linear least squares fit to the data and "r" is the Pearson correlation coefficient.
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tion, we compared the on-site wind power production and wind power calculated using

observed wind speed and the power curve fit (fig. 5.7). Both data sets show a high cor-

relation, with r=0.982 and a slope of 1 for the least squares fit. The distribution of data

follows the 1:1 diagonal and again presents two clusters in the same areas as in models’

estimations. Also, there is a tendency towards the upper left, which is the result of low

wind power production instead of rated power production at the end of the empirical

power curve (values above 20 m/s in fig. 5.1).

The power curve fit is a good approximation to calculate wind power, due to the near

diagonal arrangement in fig. 5.7 (black and blue lines respectively), which shows the

imminent relation between estimated wind power with on-site measurements. Also, the

idea of two states in power production is reaffirmed, due to the concentrations of power

below 500 kW and around 1750 kW . In the end, a possible explanation for the spreading

in the plots of figure 5.6 is the sensibility of the power production to changes in wind

speed.
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Figure 5.7: Comparison of observed wind power against calculated wind power derived from wind speed mea-
surements. The black line indicates an identity relationship, the blue line represents a linear least squares fit
to the data and "r" is the Pearson correlation coefficient.
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5.3 Annual Capacity Factor

As mentioned in chapter 2, one of the main parameters to compare and measure the

performance of wind turbines and wind farms is the Capacity Factor (CF). Using the

equation 2.5, we calculated CF’s for MERRA-2, WRF grids, power derived from observed

wind speed and for on-site power production.

Figure 5.8 shows the contrast between models and observations: in all cases, CF

is overestimated. The maximum difference is 1.8 percentage points, corresponding to

MERRA-2, and the minimum is for the 15 km WRF grid with 1.5 percentage points.

These values correspond to an error of 5.54% and 4.62%, respectively.
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Figure 5.8: Annual capacity factor for observations, calculations and models

For future analysis, we could modify the power curve fit, to let the calculated wind

power (using wind speed observations and the power curve) be equal to the wind power

measurements. This could be to easily discard the inexactitude of wind power estimations

from the power curve fit and have better approximations to on-site values.
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5.4 Influence of spatiotemporal resolution on wind speed

and wind power simulations

In this section we will focus on the second objective of this thesis, which is to determine

the information available depending on the size of the grid of models. In the first part

we will consider hourly datasets for wind speed and capacity factor and in the last part,

we will deal with the same datasets, but subsampled at 3 hours, to identify the effects of

subsampling on the information available (section 5.4.1).

Wind speed

The power spectral density of wind speed observations presents several peaks throughout

all the frequencies, most of them above the mean red noise level (fig. 5.9). Following

the methodology to discard red noise, for the 95% confidence level two zones stand out

in the PSD, the first near the 7-day periodicity and the second for frequencies higher

than 24 hours. Within the latter, three major peaks appear in the 24-h, 12-h and 8-h

periodicities. Even though the 95% confidence level is used as a reference to discard red

noise, we used a 99.9% confidence limit to focus our analysis on this three periodicities

(green circles in fig. 5.9) and avoid possible false positives.

An interesting characteristic of the PSD of wind speed observations is the gap between

the synoptic peak (near 7 days) and the diurnal peak (24 hours), resembling the gap

found in the Van der Hoven’s spectrum [74].
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Figure 5.9: PSD of wind speed observations, hourly sampling

The models’ PSDs reproduce the red noise background of observations, with the pe-

culiarity of introducing a component at the 6-h periodicity. Also, all the PSDs, except for
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MERRA-2, have the same gap as the PSD of observations, between the synoptic and the

diurnal scale (fig. 5.10).
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(c) Wind speed, WRF-15 km
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Figure 5.10: PSD of wind speed derived from models, hourly sampling. (a) 1-km WRF grid, (b) 3-km WRF
grid, (c) 15-km WRF grid and (d) MERRA-2. The continuous orange line indicates the theoretical spectrum of
red noise of the PSD of observations, the coarse dashed line indicates the 95% confidence level of red noise and
the fine dashed line indicates a 99.9% confidence level of red noise. The green circles show the position of high
frequency periodicities found in observations and the red circles show periodicities non existent in observations
but that appear in models’ PSD

Whereas the 1 km grid of WRF enhance the 24 hour component, it decreases the 12

and 8 hour component. Moreover, it is the only grid that presents false positives, for high

frequencies, in the detection of red noise at the 99.9% confidence level. For the 3 km grid,

although it has a close level of information for the entire PSD as in the one of observations,

the absence of a clear peak at the 12 hour frequency is a remarkable characteristic for

this grid size. Regarding the 15 km grid, the 24 hour periodicity is ten times higher than

for observations; however, the 12-h and 8-h components are accurate. In comparison

with the PSD of observations, the 15 km grid shows a general reduction of power for

frequencies higher than 24 hours, the majority falling below the 95% confidence level.

For MERRA-2 we found an inaccurate reproduction of the gap between the synoptic and

diurnal scale, and a sharp decrease on the level of high frequencies, reaching in some
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cases the mean red noise level. Nevertheless, the 24-h and 12-h frequencies remain

above the 99.9% confidence level, and the 8-h frequency is the only periodicity under it.

The results of this section vary from grid to grid. It is clear that the variance of high

frequencies changes when we look at the models: for high grid resolutions models have

more spectral power in high frequencies than low grid resolutions. For low frequencies

the variance in models does not differ greatly from observations.

Capacity factor

In terms of spectral density, the capacity factor derived from observed wind power has a

similar red noise background as wind speed observations (fig. 5.11). For the analysis of

CF, we assumed again a 95% and 99.9% confidence levels to detect periodicities based

on the mean red noise level of the CF observations. Despite we are analysing CF, the PSD

presents a similar gap that divide the synoptic and the diurnal scale. This is shown by the

95% confidence level, as there are a slight peak at 7 days and a group of frequencies at

24-h and higher. From this latter group, the frequencies that stand out from the 99.9%

confidence level are the 24-h and 12-h peaks. Some small peaks also appear above this

confidence level, but as they do not represent clear periodic phenomena, we did not take

them into account for this analysis.
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Figure 5.11: PSD of capacity factor observations, hourly sampling

In general, CF from models reproduce the red noise background of observations. The

PSDs also have the same gap as of observations between the synoptic and the diurnal

scale. In this case (only) some grids do introduce a component at the 6-h frequency (fig.

5.12).
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(a) Capacity factor, WRF-1 km
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(b) Capacity factor, WRF-3 km

10−3 10−2 10−1

Frequency (c ycles/h)

102

103

104

105

Po
w

er
� m

2

s2
/
H

z�

30 days 15 days 7 days 24 h 12 h 8 h 6 h 3 h

(c) Capacity factor, WRF-15 km
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(d) Capacity factor, MERRA-2 (50 km)

Figure 5.12: PSD of capacity factor derived from models, hourly sampling. (a) 1-km WRF grid, (b) 3-km WRF
grid, (c) 15-km WRF grid and (d) MERRA-2. The continuous green line indicates the theoretical spectrum of
red noise of the PSD of observations, the coarse dashed line indicates the 95% confidence level of red noise and
the fine dashed line indicates a 99.9% confidence level of red noise. The green circles show the position of high
frequency periodicities found in observations and the red circles show periodicities non existent in observations
but that appear in models’ PSD

For the finer grid of WRF, we obtained a similar behaviour as for the wind speed PSD:

the 24 hour component is enhanced and the 8 hour component is decreased. The 1 km

grid reproduces, for high frequencies at the 99.9% confidence level, the false positives

present in the CF observations. The next grid in order (3 km grid), shows again the

24 hour component enhanced and the 8 hour component decreased. Additionally, this

grid adds a component at 6 hours. As for the 15 km grid, the CF PSD has the same

tendencies as its analogous for wind speed. The 24 hour periodicity is ten times higher

than in observations, with an accurate reproduction of the 12-h component. Also a peak

in the 6-h frequency appears. In comparison with the PSD of CF observations, the 15 km

grid also shows a general reduction of power for frequencies higher than 24 hours, the

majority falling below the 95% confidence level. Finally, MERRA-2 fails to reproduce the

24-h periodicity and gives a low amplitude to the 12-h frequency, Also, the gap between

the synoptic and diurnal scale is not as clear as in observations. The decrease on the

level of high frequencies is highly visible, reaching, for the highest, to the mean red noise
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level.

Likewise the wind speed PSDs, the results of this section vary from grid to grid. How-

ever, the variance of high frequencies changes once again with the grid in use: the finer

the grid resolution, the most spectral power in high frequencies. Furthermore, it seems

that variance in low frequencies is not altered with the grid size.

5.4.1 Effect of subsampling on the frequency analysis

Wind speed

With 3-hourly subsampled wind speed observations we obtained a similar PSD as for

hourly data, with almost identical levels of power. The 3-hourly observations also repro-

duce the gap found in the Van der Hoven’s spectrum [74], and contain periodicities at

24-h, 12-h and 8-h. Similarly as with hourly observations, we took the 95% and 99.9%

confidence level to detect periodicities.

One of the direct effects of subsampling in this section is the limit on the Nyquist

frequency, which is the double than the frequency sampling. Figures 5.9 and 5.13 show

this effect.
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Figure 5.13: PSD of wind speed observations, 3-hourly sampling

In this case, the subsampled wind speeds from models have similar results than the

output of models in section 5.4. However, there are some differences regarding 3-hourly

observations and hourly models. They reproduce well the red noise background of obser-

vations, and also some grids introduce a component at the 6-h periodicity. Once again, all

the PSDs, except for MERRA-2, have the same gap as the PSD of observations, between

the synoptic and the diurnal scale. This time, we added a new grid to the analysis, the
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75 km grid of WRF, which is the largest grid size available (fig. 5.14).
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(a) Subsampled wind speed, WRF-1 km
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(b) Subsampled wind speed, WRF-3 km
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(c) Subsampled wind speed, WRF-15 km
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(d) Subsampled wind speed, MERRA-2 (50 km)
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(e) Subsampled wind speed, WRF-75 km

Figure 5.14: PSD of wind speed derived from models, 3-hourly sampling. (a) 1-km WRF grid, (b) 3-km WRF
grid, (c) 15-km WRF grid, (d) MERRA-2 and (e) 75-km WRF grid. The continuous orange line indicates the
theoretical spectrum of red noise of the PSD of observations, the coarse dashed line indicates the 95% confidence
level of red noise and the fine dashed line indicates a 99.9% confidence level of red noise. The green circles
show the position of high frequency periodicities found in observations and the red circles show periodicities
non existent in observations but that appear in models’ PSD

The 1 km grid of WRF enhance the 24 hour component, decreases the 12 hour compo-

nent, is accurate for the 8 hour component and introduces a false periodicity at 6 hours.
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Also, this grid does not give any false positives as the hourly data. For the 3 km grid, the

24 hour component is higher than for observations, and the 8 hour and 12 hour peaks

diminish, the latter below the 99.9% confidence level. Again the 3 km grid introduces a

6 hour component. Regarding the 15 km grid, the 24 hour periodicity again is ten times

higher than for observations, with the 12-h and 8-h components being accurate. As in

previous wind speed and CF PSDs, the 15 km grid shows a general reduction of power for

frequencies higher than 24 hours, falling close to the 95% confidence level. Nevertheless,

this is one of the grid sizes that does not have an added 6-hour peak. For MERRA-2, we

found a decrease on the level of highest frequencies, reaching in some cases below the

mean red noise level. In spite of the decrease of power, only the 8-h frequency is under

the 99.9% confidence level. Finally, the 75 km grid presents a growth in the 24-h and

12-h periodicities. The magnitude for high frequencies is marginally better than in the

MERRA-2 PSD. Additionally the 8-h frequency is above the 99.9% confidence level and

the extra frequency at 6-h does not appear.

The results of the models in this section vary from the results of hourly data sets. Even

if there are some differences, we obtained similar PSDs and above all, we also observed

how the variance of high frequencies diminish when the spatial resolution of the grid

starts to decrease.

Capacity factor

The 3-hourly subsampled CF observations produce an almost identical PSD as the hourly

CF data series. They also reproduce the gap between the synoptic and the diurnal scale

found in the Van der Hoven’s spectrum [74], and contain periodicities at 24-h, 12-h (fig.

5.15). The only difference is the lack of false positives, as in this case they would appear

beyond the Nyquist frequency. Similarly as with hourly observations, we took the 95%

and 99.9% confidence level to detect periodicities and compare it with models’ PSDs.

The results of the PSDs of subsampled output of models vary from grid to grid. They

follow the overall distribution of power as for hourly models: they reproduce well the

red noise background of observations, and once again, all the PSDs, except for MERRA-2,

have the same gap as the PSD of observations, between the synoptic and the diurnal scale.

The differences between grids are the amplitude of the periodicities in high frequencies

and the addition of extra components depending on the grid. In this analysis we added

the 75 km grid of WRF as well (fig. 5.16).

Regarding the 1 km grid of WRF, we found the 24 hour component enhanced and an

accurate reproduction of the 12 hour component. Unlike observations a peak appear at

6-h. For the 3 km grid, we found the periodicities of 24-h and 12-h equal as for the 1 km

grid, we also detected an extra frequency at 6-h and a small decrement in the red noise
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Figure 5.15: PSD of capacity factor observations, 3-hourly sampling

of high frequencies. In the 15 km grid, the 24 hour periodicity continue to be ten times

higher than for observations; with the 12-h component being accurate. Congruently

with the hourly dataset, this grid shows a general reduction of power for frequencies

higher than 24 hours, falling close to the 95% confidence level. For MERRA-2 we found

a decrease on the level of highest frequencies, reaching in some cases below the mean

red noise level. This time, MERRA-2 do not reproduce the 24-h frequency, with the 12-h

frequency hardly above the 99.9% confidence level. Finally, the 75 km grid presents a

considerable growth in the 24-h peak, whereas the 12-h periodicity is well reproduced.

The decrease in magnitude in the highest frequencies is again comparable to the MERRA-

2 PSD, but with an extra periodicity at 8-h frequency above the 99.9% confidence level.

Likewise the hourly CF PSDs, the results of this section show how the variance of high

frequencies changes with the grid in use: the variance of high frequencies diminish when

the spatial resolution of the grid starts to decrease.
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(a) Subsampled capacity factor, WRF-1 km
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(b) Subsampled capacity factor, WRF-3 km
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(c) Subsampled capacity factor, WRF-15 km
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(d) Subsampled capacity factor, MERRA-2 (50 km)
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Figure 5.16: PSD of capacity factor derived from models, 3-hourly sampling. (a) 1-km WRF grid, (b) 3-km
WRF grid, (c) 15-km WRF grid, (d) MERRA-2 and (e) 75-km WRF grid. The continuous green line indicates the
theoretical spectrum of red noise of the PSD of observations, the coarse dashed line indicates the 95% confidence
level of red noise and the fine dashed line indicates a 99.9% confidence level of red noise. The green circles
show the position of high frequency periodicities found in observations and the red circles show periodicities
non existent in observations but that appear in models’ PSD



Chapter 6

Conclusions

This thesis analyse the suitability of NWP models to represent the wind speed and derived

wind power of a wind turbine in Chiapas, Mexico. We have used MERRA-2 reanalysis

and WRF mesoscale model with 1, 3, 15, 75 km grids and hourly and 3-hourly data, to

investigate the influence of the spatiotemporal resolution on the reproduction of wind

speed and wind power production; a frequency spectrum analysis of wind speed and CF

was carried out to determine the contributions of different grid sizes to the variance of

time series.

In the process to estimate wind power production from wind speed data, the power

curve is a key factor as it should represent correctly the performance of a wind turbine.

To fit an error function as a power curve showed a good approximation for the wind

turbine analysed. We were able to reproduce the annual CF with a maximum error of

5.54%. Also, based on fig. 5.7, the reproduction of wind power observations using the

power curve fitting shows a high correlation (0.98), despite the inability to reproduce

some of the data above 20 m/s.
The wind speed for 2016 in Arriaga, Mexico comes mainly from the north-northeast

and has a bimodal distribution. Models’ outputs are able to reproduce this bimodal pat-

tern, with several differences depending on the grid size. For raw outputs of WRF model,

the 1 and 3 km grids have the most accurate reproduction and as the grid size increases,

the correlation decreases. After bias correction all the grids of WRF have very close cor-

relations (around 0.91). Even though this comparison can be applied only to the hourly

time series, we can conclude that the 3-hourly 75 km grid, has a good correlation and

could be useful when high temporal resolution data sets are not needed. Additionally,

the results show that in all cases, any grid of WRF performs better than MERRA-2.

Beyond the correspondence of models with measurements, the models are able to

reproduce the two states of wind power production: the first near null power production

and another around the rated power. Comparing all the grids, MERRA-2 again has the

48
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poorest performance (r = 0.83) and all the grids of WRF perform almost equally (r =
0.87), excepting the 75 km grid, which is 3-hourly sampled and thus non comparable.

Furthermore, we found two relevant trends in the power spectral density of wind

speed and CF. The first is the fact that all grids of WRF contain higher variance at the

24-h cycle than observed values (the overestimation may be due to the restarting of WRF

simulations every 24 hours). The other relevant characteristic is that the majority of the

spectra of WRF grids, for wind speed and CF, introduce an artificial periodicity at 6-h

(this extra component may be due to the retrieving of the NCEP-FNL analysis every six

hours). In both cases more research is needed to analyse in detail these findings and get

solid conclusions.

To sum up, even if there are disparities between models and observations in the am-

plitude of the 24-h, 12-h and 8-h peaks, for wind speed and CF power spectra, we can

reliably relate the decrease of information to the decrease of spatial resolution. This is,

the smaller the grid spacing, the more energy in higher frequencies. Hence, for synoptic

or longer cycles, low spatial resolution grids (75 km and MERRA-2) can reproduce the

same amount of information as in observations, but for smaller cycles (diurnal or less),

high resolution grids (1 and 3 km optimally) are the only ones that can reproduce the

same amount of information as observations.

The results of this work suggest that NWP models are a tool that provide a reliable

degree of certainty in the reproduction of wind dynamics. Even if they present deviations

from reality, with a statistical correction they can increase their performance significantly

and be a solid complement for traditional methods of WRA. Thus, we conclude that wind

speeds derived from NWP models are useful reproducing the wind power production in

Mexico.

To know the effect of the numerical grid on wind speed and CF is useful to understand

the distribution of variance in different frequencies, from diurnal to monthly cycles, and

to help in the decision of choosing the size of the numerical grid for future studies in

southern Mexico. As is to be expected, the process to capture the physical models in the

Mexican context, through the resolution of the grid, land use, parametrisations, etc. is

still a work in progress. Part of this work is examined in the recommendations and future

work.
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6.1 Recommendations and future work

Based on the above conclusions, we can provide the following future work and recom-

mendations:

• Analyse seasonal frequencies with time series longer than a year.

• Continue quantifying the effect of subsampling on spectral power (3, 6, 12, 24 h).

• Apply the same frequency analysis to technoeconomic indices relevant to wind

power.

• Compare against new reanalyses and see how they compete with mesoscale models.

• Assess the suitability of models for seasonal and subseasonal CF.

• Continue to adapt the configurations of WRF (PBL parametrisations, initial condi-

tions, ensembles) for the Mexican context.

• Know if there is a real influence of the 6 hourly data of boundary and initial con-

ditions into the 6-h component present in some PSDs of the frequency analysis.

• Assess the impact of the daily running for WRF in the 24-h component of PSDs

(possibly by changing the periodicity of WRF restarting).

• Improve the understanding of the effects of physical phenomena in southern Mex-

ico and to explain the overestimation or underestimation of wind speed in models.

• Try different methods to represent accurately frequency spectra (filters, windows,

multitapering).
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