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DR. AUGUSTO GARCÍA VALENZUELA, ICAT-UNAM

CIUDAD UNIVERSITARIA, CD. MX. MAYO 2019



 

UNAM – Dirección General de Bibliotecas 

Tesis Digitales 

Restricciones de uso 
  

DERECHOS RESERVADOS © 

PROHIBIDA SU REPRODUCCIÓN TOTAL O PARCIAL 
  

Todo el material contenido en esta tesis esta protegido por la Ley Federal 
del Derecho de Autor (LFDA) de los Estados Unidos Mexicanos (México). 

El uso de imágenes, fragmentos de videos, y demás material que sea 
objeto de protección de los derechos de autor, será exclusivamente para 
fines educativos e informativos y deberá citar la fuente donde la obtuvo 
mencionando el autor o autores. Cualquier uso distinto como el lucro, 
reproducción, edición o modificación, será perseguido y sancionado por el 
respectivo titular de los Derechos de Autor. 

 

  

 



Jurado Asignado
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Abstract

We present a method to measure the polarization of scattered light on struc-
tured surfaces, through the implementation of an angle-resolved Mueller matrix
polarimeter, using focused illumination. Typically the scattered light has been
measured using an incident beam with a diameter on the order of a few cm for
surfaces with scales of the order of microns, mainly to avoid problems with the
speckle pattern of light, however in this way it is not possible to obtain information
on local variations in the polarization effects present on the surface. Therefore,
we use an incident spot size of a few microns to illuminate and analyze the local
variations in the polarization state produced by the sample. First, we will begin
by describing the instrumentation of the angle-resolved polarimeter, which uses
Liquid Crystal Variable Retarders (LCVRs) to control the incident and detected
polarization states. Our device implements a calibration and novel data extraction
method, which allows us to reduce the experimental error in the instrument to ob-
tain precise measurements. We use as a sample square structures of height and
width equal to 15 mm and we use an incident beam size of 5 microns to compare
results of experimental cases with results of numerical calculations based on the
Kirchhoff Approximation of light scattering, including polarization effects. The
simulation has been verified previously with other methods and has been shown to
give correct results. Finally, we conclude on the advantages of measuring the po-
larization effect in the scattering pattern from one point to another in the studied
sample, and we present a potential application of the system.

iii



iv



Resumen

Presentamos un método para medir la polarización de luz esparcida en superfi-
cies estructuradas, a través de la implementación de un polaŕımetro de matriz de
Mueller con resolución angular, utilizando iluminación enfocada. Usualmente, la
luz esparcida se ha medido utilizando un haz incidente del orden de unos cuan-
tos cent́ımetros para superficies con escalas del orden de micras, principalmente
para evitar problemas con el patrón de speckle, pero de esta manera no es posible
obtener información sobre las variaciones locales en los efectos de polarización,
presentes en la superficie. Aśı, utilizamos un tamaño de haz incidente de unas
cuantas micras para iluminar y analizar las variaciones locales en el estado de
polarización producido por la muestra. Primero, comenzamos describiendo la in-
strumentación del polaŕımetro, el cual utiliza Retardadores Variables de Cristal
Ĺıquido (RVCL) para controlar los estados de polarización incidentes y detecta-
dos. Nuestro dispositivo implementa un método de calibración y extracción de
datos novedoso, que nos permite reducir el error experimental en el instrumento
para obtener mediciones precisas. Usamos como muestra un cuadrado de altura
y ancho de 15 micras y un tamaño de haz incidente de 5 micras, para comparar
resultados de casos experimentales con resultados de cálculo numérico basado en
la aproximación de Kirchhoff para esparcimiento de luz, la cual incluye efectos
de polarización. La simulación ha sido verificada previamente con otros métodos
mostrando resultados consistentes. Finalmente, concluimos sobre las ventajas de
medir el efecto de polarización en el patrón de esparcimiento de un punto a otro
en la muestra estudiada, y presentamos una potencial aplicación del sistema.
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Chapter 1

Introduction

Light scattering has been used as a method of characterizing materials or surface
roughness in different areas. In particular, it has been reported for applications in
remote sensing, printed circuit testing and measuring surface patterns for growth
of nanometric structures [1]-[7]. In the literature, theoretical studies [8]-[18] and
experimental studies [19, 28] have been reported. There is experimental work on
measurements of light scattering from this type of surfaces, and in reference [29]
calculations are performed to study the angular distribution of the scattered light
from a one-dimensional rough surface. The direct problem is studied, calculating
the angular distribution of light scattered, and also the inverse problem, where
the RMS1 of the roughness and the auto-correlation function are obtained by a
least squares fit to measurements of the angular distribution. In general, there are
a large number of studies that probe the effect of incident angle, the geometrical
shape, and the optical properties of the surface by different materials, by measuring
the relationship between the shape and the intensity of light scattering.

Theoretical work of scattering has been centred on the problem of the calcu-
lation of scattering patterns given by the form and the material of the surface,
using the approximation of scalar diffraction (without changes in the polarization
for one dimensional surfaces) [30]. There are very few works on inverse meth-
ods (to calculate the surface when the pattern of scattering is known) due to the
complex mathematics involved. A lot of methods have been used to calculate
the diffraction pattern, including perturbation methods [12]-[15], integral methods
[11], modal methods for periodic surfaces [4],[8]-[10] and the Kirchhoff Approxi-
mation [16]-[18]. It is important to highlight that because of the complexity of
the problem, in general, the results reported in the literature are the results of
numerical calculations, because it is not possible to resolve the equations involved
analytically.

1The root-mean-square (RMS).
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In the literature the size of the illumination spot is larger than the spatial
variation size, therefore it is not possible to obtain information about the local
variations of structure point to point on the sample. The illumination over a
large area means that the pattern of scattered light is an average over all of the
surface. In the reported works the beam of illumination over an area bigger than
the scale of the structure or roughness of the surface, is used to avoid problems
with the speckle in the pattern of the light scattering and to have an average over
the surface structure. For example, when we illuminate a printed circuit over an
area which includes structure together with a flat area, it gives us a pattern of
scattering that depends on both areas and that could be insensitive to variations
of the structure of the first area [31]. Also, there are reports of measurements for
specific applications using points of illumination, for example in [32] the size of
the spot illumination is important for the scattering from a scale of the wing of a
butterfly to investigate the structural colouration of biological tissue. A scale has
a size of 100 microns, which gives us the size of illumination required.

In many research areas there is particular interest in surfaces with infinite sur-
face slopes. This kind of surface involves rectangular structures, for example, as
we mentioned before, printed cirucuits or pattern surfaces used for growing nanos-
tructures [33, 34]. Different methods have been used to calculate the scattering
from this type of surface. Results of calculating the light scattered from 1D sur-
faces with infinite slopes using modal methods, rigorous coupled-wave analysis
and integral equation methods are computationally difficult to generalize to 2D
surfaces. Geometrical optics methods (ray-tracing or specular point theory) have
also been presented for other 2D surface scattering problems, but they are limited
in their range of application and, of course, do not include diffraction effects. In
[35] the application of the Kirchhoff approximation to calculate the scattering of
light from 2D rough surfaces with infinite slopes was presented as a previous step
to give an insight into the physical basis of a method which is a formulation of
the 3D Kirchhoff approximation that allows calculation for surfaces with infinite
slopes [16].

On the other hand, the polarization properties of the light scattered from sur-
faces contains information about the properties of the sample. The complete po-
larization properties of the surface scattering process are contained in the Mueller
matrix [36]. The Mueller matrix has been measured or calculated for the scatter-
ing of light from 1D surfaces, with the calculations performed using the diffraction
theory [2]-[19]. There have been very few vector-diffraction calculations performed
for the Mueller matrix for scattering from a 2D surface because of the numerical
difficulties involved and the complicated surface structures [20]. In [17] a numerical
method is used to calculate the double-scattered Mueller matrices for scattering of
vector-electromagnetic waves form rough surfaces, where the method is based on a
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modified version of the Kirchhoff approximation and is valid for surfaces with ver-
tical walls and for any surface material. Calculations were performed for the case
of ribs on silicon and gold surfaces, and the results are compared with experimen-
tal measurements. The calculated results of the 16 elements of the Mueller matrix
as function of the scatter angle show good qualitative agreement with the exper-
imental results for the groove cases. Mueller matrix polarimetry has also shown
great potential in this field, this thesis is focused on the polarization point of view,
studying the polarization of light scattered by periodic structured surfaces, using
an analysis based on a numerical simulation with the Kirchhoff approximation that
will allow us to compare theoretical and experimental results. Thus, the following
section presents a review of the current status of the instruments to measure the
full 4 x 4 Mueller Matrix (MM).

1.1 An overview of instruments for measuring

the 4 x 4 Mueller matrix

The state of polarization (SOP) of light (the transversal vibration of its electric vec-
tor) emitted by various sources, or scattered (reflected, transmitted, or diffracted)
by different objects, provides essential information about the emitting sources and
scattering objects. Its measurement, i.e., optical polarimetry, has contributed
fundamental advances in the physical, chemical, and biological sciences, and has
provided essential sensing, diagnostic, analytical, and metrology tools in numerous
applications. This includes the chemical, pharmaceutical, biomedical, metal, and
semiconductor integrated-circuit industries [37]. Ellipsometry, which is reflection
polarimetry for the characterization of surfaces, interfaces, and thin films, has wit-
nessed rapid growth since the 1970s, and has found many applications in virtually
every branch of science and technology [37]-[45]. Atmospheric, astonomical, and
astrophysical polarimetry is another significant broad area of research [46]-[53].
Passive Stokes-vector imagining polarimetry for remote sensing applications is re-
viewed by Tyo et al. [54]. Active optical polarimetry (which requires polarization
state generation and detection) for biomedical applications is reviewed by Tuchin
et al. [55] and Ghosh and Vitkin [56]. A review of instrumentation in ellipsometry
and polarimetry up to 1980 is that of Hauge [57]. More detailed recent reviews of
Mueller matrices and polarimetry are provided by Chipman [58].

Recently, studies in ellipsometry-based scatterometry (or spectral ellipsometry)
has been introduced to monitor the critical dimension (CD) and overlay of grating
structures in semiconductor manufacturing [59]-[61]. Among the various types of
ellipsometry, Mueller matrix polarimetry (MMP), can obtain all 16 quantities of a
4x4 Mueller matrix. Consequently, MMP-based scatterometry can acquire much
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more useful information about the sample and thereby can achieve better measure-
ment sensitivity and accuracy than the conventional ellipsometric scatterometry
[62]-[64]. MMP is thus expected to provide a powerful tool [36].

Stokes vectors and Mueller matrices

The polarization properties of an object, as well as the polarization state of a
light beam, can be described in different ways. One possibility is to represent the
object with a matrix and the beam with a vector. The interaction of the light
beam with the object is then represented by the product of the matrix and the
vector. Jones formalism [65] is a suitable tool to describe this interaction as long
as the object is non-depolarising. Thus, Jones formalism is limited in the range of
objects and light beams that can be described. A more general formalism is given
by the combination of the Mueller matrix and the Stokes vectors.
The Stokes parameters, i.e. the elements of the Stokes vectors, were introduced by
Sir George Stokes as a set of measurable quantities that describe the polarization
state of a light beam for completely polarized, partially polarised and unpolarized
light. The definition of the Stokes vector, for quasi-monochromatic light, is [66].

S =


〈ExE∗x + EyE

∗
y〉

〈ExE∗x − EyE∗y〉
〈ExE∗y + EyE

∗
x〉

i〈ExE∗y − EyE∗x〉

 , (1.1)

where Ex and Ey are the components of the electric field in the x- and y-direction,
respectively. The symbol 〈〉 indicates that the quantities are ensemble averages
but, assuming stationary and ergodicity, they can be replaced by time averages
with the same result. The first element of the Stokes vector is the total irradiance
the second one is the fraction of light linearly polarized in the horizontal and/or
vertical direction, the third element is the fraction linearly polarized at ±45◦ and
the fourth one is the fraction of light circularly polarized with right and/or left
handedness.

The Mueller matrix is a 4x4 real matrix of the form:

M =


M11 M12 M13 M14

M21 M22 M23 M24

M31 M32 M33 M34

M41 M42 M43 M44

 , (1.2)

that contains all the information concerning the linear polarization properties of
the object that it represents. Depending on the polarization properties of the
object, there may be symmetries between elements of the Mueller matrix. However,
in the most general case, all the elements of the matrix are different [67].
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An important property of the Mueller matrix representation of polarization
is linearity. That is, the total effect over the polarization of a light beam due
to a series of N optical elements, each one represented by a Mueller matrix Mi,
i = 1, ..., N , is given by

M = MN · · ·M2M1. (1.3)

In Eq.1.3 M1 is the Mueller matrix of the first-to-be-encountered optical ele-
ment along the light-beam path.

A Mueller matrix polarimeter is always composed of a polarization-state gen-
erator (PSG), which generates at least four linearly independent basis states Sin,
and a polarization state analyzer (PSA) which measures Sout by measuring its
projections over at least another four linearly independent basis states. Here we
consider a single-channel system with a PSG generating exactly four Stokes vec-
tors Sin, which are the column vectors of the modulation matrix, W. Similarly,
the PSA is assumed to project Sout over exactly four Stokes vectors, which are the
row vectors of the analyzer matrix, A. Then, a complete set of 16 measurements
on a sample characterized by a Mueller matrix M can be written in matrix form:

B = AMW, (1.4)

and M can be extracted readily from the raw data matrix, B, provided that A
and W are known, i.e., if the system is calibrated [58]. Light polarization can be
modulated and analyzed by a variety of approaches: rotating retardation plates
[21]-[37], rotating compensators [68], Pockels cells [24], photoelastic modulators
[69]-[70], or liquid-crystal(LC) variable retarders [71]-[72].

In our laboratory of Light Scattering at ICAT, UNAM2 studies have been car-
ried out on the measurement of light scattering on rough surfaces, for which theo-
retical and numerical studies have been developed including scattering of vector-
electromagnetic waves. Surfaces with 1 and 2 dimensional structures have been
studied and consistent results based on numerical simulations verified by compar-
ison with other calculation methods have been obtained. The measurement of
the light in the full hemisphere can be achieved by using a mirror to collect the
scattered light and direct it to a detector, but with this method the polarization
of the scattered light is affected by the optical system and it is very difficult to
compensate the effects of all the optical components to separate only the polar-
ization of the scattering process [6]. So, it is necessary to explore other methods
to perform the polarization measurement of scattered light. One way is to imple-
ment measurements of the polarization through a scanning scatterometer which

2Institute of Applied Sciences and Technology of the National Autonomous University of
Mexico.
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uses two rotational movements to scan and detect light over the hemisphere of
interest, details of the mechanical construction for the scatterometer can be seen
in [73]. However, this method presents mechanical complications that could affect
the polarization measurements. Therefore, a third method that will help us to
compensate the complications of the other methods, it is to use a linear position-
ing system to scan a sample bidimensionally and then measure the polarization of
light scattered point to point with a beam size of illumination of the same order
(microns) as the spatial variations of the surface, to be able to study the effects
on the polarization of local shape variations.

In this thesis the polarization will be measured by using a system of Liquid
Crystal Variable Retarders (LCVR), this system has some limitations, in partic-
ular, the accessible spectral range, but also significant advantages, such as the
absence of moving parts or high driving voltages. As we mentioned before to
measure a Mueller matrix, at least 16 intensities must be measured, the Mueller
matrix must be reconstructed, and finally a calibration step [81] should be per-
formed to remove errors and polarization effects of other optical components in
the polarimeter (for example, lenses or beam splitters). The errors in the final
Mueller matrix can be caused by noise in the intensity measurements or by errors
in the experimental set-up of the polarimeter, which could be, for example, errors
in the angular positions of the axes of the retarders, polarizers or errors in the
retardances. This means that a stable and accurate method for extraction and
calibration data for polarimeters is required, and in this thesis we will propose a
method for that.

In this context we present a novel method to measure the polarization of light
scattered on structured surfaces through the implementation of an angle-resolved
Mueller-matrix polarimeter, using focused illumination. We use an incident spot
size of a few microns to illuminate and analyze the local variations in the polar-
ization state produced by a sample. First, we will describe the instrumentation of
the polarimeter, which uses liquid crystal variable retarders to control the incident
and detected polarization states. Our device implements a calibration and data
extraction method, which allows us to reduce the experimental error in the instru-
ment to obtain efficient measurements. We use as a sample a reflective structured
surface with different dimensions (5-15 microns) and we use an incident beam size
of 5 microns to compare results of experimental cases with results of numerical
calculation based on the Kirchhoff Approximation of light scattering, including
polarization effects. The simulation has been previously verified with other meth-
ods [16]-[18],[35],[73]. The calculating cases will allow us to restrict the problem
due to the large number of variables involved in the system, thus, we will work
with the most representative variables in the experimental case preserving the rel-
evance of having a very-well calibrated system to make measurements with liquid
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crystals and the problems associated with these instruments. We will include an
application of the polarimeter on surfaces and its potential implementation. Fi-
nally, we conclude on the advantages of measuring the polarization effect in the
scattering pattern from one point to another in the studied sample.

1.2 Objectives

The specific objectives of this work are:

• Design, build and optimize a Mueller-matrix polarimeter to measure the
polarization state of light scattered on structured surfaces using a focused
beam as a source of illumination.

• Develop an automatized control system to perform a two-dimensional sweep
of illumination point on the surface, to measure the variations in the po-
larization state point-to-point over the illuminated area. It is necessary to
include the data extraction in the system.

• Develop a method to analyze and compare the experimental data obtained
with results of numerical calculations with the Kirchhoff approximation method.

• Describe advantages and limits of the method and application to validate
the instrument.

To achieve the proposed objectives, this work is organized as follows:

Chapter 1 presents the general problem that gives origin to the project, here the
motivation is presented for the development a Mueller-matrix Polarimeter to study
changes in the polarization state of scattered light, and we describe the context
to study structured surfaces, measuring changes in the polarization state through
the Mueller matrix.

Chapter 2 contains the fundamental principles of the behaviour of light and the
interaction with matter. We introduce the basic concepts of polarization and its
study using the Mueller matrices. It is important to define a formal treatment of
the Mueller matrix and the scope of it.

Chapter 3 is to discuss Mueller-matrix polarimetry and how it should be applied
experimentally to achieve a polarimeter with a very good performance, and how
we achieve that through the use of a new calibration method for polarimeters.
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In Chapter 4 the details of the experiment are presented, from design, construction
and automation to the calibration and optimization of the system to obtain better
results. The last part of the chapter addresses the experimental measurements
using our Mueller matrix polarimeter for known samples.

Chapter 5 presents our proposal of numerical fitting for calibration of non-optimized
polarimeters, which is a very significant previous step to the development of pre-
cise Mueller matrix polarimeters.

Chapter 6 presents numerical calculation based on the Kirchhoff approximation to
restrict the variables in the system. Experimental and theoretical cases for struc-
tured surfaces are compared. We also present the principles of fabrication of the
samples used in this dissertation.

Finally we present a summary of the results to specify the contributions and con-
clusions of the present dissertation.

1.3 Conferences and publications

Results of the method developed in this thesis has been presented for discussion
with the community in a number of international conferences, workshops and pa-
pers. We will continue working in a paper describing the implementation of the
method.

• O. Rodŕıguez-Núñez and Neil Bruce, Comparison of the pattern of light scat-
tering from one-dimensional rough surfaces using focused illumination, Light
in Science, Light in Life (Li-Sci), Tequisquiapan, Queretaro, México.

• O. Rodŕıguez-Núñez and Neil Bruce, Esparcimiento de luz en superficies
rugosas unidimensionales utilizando iluminación enfocada, LVII Congreso
Nacional de F́ısica y Congreso LAtinoamericano de F́ısica 2015, Mérida,
Yucatán, México. (2015)

• O. Rodŕıguez-Núñez and Neil Bruce, Measurement of defects by measuring
of light scattering from surfaces using focused illumination, Proc. SPIE 9890,
Optical Mircro- and Nanometrology VI, 989012, (2016).

• O. Rodŕıguez-Núñez, Juan Manuel López-Téllez, Oscar G. Rodŕıguez-Herrera,
Neil C. Bruce, Calibration and data extraction in non-optimized Mueller ma-
trix polarimeters, Applied Optics, Vol. 56, No.15, (2017).
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• O. Rodŕıguez-Núñez and Neil C. Bruce, Implementation of a System to Mea-
sure Polarization and Light Scattering on Structured Surfaces Using Focused
Illumination, Optical Metrology, The 24th Congress of the International
Commission for Optics (ICO-24), Tokyo, Japon, (2017).

• Neil C. Bruce, Juan Manuel Lopez-Tellez, Omar Rodŕıguez-Núñez, and Os-
car G. Rodŕıguez-Herrera, Permitted experimental errors for optimized variable-
retarder Mueller-matrix polarimeters, Optics Express, Vol. 26, No.11, (2018).

• Neil C. Bruce, Oscar G. Rodŕıguez-Herrera, Juan Manuel López-Tellez, Omar
Rodŕıguez-Núñez, Experimental limits for Eigenvalue Calibration in Liquid-
Crystal Mueller-Matrix Polarimeters, Optics Letters, Vol.43, No.11, (2018).

• O. Rodŕıguez-Núñez, Ivan Montes-Gonzalez and Neil C. Bruce, Measurement
of scattered light polarization on surfaces using focused illumination, SPIE
Optical Engineering+Applications, Polarization Science and Remote Sensing
IX(accepted), (2019).

• O. Rodŕıguez-Núñez and Neil C. Bruce, Instrumentation of a Mueller-matrix
polarimeter with LCVR using focused illumination, paper in preparation.



12 1.3. Conferences and publications



Chapter 2

Light propagation fundamentals

With the formulation of electromagnetic theory by James Clerk Maxwell in 1865
it was shown that light is an electromagnetic wave with a frequency within a
particular range. At that time it was already known from previous work on optics
that when light propagates through an optical medium it shows rather complicated
behaviour due to refraction and absorption phenomena[66]. The electromagnetic
theory has permitted the development of a rigorous theoretical framework for the
successful analysis of the optical properties of a wide range of media. Nowadays,
the interest in this topic has not decreased because this is not a finished research,
particularly for anisotropic and/or inhomogeneous media.

In this chapter we give a short theoretical background on the propagation of
light in a medium and we review some basics topics about polarization optics. This
revision focuses on the presentation of Maxwell’s equations and the constitutive
relations for different types of media and on the different vector representations
for polarized light.

2.1 The Wave Equation

Maxwell’s equations can be written in terms of the electric field amplitude E, the
electric displacement vector D, the magnetic flux density B, and the magnetic
field amplitude H as

∇× E(r, t) = −∂B(r, t)

∂t
= −µ∂H(r, t)

∂t
, (2.1)

∇× µH(r, t) = ∇×B(r, t) = µσE(r, t) +
µε∂E(r, t)

∂t
, (2.2)

13
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∇ ·D(r, t) = ∇ · εE(r, t) = ρ(r, t), (2.3)

∇ ·B(r, t) = 0. (2.4)

D, E, B and H are in bold to indicate that they are vector quantities and
ρ is the free charge density. The symbols µ, σ, and ε represent the medium
permeability, conductivity, and dielectric constants, respectively.
Relations between the physical quantities appearing in Eqs.[2.1−2.4] (between
E and D and between H and B) are required to solve the Maxwell equations.
They are known as constitutive relations, and they are established by the physical
properties of the medium in which light propagates. Maxwell’s equations are
generally held to be inviolable and, therefore, the properties of matter enter solely
through the constitutive equations. In free space the constitutive relations are:

D = ε0E, (2.5)

B = µ0H, (2.6)

where ε0 and µ0 are the permittivity and the permeability of vacuum, respectively.
In general, the constitutive relations in regions filled by matter have the form

D = ε0E + P, (2.7)

B = µ0(H + M), (2.8)

where P and M are, respectively, the electric and the magnetic polarizations and
they can be interpreted as the average electric and magnetic dipole moment per
unit volume. In a homogeneous linear isotropic dielectric medium, the electric
polarization is parallel and proportional to the electric field:

P = ε0χeE, (2.9)

so that
D = ε0(1 + χe)E = εE, (2.10)

where χe is the electric susceptibility that is always positive and ε, the permit-
tivity. Similarly, in isotropic homogeneous linear magnetic media, the magnetic
polarization is parallel and proportional to the magnetic field

M = χmH, (2.11)
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so that
B = µ0(1 + χm)H = µH, (2.12)

where χm is the magnetic susceptibility that can be positive or negative; and µ is
the permeability.

In an anisotropic material, the polarization and the electric field are not nec-
essarily in the same direction. For these materials the electric and magnetic sus-
ceptibilities are in general tensors, which means that the permittivity ε and the
permeability µ are tensors:

D = εE, (2.13)

B = µH. (2.14)

Along with the Eqs. 2.13 and 2.14, there is one more constitutive equation,

J = σE, (2.15)

known as Ohm’s Law, it is a statement of an experimentally determined rule that
holds for conductors at constant temperatures. The electric field amplitude, and
therefore the force acting on each electron in a conductor, determines the flow of
charge. The constant of proportionality relating E and J is the conductivity of
the particular medium.

Taking the curl of Eq. 2.1 and substituting Eq. 2.2 to eliminate B (or H) gives

∇× (∇× E) = −d(∇×B)

dt
. (2.16)

Using the identity

∇× (∇× E) = ∇(∇ · E)−∇2E = −∇2E, (2.17)

gives the differential relationship

∇2E = µσ
dE

dt
+ µε

d2E

dt2
, (2.18)

which is known as the wave equation. An identical equation can be found for
B by eliminating E.
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2.1.1 Electromagnetic Plane Waves in Free Space

In this section we will restrict our attention to the study of Maxwell’s equations
with linear isotropic constitutive relations (Eqs. 2.13 and 2.14). Maxwell’s equa-
tions 2.1 with these constitutive relations and in a source-free space (without
current or charge densities µ = µ0, E = E0, σ = 0.) can be written as

∇× E(r, t) = −µ∂H(r, t)

∂t
, (2.19)

∇× µH(r, t) =
ε∂E(r, t)

∂t
, (2.20)

∇ · E(r, t) = 0, (2.21)

∇ ·H(r, t) = 0. (2.22)

Taking the curl of both sides of Eq. 2.19 and substituting Eq. 2.20 we get

∇× (∇× E) = −µε∂
2E

∂t2
. (2.23)

Applying the identity [∇×∇× = ∇(∇·)−∇2] and using Eq. 2.21 we obtain
the wave equation:

∇2E− µ2ε2∂
2E

∂t2
= 0, (2.24)

where u = 1/
√
µε is the phase velocity of light propagating in the medium, in

vacuum c = 1/
√
µ0ε0. n = c

u
is referred to as the index of refraction. For a

monochromatic wave the time variation of the electric field vector is sinusoidal
and one possible solution to Eq. 2.18 can be shown to take the form of

E = E0e
j(2πν

√
µ0ε0z−2πνt), (2.25)

where E0 is a constant vector that determines the electric field amplitude and
polarization direction. The parameter ν is the frequency of the sinusoidal wave.
The usual convention of writing the solution in terms of a phasor, but recognizing
that only the real part is of interest, has been used. The specific solution shown
in Eq. 2.25 is a plane wave propagating in the z direction. The more-general
solution is given in terms of the wave-number, which is the phase increase per unit
propagation distance and is defined as

k = 2πν/c = 2π/λ. (2.26)
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The propagation constant is also defined as a vector k of magnitude k in the
direction perpendicular to surfaces of constant phase. Then, we get

∇2E(r) + k2E(r) = 0, (2.27)

which is known as the Helmholtz equation.

and we can write

E(r) = E0e
j(k·r−2πνt). (2.28)

The full solution to Eq. 2.27 is actually the summation of many waves of the
form of Eq.2.28 plus their complex conjugates. If k < 0, then the wave travels
in the opposite direction. Some texts define plane waves with the negative of the
exponent shown in Eq 2.28. An identical solution set exists for B. The two field
vectors can be shown to be perpendicular to each other and to k, making the
solution a transverse wave. Figure 2.1 shows the relative directions of E, B, k
(which is in the z direction) for the solution.

Figure 2.1: The transverse nature of the Electromagnetic wave. The wave is
plotted in space for an instant of time.

Substituting the plane-wave solution into Maxwell’s equations and manipulat-
ing them gives a relationship for η0, the impedance of free space. This expression
can be used for other media by substituting the appropriate material constants
[74]:

η0 =
|E|
|H|

=
2πνµ0

k
=

k

2πνε0

=

√
µ0

ε0

∼= 377ohms. (2.29)
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The Poynting vector S gives the instantaneous power density (watts per unit
area) associated with the wave[65], [75]. For isotropic media, it has the same
direction as k. Usually, the time-average power density is expressed as the scalar
I. For sinusoidal fields, the time average introduces a factor of 1/2. The resulting
equation are analogous to power calculations based on Ohm’s law:

S = E×H∗ (2.30)

I =
1

2
|E×H| = 1

2

|E|2

η0

=
P

A
. (2.31)

The ∗ indicates taking the complex conjugate and P is the power measured
over cross sectional area A.

A true plane wave has an infinite transverse width and no beam divergence
(angle spread). This makes sense because with infinite width, there is no room for
divergence. However, beams of finite width do diverge. As presented in Chapter 1
of this dissertation, we focus our attention on a common situation of a finite-width
laser beam with a Gaussian electric field cross section, we study this case because
the results are useful for developing the practical measurement application that
we will present in Chapter 4. Gaussian beams have an electric-field cross section
described by

E = E0
ω0

ω(z)
e−[r/ω(z)]2ej[kz−tan

−1(z/z0)+kr/2R(z)−2πνt]. (2.32)

where

ω2(z) = ω2
0

[
1 +

(
z
z0

)2
]

ω0 ≡ e−1 beam radius at z = 0(e−2 intensity radius),
ω(z) ≡ e−1 beam radius at z(e−2 intensity radius),

R(z) = z

[
1 +

(
z
z0

)2
]
≡ characteristic length.

The geometry, shown in Fig.2.2 is for a beam propagating in the z direction.
The beam has an e−1 field radius of w(z) that has a minimum width ω0 located
at z = 0. The beam radius expands to 2ω0 after travelling a distance z0. Cross-
sectional amplitude variations are described by the first three term in Eq.2.32. The
second exponential term contains the phase information. At z = 0, R(z) = 4, the
phase radius of curvature R(z) becomes infinite and the phase exponential terms
looks like the phase description of a plane wave. Notice that knowledge of the
wavelength and either ω0 or z0 is enough to define Θdiv, as shown in Fig. 2.2.
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Figure 2.2: Divergence of a Gaussian beam.

For visible wavelengths, divergences are small (approximately a milliradian for
a conventional HeNe laser). The minimum focused spot size can be calculated,
as shown in Fig. 2.3. A broad (slowly diverging) Gaussian beam [ω(z) = ω01]
is focused by a thin lens to a diffraction-limited spot diameter of 2ω02 located
approximately one focal length from the lens.

Figure 2.3: Divergence beam focused by a lens.

Beam divergence and minimum spot size are realities that will be dealt with in
the design of the optical instrumentation for our polarimeter. As we will present
in Chapters 4 and 5, the width of the focused source beam in a polarimetric
scatterometer limits the largest measurable value of the instrument, and divergence
limits the ability to work with long thin beams. However, the plane-wave approach
to analysing wave behaviour is a useful tool in this work.
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2.2 Formalism of polarized light

At the beginning of the nineteenth century Young and Fresnel demonstrated the
transverse vibration of light and the concept of polarization wave with the devel-
opment of electromagnetism. Two formalisms were used for this description, that
of Jones and that of Stokes. However, nowadays one of the most used techniques
to describe the polarizing properties of objects is the method of Stokes vectors
and Mueller matrices, which we describe briefly in this section. This technique is
advantageous over similar ones (such as that of the Jones vectors and matrices)
because completely polarized states as well as unpolarized and partially polarized
states can be described [65],[37].

An advantage of the matrix methods for this type of studies is that, with a
beam of light that passes through different optical elements, the study of the total
effect of the elements in the polarization of the beam can be obtained directly by
multiplying the Stokes vector incident on each optical element by the corresponding
Mueller matrix, simplifying the calculation of the final state of polarization.

2.2.1 Polarization of light

We are only interested here in the case of monochromatic plane waves. By con-
vention, the polarization of an electromagnetic wave describes the evolution of the
electric field E at a given point of space, the evolution of the magnetic field H can
be deduced using Maxwell’s equations.
The electric field E is perpendicular to the direction of propagation. If its be-
haviour is totally disordered, the wave will be called depolarized. If it is ordered,
the figure that it describes defines the state of polarization, which may be ellipti-
cal or linear, Fig. 2.4. In general, a wave may be partially polarized which is the
superposition of a depolarized contribution and a polarized contribution.

Electric field

Given a plane wave with a direction of propagation k, Maxwell’s equations im-
pose that the electric and magnetic field should be perpendicular to the direction
of propagation and to each other. Conventionally, when considering polarization,
only the electric field vector is described, since the magnetic field is perpendicular
to the electric field and proportional to it. In a properly chosen orthogonal coordi-
nate system, the electric field vector of a plane wave propagating along the z-axis
(k ≡ z) can be written in the form

E(z, t) =

ExEy
0

 =

Ex,0cos(ωt− kz + ϕx)
Ey,0cos(ωt− kz + ϕx)

0

 , (2.33)
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Figure 2.4: Polarization states for totally polarized light.

where the amplitudes Ex0 and Ey0 are real numbers. The polarization state is given
by the relative difference in magnitude and phase between these components. If
we consider the electric field at a certain point z as a function of time, Eq. 2.33
with a fixed value we obtain the representation of an ellipse in the plane xy Fig.
2.5. The parameters that describe the ellipse are the azimuth θ ∈ [−π

2
, π

2
] and

the ellipticity1 ε ∈ [−π
4
, π

4
]. For a vanishing ellipticity the two components of the

electric field are in phase and the light wave is linearly polarized. When ε± π
4

the
polarization is circular. When ε does not satisfy any of the above conditions the
light wave is elliptically polarized.

The handedness of the ellipse of polarization determines the sense in which
the ellipse is described. The polarization is right-handed if the field vector rotates
clockwise when looking against the direction of k (i.e. looking ”into the beam” for
a travelling wave). Similarly, the polarization is left-handed for a counter clockwise
rotation sense.

1Usually the ellipticity is given as e = ±tan(ε) where the + and - signs correspond to right-
and left-handed polarizations, respectively. In these cases ε is referred to as ellipticity angle.
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Figure 2.5: Polarization Ellipse.

2.2.2 Derivation of the Stokes polarization parameters and
Mueller matrices

We consider a pair of plane waves that are orthogonal to each other at a point in
space, conveniently taken to be z = 0, and not necessarily monochromatic, to be
represented by the equations:

Ex(t) = E0x(t)cos[ωt+ ϕx(t)], (2.34)

Ey(t) = E0y(t)cos[ωt+ ϕy(t)], (2.35)

where E0x and E0y are the instantaneous amplitudes, ω is the instantaneous an-
gular frequency, and ϕx(t) and ϕy(t) are the instantaneous phase factors. At all
times the amplitudes and phase factors fluctuate slowly compared to the rapid
vibrations of the cosinusoids. It is possible to obtain the polarization ellipse for
an electromagnetic wave. To do that, we multiply equation 2.34 by the factor
E0y(t)sinϕy(t), and obtain

Ex(t)E0y(t)sinϕy(t) = E0x(t)E0y(t)cos(ωt+ ϕx(t))sinϕy(t). (2.36)

Then, Eq. 2.35 is multiplied by the factor E0x(t)sinϕx(t), we have

Ey(t)E0x(t)sinϕx(t) = E0x(t)E0y(t)cos(ωt+ ϕy(t))sinϕx(t). (2.37)

Once this is done, the cosines of the sums are expanded in each of the previous
equations and we take the difference between them, the result is squared and
simplified to obtain

E2
x(t)E

2
0y(t)sin

2ϕy(t)+E
2
y(t)E

2
0x(t)sin

2ϕx(t)−2Ex(t)Ey(t)E0x(t)Eoy(t)sinϕx(t)sinϕy(t) =
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E2
0x(t)E

2
0y(t)cos

2ωtsin2(ϕy(t)− ϕx(t)). (2.38)

On the other hand, if we now multiply equation 2.34 by E0y(t)cosϕy(t) and
Eq. 2.35 by E0x(t)cosϕx(t) we obtain:

Ex(t)E0y(t)cosϕy(t) = E0x(t)Eoy(t)cos(ωt+ ϕx(t))cosϕy(t), (2.39)

Ex(t)E0x(t)cosϕx(t) = E0x(t)E0y(t)cos(ωt+ ϕy(t))cosϕx(t). (2.40)

Similar to the previous case, we expand the cosines of the sums and we take
the difference between the resulting equations, the result is squared and simplified
to obtain

E2
x(t)E

2
0y(t)cos

2ϕy(t)+E
2
y(t)E

2
0x(t)cos

2ϕx(t)−2Ex(t)Ey(t)E0x(t)E0y(t)cosϕx(t)cosϕy(t) =

E2
0x(t)E

2
0y(t)sin

2ωtsin2(ϕy(t)− ϕx(t)). (2.41)

From the sum of Eqs. 2.38 and 2.41 we obtain

E2
x(t)E

2
0y(t) + E2

y(t)E
2
0x(t)− 2Ex(t)Ey(t)E0x(t)E0y(t)cos(ϕy(t)− ϕx(t)) =

E2
0x(t)E

2
0y(t)sin

2(ϕy(t)− ϕx(t))). (2.42)

Finally, dividing Eq. 2.42 by (E0x)
2(E0y)2 , we get

E2
x(t)

E2
0x(t)

+
E2
y(t)

E2
0y(t)

− 2Ex(t)Ey(t)

E0x(t)E0y(t)
cosϕ(t) = sin2ϕ(t), (2.43)

where ϕ(t) = ϕy(t)− ϕx(t). Eq. 2.43 is valid for a moment of time and is known
as the polarization ellipse. We need to notice that the polarization ellipse was
obtained by getting rid of the explicit dependence in equation 2.34 and 2.35 on ω.
This ellipse tells us the state of vibration of the electric field of an electromagnetic
wave as a function of the phase difference between x and y.

For monochromatic radiation, the amplitudes and phases differences are con-
stant for all time, so 2.43 reduces to

E2
x(t)

E2
0x

+
E2
y(t)

E2
0y

− 2Ex(t)Ey(t)

E0xE0y

cosϕ(t) = sin2ϕ. (2.44)

While E0x, E0y, and ϕ are constants, Ex and Ey continue to be implicitly depen-
dent on time, as we see from Eqs. 2.34 and 2.35. We want to write this equation
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in terms of physical observables, and no detector measures instantaneous values
of the field in an electromagnetic wave, so a temporary average of the previous
equation must be made. The time average is represented by the symbol 〈...〉 and
so we write the Eq. 2.44 as

〈E2
x(t)〉
E2

0x

+
〈E2

y(t)〉
E2

0y

− 〈2Ex(t)Ey(t)〉
E0xE0y

cosϕ(t) = sin2ϕ(2.45)

where

〈Ei(t)Ej(t)〉 = lim
T→∞

1

T

∫ T

0

Ei(t)Ej(t)dt i, j = x, y (2.46)

which is an average over the time of observation. In view of the periodicity of
Ex(t) and Ey(t), we need average Eq. 2.44 only over a single period of oscillation.
Multiplying Eq. 2.45 by 4E2

0xE
2
0y, we see that

4E2
0y〈E2

x(t)〉+ 4E2
0x〈E2

y(t)〉− 8E0xE0y〈Ex((t)Ey(t)〉cosϕ = (2E0xE0ysinϕ)2 (2.47)

From Eqs. 2.34 and 2.35, we then find that the average values of Eq. 2.47 using
Eq. 2.46 are

〈E2
x(t)〉 =

1

2
E2

0x, (2.48)

〈E2
y(t)〉 =

1

2
E2

0y, (2.49)

〈E2
x(t)E

2
y(t)〉 =

1

2
E2

0xE
2
0ycosϕ. (2.50)

Substituting Eqs. 2.48, 2.49 and 2.50 into Eq. 2.47 yields

2E2
0xE

2
0y + 2E2

0xE
2
0y − (2E0xE0ycosϕ)2 = (2E0xE0ysinϕ)2. (2.51)

Since we wish to express the final result in terms of intensity, which is propor-
tional to the square of the field, we complete the squares in Eq. 2.51. Then, we
add the quantity E4

0x + E4
0y to both sides of the Eq. 2.51 and we have

E4
0x +E4

0y + 2E2
0xE

2
0y + 2E2

0xE
2
0y − (2E0xE0ycosϕ)2 = (2E0xE0ysinϕ)2 +E4

0x +E4
0y,

(2.52)
from where

(E2
0x + E2

0y)
2 − (E2

0x − E2
0y)

2 − (2E0xE0ycosϕ)2 = (2E0xE0ysinϕ)2. (2.53)
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We now write the quantities inside the parentheses as

S0 = E2
0x + E2

0y, (2.54)

S1 = E2
0x − E2

0y, (2.55)

S2 = 2E0xE0ycosϕ, (2.56)

S3 = 2E0xE0ysinϕ. (2.57)

Eqs. 2.54-2.57 define the Stokes parameters and using Eq. 2.53 we express

S2
0 = S2

1 + S2
2 + S2

3 . (2.58)

We see that Stokes’ parameters are real quantities, and they are simply the
observables of the polarization ellipse and, hence, the optical field. The first Stokes
parameter S0 is the total intensity of the light. The parameter S1 describes the
amount of liner horizontal or vertical polarization, S2 describes the amount of
linear +45◦ or −45◦ polarization, and the parameter S3 describes the amount of
right or left circular polarization contained within the beam; this correspondence
will be shown shortly. We note that the four Stokes parameters are expressed in
terms of intensities, and we again emphasize that the Stokes parameters are real
measurable quantities.

If we now have partially polarized light, then we see that the relations given
by Eqs. 2.54 to 2.57 continue to be valid for very short time intervals, since the
amplitudes and phases fluctuate slowly. Using Schwarz’s inequality[80],

|
∫ b

a

f ∗(x)g(x)dx|2 ≤
∫ b

a

f ∗(x)f(x)dx

∫ b

a

g∗(x)g(x)dx, (2.59)

it can be shown that for any state of polarized light the Stokes parameters always
satisfy the relation:

S2
0 ≥ S2

1 + S2
2 + S2

3 . (2.60)

The equality sign applies when we have completely polarized light, and the
inequality sign when we have partially polarized light or unpolarized light. The
orientation angle θ of the polarization ellipse [66] is given by

tan2θ =
2E0xE0ycosϕ

E2
0x − E2

0y

. (2.61)
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Inspecting Eqs. 2.54 to 2.57 we see that if we divide Eq. 2.56 by Eq.2.55, θ
can be expressed in terms of the Stokes parameters:

tan2θ =
S2

S1

. (2.62)

Similarly, the ellipticity angle ε is given by [66]

tan2ε =
2E0xE0ysinϕ

E2
0x + E2

0y

. (2.63)

Again, inspecting Eqs. 2.54 to 2.57 and dividing Eq. 2.56 by Eq.2.55, we can
see that we can expressed in terms of the Stokes parameters:

sin2ε =
S3

S0

. (2.64)

The Stokes parameters enable us to describe the degree of polarization P for
any state of polarization. By definition,

P =
Ipol
Itot

=
(S2

1 + S2
2 + S2

3)1/2

S0

, 0 ≤ P ≤ 1, (2.65)

where Ipol is the intensity of the sum of the polarization components and Itot is
the total intensity of the beam. The value of P = 1 corresponds to completely
polarized light, P = 0 corresponds to unpolarized light, and 0 < P < 1 corresponds
to partially polarized light.

To obtain the Stokes parameters of an optical beam, one must always take a
time average of the polarization ellipse. However, the time-averaging process can
be formally bypassed by representing the (real) optical amplitudes, Eqs. 2.34 and
2.35, in terms of complex amplitudes:

Ex(t) = E0xe
i(ωt+ϕx) = Exe

(iωt), (2.66)

Ey(t) = E0ye
i(ωt+ϕy) = Eye

(iωt), (2.67)

where

Ex = E0xe
i(ϕx), (2.68)

and

Ey = E0ye
i(ϕy), (2.69)

are complex amplitudes. The Stokes parameters for a plane wave are now obtained
from the formulas:
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S0 = ExE
∗
x + EyE

∗
y , (2.70)

S1 = ExE
∗
x − EyE∗y , (2.71)

S2 = ExE
∗
y + EyE

∗
x, (2.72)

S3 = i(ExE
∗
y − EyE∗x). (2.73)

We shall use Eqs.2.70-2.73, the complex representation, henceforth, as the defining
equations for the Stokes parameters. Substituting Eq. 2.68 and 2.69 into the Stokes
parameters S0, S1, S2 and S3 gives

S0 = E2
0x + E2

0y, (2.74)

S1 = E2
0x − E2

0y, (2.75)

S2 = 2E0xE0ycosϕ, (2.76)

S3 = 2E0xE0ysinϕ, (2.77)

which are the Stokes parameters obtained formally from the polarization ellipse. As
examples of the representation of polarized light in terms of the Stokes parameters,
we consider linear horizontal and linear vertical polarized light, linear +45◦ and
linear −45◦ polarized light, and right and left circularly polarized light.

Linear Horizontally Polarized Light. For this case E0y = 0. Then, from
Eq. 2.74 we have

S0 = E2
0x, (2.78)

S1 = E2
0x, (2.79)

S2 = 0, (2.80)

S3 = 0. (2.81)

Linear Vertically Polarized Light. For this case E0x = 0. Then, from Eq.
2.75 we have

S0 = E2
0y, (2.82)

S1 = −E2
0y, (2.83)

S2 = 0, (2.84)

S3 = 0. (2.85)

Linear +45◦ Polarized Light. For this case E0x = E0y = E0 and ϕ = 0.
Using the Eqs. 2.74-2.77, we find that
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S0 = 2E2
0 , (2.86)

S1 = 0, (2.87)

S2 = 2E2
0 , (2.88)

S3 = 0. (2.89)

Linear −45◦ Polarized Light. The conditions on the amplitude are the
same as for the case +45, but the phase difference is ϕ = 180◦. Then, from Eqs.
2.74-2.77, we find that

S0 = 2E2
0 , (2.90)

S1 = 0, (2.91)

S2 = −2E2
0 , (2.92)

S3 = 0. (2.93)

Right Circularly Polarized Light. The conditions in this case are E0x =
E0y = E0 and ϕ = 90◦. From Eqs. 2.74-2.77 the Stokes parameters are then

S0 = 2E2
0 , (2.94)

S1 = 0, (2.95)

S2 = 0, (2.96)

S3 = 2E2
0 . (2.97)

Left Circularly Polarized Light. For this case the amplitudes are again
equal, but the phase shift between the orthogonal, transverse components is ϕ =
−90◦. The Stokes parameters from Eqs. 2.74-2.77 are then

S0 = 2E2
0 , (2.98)

S1 = 0, (2.99)

S2 = 0, (2.100)

S3 = −2E2
0 . (2.101)

Finally, the Stokes parameters for elliptically polarized light are, of course,
given by Eqs. 2.74-2.77. Inspection of the four Stokes parameters suggests that
they can be arranged in the form of a column matrix. This column matrix is called
the Stokes vector. This step, while simple, provides a formal method for treating
numerous complicated problems involving polarized light. We define
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S =


S0

S1

S2

S3

 =


I
Q
U
V

 , (2.102)

where S1, S2, S3 and S4 are the four Stokes parameters and we rename these as
I,Q, U and V . Using Eq. 2.60 and 2.102 we can write

I2 ≥ Q2 + U2 + V 2. (2.103)

Also, the degree of polarization can be write as

P =

√
Q2 + U2 + V 2

I
. (2.104)

According to Eq. 2.60, 0 ≤ P ≤ 1, P is equal to 0 for a totally depolarized wave
and 1 for a totally polarized wave. The Stokes vector for elliptically polarized light
is then written from Eqs. 2.74-2.77 as

S =


E2

0x + E2
0y

E2
0x − E2

0y

2E0xE0ycosϕ
2E0xE0ysinϕ

 . (2.105)

Equation 2.105 is also called the Stokes vector for a plane wave [66]. It can
be expressed in terms of measurable quantities, namely the intensities in different
directions of linear and circular polarization:

S =


I
Q
U
V

 =


I0◦ + I90◦

I0◦ − I90◦

I+45◦ + I−45◦

IL + IR

 =


IH + IV
IH − IV

I+45◦ + I−45◦

IL + IR

 . (2.106)

Table 2.1 presents Stokes vectors for polarization states which are frequently
used.

2.3 Mueller matrices

In the general case, we can describe the transformation of any polarization state
by a real 4x4 matrix called the Mueller matrix. The modification of an incident
wave of Stokes vector S into a wave with Stokes vector S′ can be described by

S′ = M · S, (2.107)
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H V +45 -45 Right Left
1
1
0
0




1
−1
0
0




1
0
1
0




1
0
−1
0




1
0
0
1




1
0
0
−1


Table 2.1: Stokes vectors of degenerate polarization states. From left to right:linear
horizontal (0◦), linear vertical (90◦), linear +45◦, linear −45◦, Right Circular
(Right) and Left Circular (Left).


S ′0
S ′1
S ′2
S ′3

 =


M11 M12 M13 M14

M21 M22 M23 M44

M31 M32 M33 M34

M41 M42 M43 M44



S0

S1

S2

S3

 . (2.108)

In this work, the Mueller matrices will always, unless explicitly stated other-
wise, be normalized by the term M11.


1 M12/M11 M13/M11 M14/M11

M21/M11 M22/M11 M23/M11 M24/M11

M31/M11 M32/M11 M33/M11 M34/M11

M41/M11 M42/M11 M43/M11 M44/M11

 . (2.109)

The first element M11 represents the intensity modification of a totally depolarized
beam after interaction with the system. Following the inequality of Eq. 2.103, a
Mueller matrix must obey the relationships M11 ≥ 0 and |Mij| ≤M11, ∀i, j, which
implies in particular that the elements of the normalized Mueller matrix will be
between −1 and 1.

2.3.1 Polarimetry properties

We will focus on different basic properties that allow us to analyse and to charac-
terize Mueller matrices. Physically, a non-depolarizing optical element modifies the
polarization of light by changing the amplitudes or phases of the components of the
electric field vector. Two basic properties then appear naturally. A diattenuator
(also called a dichroic, we will use these two terms indifferently) modifies the am-
plitudes of the components of the electric field vector differently. A retarder only
changes the phases of these components [66],[76]-[77].
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Diattenuation (or dichroism)

The Diattenuation D (or dichroism) of a polarizing element is defined as [66]

D ≡ Tmax − Tmin
Tmax + Tmin

, (2.110)

where Tmax and Tmin are respectively the maximum and minimum transmission
rates. Diattenuation characterizes the dependence of the transmission as a function
of the incident polarization state. As different diattenuators can have the same
scalar diattenuation, it is necessary to define vector dichroism. The direction is
defined as that of the polarization state at the highest transmission rate2. Let
(1, d1, d2, d3)t be the Stokes vector of such an eigenvector. We define D as

D ≡ D

d1

d2

d3

 =


DH

D45◦

DC

0

 , (2.111)

The 3 components are horizontal, 45 and circular diattenuation respectively.
The linear diattenuation can be defined by DL =

√
D2
H +D2

45◦ . As the diattenua-
tion is given by the relation between the intensity of the outgoing beam depending
on the components of the incident polarization state, it can be read directly on
the Mueller matrix and is fully defined by its first row:

D =
1

M11

M12

M13

M14

 . (2.112)

The Mueller matrix of a pure diattenuator is

MD = Tu

[
1 Dt

D mD

]
, (2.113)

where D is the 3 x 1 diattenuation vector and mD is a 3 x 3 symmetric submatrix
(i.e., superscript ”t” denoting a vector or matrix transpose). The latter can be
obtained from D as

mD =
√

1−D2Id + (1−
√

1−D2)
DDt

D2
, (2.114)

with D =‖ D ‖ (‖ · ‖ denotes Euclidean vector norm), and where Id is the 3 x
3 identity matrix and Tu is the transmission rate for for a non-polarized incident

2For a homogeneous optical element, this direction is that of a natural state of polarization,
and Tmax and Tmin in 2.110 are the transmission rates of the eigenstates. These properties are
not true for an inhomogeneous element.
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state. This matrix is symmetrical and it has 4 degrees of freedom: the 3 compo-
nents of the diattenuation vector and the transmission rate for unpolarized light.
The maximum and minimum transmission rates can also be written according to
elements of the Mueller matrix

Tmax = M11 +
√
M2

12 +M2
13 +M2

14 = M11(1 +D), (2.115)

Tmin = M11 −
√
M2

12 +M2
13 +M2

14 = M11(1−D). (2.116)

There are also incident polarization states associated with these transmission rates,
Smax = (1, smax)

t and Smin = (1, smin)t

smax =
1√

M2
12 +M2

13 +M2
14

M12

M13

M14

 =
1

M11D

M12

M13

M14

 (2.117)

smin = −smax (2.118)

Note that Smax and Smin are orthogonal states.

2.3.2 Polarizance

We consider an entirely unpolarized incident polarization state Si = (1, 0, 0, 0)t.
The outgoing polarization state is entirely defined by the first column of the
Mueller matrix. Its degree of polarization, called polarizance is defined as

P =
1

M11

√
M2

21 +M2
31 +M2

41. (2.119)

The vector polarizance can be defined as

P =
1

M11

M21

M31

M41

 =

 PHP45◦

PC

 . (2.120)

The outgoing polarization state is M11(1,P)t. It is also the state of average
outgoing polarization if one integrates on the Poincaré sphere for the polarization
state of the incident beam. For a non-depolarizing element, we can show that
D = P [78] and that we therefore have the relationship

M2
12 +M2

13 +M2
14 = M2

21 +M2
31 +M2

41. (2.121)

It is also shown that a non-depolarizing Mueller matrix is homogeneous if and only
if D = P.
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2.3.3 Retardance (or birefringence)

A retarder modifies the phases of its own polarization states differently, but not
their amplitudes, thus introducing a phase shift. The transmission rate does not
depend on the incident wave. For a homogeneous optical element, we can define
the scalar delay as

R ≡ |δq − δr|, 0 ≤ R ≤ π (2.122)

where δij are the phase changes of its eigenstates. The fast axis of the retarder is
defined as the direction of the eigenstate that first emerges from the retarder, which
is forward in phase. Let (1, r1, r2, r3)t be the Stokes vector of this eigenvector, with√
r2

1 + r2
2 + r2

3 = 1. We can define the retardance vector R

R ≡ R

r1

r2

r3

 =

RH

R45

RC

 . (2.123)

The linear retardance can be defined by RL =
√
R2
H +R2

45.

The matrix of a retarder is unitary. It is fully described by the retardance
vector R. Its effect is a rotation in the Poincare sphere. It is given by [79]

MR =

[
1 0t

0 mR

]
, (2.124)

(mR)ij = δijcosR + rirj(1− cosR) +
3∑

k=1

εijkrksinR, (2.125)

where δij is the Kronecker symbol and εijk the permutation symbol of Levi-Civita
[80]. It can be noted that mR is a rotation matrix in R3. The matrix of the
retarder has 3 degrees of freedom, which are given by its retardance vector R. We
can determine the retardance vector from the Mueller matrix MR by

R = arcos

[
tr(MR)

2
− 1

]
, (2.126)

ri =
1

2sinR

3∑
j,k=1

εijk(mR)jk. (2.127)
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2.3.4 Depolarization

An optical element may have depolarization, due to a lack of coherence, it can be
spatial, temporal or spectral. We define several indicators or properties to charac-
terize it. In the same way that polarization represented the average polarization
state at the output, the quadratic depolarization

∆m = 1−

√
Tr(MtM)−M2

11

3M2
11

(2.128)

of any Mueller matrix M, represents the average value of depolarization when
integrated over the entire Poincaré sphere for incident polarization states. ∆m

varies between 0 for a non-depolarizing matrix to 1 for a totally depolarizing
matrix. The condition

Tr(MtM) = 4M2
11 (2.129)

gives ∆m = 0 which is necessary and sufficient for the Mueller matrix to be per-
fectly non-depolarizing and is equivalent to a Jones matrix3 [81], [82], [83]. A pure
depolarizer can be written as [79]

M∆ =

[
1 0t

0 m∆

]
, (2.130)

where m∆ is a 3x3 symmetrical matrix, so is diagonalizable in a orthonormal base.
This matrix has 6 degrees of freedom. We can represent M∆ after a base change
by

M∆ =


1 0 0 0
0 a 0 0
0 0 b 0
0 0 0 c

 , a, b, c ∈ [−1, 1]. (2.131)

a, b and c determine the depolarization along the 3 proper axes. We then define
the main depolarization.

ρdep = 1− |a|+ |b|+ |c|
3

(2.132)

or in form more generally

ρdep = 1− Tr(|M∆|)−M11

3M11(2.133)

3This condition is only enough if the matrix M is physically feasible. Otherwise, it is only
necessary [84],[85], [86].
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and we find a formula similar to that of the quadratic depolarization.

2.3.5 Typical matrices

In Tables 2.3.5 to 2.6 some Mueller matrices of typical elements [77] are presented.
The matrices of a linear diattenuator and a retarder are of particular importance,
as they allow us to describe many matrices and will be used frequently during the
calibration procedure.

Air/vacuum Absorber
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1



a 0 0 0
0 a 0 0
0 0 a 0
0 0 0 a


Table 2.2: Elementary Mueller Matrices.
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Linear polarizer oriented at 0◦ Linear polarizer oriented at 90◦

τ
2


1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

 τ
2


1 −1 0 0
−1 1 0 0
0 0 0 0
0 0 0 0


Linear polarizer oriented at 45◦ Circular polarizer

τ
2


1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0

 τ
2


1 0 0 ±1
0 0 0 0
0 0 0 0
±1 0 0 1


Linear Diattenuator at 0◦ Linear Diattenuator at 45◦

1
2


q+r q-r 0 0
q-r q+r 0 0
0 0 2

√
qr 0

0 0 0 2
√

qr

 1
2


q+r 0 q-r 0

0 2
√

qr 0 0
q-r 0 q+r 0
0 0 0 2

√
qr


Linear Diattenuator at θ, Transmission rate q, r

1
2


q+r (q−r)cos2θ (q−r)sin2θ 0

(q−r)cos2θ (q+r)cos22θ + 2
√

qr sin22θ (q+r−2
√

qr)sin2θcos2θ 0
(q−r)sin2θ (q+r−2

√
qr)sin2θcos2θ (q+r)sin22θ + 2

√
qr cos22θ 0

0 0 0 2
√

qr


Table 2.3: Diattenuators. τ is the transmission rate for a particular case

Ideal Depolarizer Partial Depolarizer
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




1 0 0 0
0 a 0 0
0 0 b 0
0 0 0 c


Table 2.4: Depolarizers.
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Ideal Mirror or half-wave plate at 45◦ Quarter wave plate at 0◦
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1




1 0 0 0
0 1 0 0
0 0 0 1
0 0 −1 0


Linear birefringent oriented at 0◦ Linear birefringent oriented at 90◦

1 0 0 0
0 1 0 0
0 0 cos∆ sin∆
0 0 -sin∆ cos∆




1 0 0 0
0 1 0 0
0 0 cos∆ -sin∆
0 0 sin∆ cos∆


Birefringent linear oriented at 45◦ Birefringent circular

1 0 0 0
0 cos∆ 0 -sin∆
0 0 1 0
0 sin∆ 0 cos∆




1 0 0 0
0 cos∆ ±sin∆ 0
0 ∓sin∆ cos∆ 0
0 0 0 1


Linear Birefringent oriented at θ

1
2


1 0 0 0
0 cos22θ + sin22θcos∆ sin2θcosθ(1− cos∆) -sin2θsin∆
0 sin2θcos2θ(1− cos∆) sin22θ + cos22θcos∆ cos2θsin∆
0 sin2θsin∆ - cos2θsin∆ cos∆


Birefringent elliptical oriented at θ and the ellipticity tanε

1
2


1 0 0 0
0 D2 − E2 − F 2 +G2 2(DE + FG) 2(DF−EG)
0 2(DE−FG) - D2 + E2 − F 2 +G2 2(EF+DG)
0 2(DF + EG) 2(EF − DG) - D2 − E2 + F 2 +G2


D = cos2ε cos2θ sin∆/2
E = cos2ε sin2θ sin∆/2

F = sin2ε sin2∆/2
G = cos ∆/2

Table 2.5: Retarders.
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Homogeneous Linear Dichroic Retarder, oriented at 0◦
1 -cos2Ψ 0 0

cos2Ψ 1 0 0
0 0 sin2Ψ cos∆ sin2Ψ sin∆
0 0 -sin2Ψ sin∆ sin2Ψ cos∆


Homogeneous Linear Dichroic Retarder, oriented at θ

1 -Cθ cos2Ψ -Sθ cos2Ψ 0
Cθcos2Ψ C2

θ + S2
θsin2Ψcos∆ CθSθ(1− sin2Ψcos∆) -Sθsin2Ψsin∆

-Sθcos2Ψ CθSθ(1− sin2Ψcos∆) S2
θ + C2

θsin2Ψcos∆) Cθsin2Ψsin∆
0 Sθsin2Ψsin∆ -Cθsin2Ψsin∆ sin2Ψcos∆


Cθ =cos2θ
Sθ =sin2θ

Table 2.6: Homogeneous linear retarders (axis of retardance and dichroism com-
bined).



Chapter 3

Polarimetry

As we have seen, the polarization state of light varies after interaction with an
optical system and this variation can be characterized by the Jones matrix or in a
more general setting by the Mueller matrix. The measurement of these variations
constitutes polarimetry.
The implementation of a polarimeter involves a controlled modulation of input
polarization states, states which are modified during the passage through the sys-
tem, then analyzed, to extract the Mueller matrix of the sample studied from these
measurements.

3.1 Mueller Matrix Polarimetry

In general, a Mueller matrix polarimeter consists first of all of a light source. This
source can be monochromatic or broadband according to the applications and in-
strument specifications. The source is followed by a polarization state generator
(PSG), wich modulates the polarization of the light and provides the initial po-
larization states. In order to be able to measure a complete Mueller matrix, these
states have to be composed of at least four independent polarization states. It
is well known that a minimum of 16 independent combinations of input and out-
put Stokes vectors is required to calculate the 16 elements of the Mueller matrix
of a general sample (four incident independent Stokes vectors and four detected
independent Stokes vectors)[66],[87].

The controlled input polarization interacts with the studied sample, which can
be, according to the configuration, by transmission, reflection, diffraction, scatter-
ing, etc. The modified polarization states are then projected on a known state
basis, provided by the polarization state analyzer (PSA), before measuring the
intensity using a detector.

39
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Figure 3.1: The experimental optical system used to measure all elements of the
scattering matrix and polarization states. The detector can be rotated through
angle θ = 180◦.

A typical Mueller matrix polarimeter which requires 4 independent incident
polarization states and 4 independent analyzers, is shown schematically in Fig.
3.1 [87]. To obtain the complete Mueller matrix of a general sample, we present in
Fig. 3.2, a diagram of the combinations polarizer-analizer used in the measurement
of each element of the Mueller matrix for the polarimeter in Fig. 3.1. Depending on
the polarization properties of a particular sample, and on the possible symmetries
between its Mueller matrix elements, fewer measurements may be required.

Light polarization can be modulated and analyzed by a variety of approaches:
rotating retardation plates [38, 66], rotating compensators [68], Pockels cells [24,
67, 88], photoelastic modulators[69, 89], or liquid-crystal variable retarders (LCVRs)
[71, 72]. In this work we present a device based on the LCVR approach that has
some limitations, in particular, the accessible spectral range, but also significant
advantages, such as the absence of moving parts or high driving voltages. As we
mentioned in the introduction, it is sometimes important to have an optimized sys-
tem to obtain polarimetric measurements of a given sample. We will demonstrate
that in some cases it may be better, or easier, to work with polarimeters that
are not optimized. For example, working with liquid crystal variable retarders,
the dead time, between changes of voltage or retardance values, is smaller when
smaller voltage or retardance changes are introduced, so that the full measure-
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Figure 3.2: Diagram of the combinations polarizer-analizer, for the polarimeter in
Fig. 3.1, used in the measurement of each element of the Mueller matrix.

ment can be faster for non-optimized, closer voltage or retardance values. We will
discuss more on the optimization and calibration processes that are necessary to
have a polarimeter with a consistent performance, in next Chapter.

3.2 Modulation of the Liquid Crystal Variable

Retarders

In this work, although the retardance values were chosen to give the values of
the incident and detected polarization states required by the method of Bickel
and Bailey[87], it is possible to use other methods to extract the sample Mueller
matrix from the measured intensities. To change the condition number1 in the
experiment, the number of independent polarization states was changed. For an
optimized system six incident Stokes vectors and six detected Stokes vectors were
used; these were linearly horizontal (H), linear vertical(V), linear at +45◦(+),
linear at −45◦(-), right circular(R), and left circular(L) polarized light. This meant
that there were 36 intensity measurements made. The characteristic matrix for
the PSG and the PSA is in this case:

1The condition number is defined as the ratio of largest singular value of the measurement
matrix divide by the smalles singular value of the measurement matrix[90].
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(PSG)

P6 =


1 1 1 1 1 1
1 −1 0 0 0 0
0 0 1 −1 0 0
0 0 0 0 1 −1

 , (3.1)

and the condition number for this matrix is κ6 = 1.7321, the optimized value.
For the non-optimized case we used only four incident Stokes vectors and four
detected Stokes vectors; linearly horizontal, vertical, at +45◦ and right circular
polarized light. This requires 16 intensity measurements and has a PSG and PSA
characteristic matrix given by:

P4 =


1 1 1 1
1 −1 0 0
0 0 1 0
0 0 0 1

 , (3.2)

with a condition number of κ4 = 3.2255, which indicates that the system is not
optimized [90].

3.3 Theoretical modelling of the Polarization State

Generator (PSG)

In this thesis the state of polarization of light incident on the sample was modulated
using two electro-optical Liquid Crystal Variable Retarders (LCVR) which we
consider behave as ideal linear retarders with variable retardance. Therefore, the
retardance of a linear retarder with the fast axis at 0◦ is a function of time ∆(t)
given by

R0◦(τ,∆(t)) = τ


1 0 0 0
0 1 0 0
0 0 cos∆(t) sin∆(t)
0 0 −sin∆(t) cos∆(t)

 , (3.3)

where τ is the transmittance for unpolarized light and ∆(t) is the variable retar-
dance.

The Mueller matrix of a polarizer (or a retarder) with the transmission axis
(or fast) oriented at an azimuth angle θ, Mθ must be [58]

Mθ = Rot(θ)M0◦Rot(−θ), (3.4)
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where M0◦ is the Mueller matrix of the optical element with its axis (the trans-
mission axis or the fast axis) parallel to the horizontal direction and Rot(θ) is the
rotation matrix given by

Rot(θ) =


1 0 0 0
0 cos2θ −sin2θ 0
0 sin2θ cos2θ 0
0 0 0 1

 . (3.5)

Then, the Mueller matrix for a linear variable retarder with the fast axis ori-
ented at an azimuth angle θ must be

R0◦(τ,∆(t), θ) = τ ·Rot(θ) ·


1 0 0 0
0 cos2θ −sin2θ 0
0 sin2θ cos2θ 0
0 0 0 1

 ·Rot(−θ). (3.6)

From Eq. 3.3 and Eq. 3.5, the Mueller matrix of the first LCVR1, with its fast
axis at +45◦ from the horizontal, is given by

R+45◦(τ1,∆1(t), θ) = τ1


1 0 0 0
0 cos∆1(t) 0 −sin∆1(t)
0 0 1 0
0 sin∆1(t) 0 cos∆1(t)

 , (3.7)

where the variable retardance, ∆1(t), and the transmittance, τ1, have a subscript
to indicate that they correspond to the first retarder, LCVR1.
The fast axis of the second Liquid Crystal Variable Retarder is oriented at 0◦,
LCVR2, then its Mueller matrix is given by

R0◦(τ2,∆2(t)) = τ2


1 0 0 0
0 1 0 0
0 0 cos∆2(t) sin∆2(t)
0 0 −sin∆2(t) cos∆2(t)

 , (3.8)

where the variable retardance, ∆2(t), and the transmittance, τ2, have a subscript
to indicate that they correspond to the second retarder LCVR2.

If we have a Polarization State Generator (PSG), as is depicted in Fig. 3.3,
with incident light linearly polarized in the horizontal direction and whose Stokes
vector is given by
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(PSG)

Figure 3.3: Polarizing elements of the PSG which define SPSG(t).

Si =


1
1
0
0

 , (3.9)

combining Eq. 3.7, Eq. 3.8 and Eq. 3.9, the polarization state of the light after
LCVR2, as a function of the two variable retardances, for light that passed through
the PSG, resulted in

SPSG(t) = R2(τ2,∆2(t)) ·R1(τ1,∆1(t)) · Si = τ1τ2


1

cos∆1(t)
sin∆1(t)sin∆2(t)
sin∆1(t)cos∆2(t)

 (3.10)

The proper choice of the modulation parameters for the retardances ∆1(t) and
∆2(t) ensures that at least 4 linearly independent states of polarization are gen-
erated to obtain a complete polarimetry measurement. The last three elements
of the Stokes vector SPSG(t) in Eq. 3.10 can be interpreted as a transformation
from spherical to rectangular coordinates of points on the surface of the Poincaré
sphere [88]. In this work, only six linearly independent polarization states were
used in the measurements, the implementation of this will be discussed in detail
later. For now we present, in Table 3.1, the pairs of retardances used, in wave-
lengths. We present the variable retardances, ∆1 and ∆2 without time dependence
to emphasize that their values were kept constant during the time taken for the
measurements with a given incident polarization state.
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Polarization state ∆1 [λ′s] ∆2 [λ′s]
H 0 0

V
1

2

1

4

+
1

4

1

4

− 1

4

3

4

R
1

4
0

L
1

4

1

2

Table 3.1: Retardances Values for the Polarization States Generator.

3.4 Theoretical modelling of the Polarization State

Analizer (PSA)

As for the discussion for the PSG, we can analyze the system for the Polarization
State Analyzer (PSA), and for every state of polarization that is incident on the
sample, it is possible to relate the Stokes parameters to the measurable intensities.
In Chapter 2 we showed that the Stokes parameters are related to measurable
intensities, the S0 or I is the total intensity and we can write or measure it in
different ways [66]

S0 = I = IH + IV = I+ + I− = IL + IR (3.11)

S1 = Q = IH − IV (3.12)

S2 = U = I+ − I− (3.13)

S1 = V = IR − IL (3.14)

where H, V , +, and − are linear polarization horizontal, vertical, +45 and -45,
respectively, and R and L are circular polarization right and left, respectively.
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(PSA)

Figure 3.4: Polarization State Analizer.

If we consider the system in Fig. 3.4, with a Stokes vector leaving the sample Sout,
the Stokes vector reaching the detector after the linear polarizer is

SPSA = MP0◦R4(τ4,∆4(t))R3(τ3,∆1(t))Sout. (3.15)

Writing the values of the matrices R3 at 0◦ and R4 at 45◦, LCVR3 and LCVR4
respectively, we obtain

SPSA =
1

2


1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0




1 0 0 0
1 cos∆4 0 −sin∆4

0 0 0 0
0 sin∆4 0 cos∆4




1 0 0 0
0 1 0 0
0 0 cos∆3 sin∆3

0 0 −sin∆3 cos∆3

Sout

(3.16)
and thus


SPSA0

SPSA1

SPSA2

SPSA3

 =
1

2


1 cos∆4 sin∆3sin∆4 −cos∆3sin∆4

1 cos∆4 sin∆3sin∆4 −cos∆3sin∆4

0 0 0 0
0 sin∆4 0 cos∆4



Sout0
Sout1
Sout2
Sout3

 . (3.17)

The intensity detected is the first element of the final Stokes vector, SPSA0,

SPSA0 =
1

2
(1 + cos∆4 + sin∆3sin∆4 − cos∆3sin∆4). (3.18)

So, if we want to detect the component of Sout in H polarized (linear horizontally
polarized light), we need
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cos∆4 = 1, sin∆4 = 0
∆4 = 0, 2π, 4π,...

∆3 =F 2

(3.19)

In this case

SI0 =
1

2
(Sout0 + Sout1) =

1

2
([IH + IV ] + [IH − IV ]) = IH . (3.20)

If we want to detect the component of Sout in V polarized (linear vertically
polarized light), we need

cos∆4 = −1, sin∆4 = 0
∆4 = π, 3π, 5π,...

∆3 =F
(3.21)

In this case

SI0 =
1

2
(Sout0 − Sout1) =

1

2
([IH + IV ]− [IH − IV ]) = IV . (3.22)

If we want to detect the component of Sout in +45 polarized (linear +45◦

polarized light), we need

cos∆4 = 0, sin∆4 = 1
cos∆3 = 0, sin∆3 = 1

∆4 = π
2
, 5π

2
,...

∆3 = π
2
, 5π

2
,...

(3.23)

In this case

SI0 =
1

2
(Sout0 + Sout2) =

1

2
([I+ + I−] + [I+ − I−]) = I+. (3.24)

2Notice that the symbol F here represent that the value of ∆3 does not affect the measured
intensity.
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(PSA)

If we want to detect the component of Sout in -45 polarized (linear −45◦ polar-
ized light), we need

cos∆4 = 0, sin∆4 = 1
cos∆3 = 0, sin∆3 = −1

∆4 = π
2
, 5π

2
,...

∆3 = 3π
2
, 7π

2
,...

(3.25)

In this case

SI0 =
1

2
(Sout0 − Sout2) =

1

2
([I+ + I−]− [I+ − I−]) = I−. (3.26)

If we want to detect the component of Sout in R polarized (right circularly
polarized light), we need

cos∆4 = 0, sin∆4 = 1
cos∆3 = −1, sin∆3 = 0

∆4 = π
2
, 5π

2
,...

∆3 = π, 3π, 5π,...
(3.27)

In this case

SI0 =
1

2
(Sout0 + Sout3) =

1

2
([IR + IL] + [IR − IL]) = IR. (3.28)

If we want to detect the component of Sout in L polarized (left circularly po-
larized light), we need

cos∆4 = 0, sin∆4 = 1
cos∆3 = 1, sin∆3 = 0

∆4 = π
2
, 5π

2
,...

∆3 = 0, 2π, 4π,...
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(3.29)

In this case

SI0 =
1

2
(Sout0 − Sout3) =

1

2
([IR + IL]− [IR − IL]) = IL. (3.30)

Again we can choose the modulation parameters for the retardances ∆3(t) and
∆4(t) to obtain the relationship between the Stokes parameters and the measurable
intensities for the Polarization State Analyzer (PSA).

3.5 Calculation of the Mueller matrix

The calculation of the Mueller matrix from the experimental intensities data de-
pends on the nature of the measurment technique. For instance, the Mueller matrix
can be obtained from the spectral analysis of the polarimetric measurements [24]
or from direct algebraic relations between the measurements [87].
It is possible to calculate the Mueller matrix of a sample through a Polarimet-
ric Data Reduction Matrix method. For now we present the calculation method
which is suitable for the experimental data obtained with the polarimeter that we
describe in the next Chapter. This method was presented by Bickel and Bailey
[87], and establishes four properties of the experimental data and their relation
with the elements of the Mueller matrix:

• The kind of polarized light (incident and detected) used in a particular mea-
surement establishes uniquely the matrix elements that will be mixed by that
measurement.

• Various complimentary orientations of any polarizer configuration give ma-
trix element combinations that differ only in the sign of the elements mixed.

• Each matrix element has a unique location in the matrix. S11 occurs in every
location, Sij (i=j) occurs only along the diagonal.

• The matrix elements Sij where i and/or j = 4 contain information about
circularly polarized light.

For our analysis the first 2 properties are the most relevant. The analytic relations
describing the irradiance measured for a particular combination polarizer-analizer
are used to determine what set of measurements is necessary to obtain each element
of the Mueller matrix, it can be seen in Fig. 3.5.
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Figure 3.5: Measurements and operations necessary to compute each of the 16
elements of the Mueller matrix [87]. The first symbol, and subscript of I, repre-
sents the polarization state of the incident light whereas the second symbol, and
subscript, represents the analyzer used in the corresponding measurement. The
convention followed for the subscripts is the same as in Chapter 2 with the extra
’0’ indicating unpolarized light, for the incident light, or total irradiance, for the
analyzer [67].

For instance, m12 can be obtained as:

m12 =
1

2
(IH0 − IV 0). (3.31)

That is, we can obtain m12 as the difference between the total scattered irradi-
ance for incident light polarized in the horizontal direction and the total scattered
irradiance for incident light polarized in the vertical direction. The sum of the
horizontal and vertical irradiances gives the total irradiance and, thus, this quan-
tity is obtained indirectly as the incoherent superposition of the horizontal and
vertical components. Therefore, m12 for our polarimeter is obtained as:

m12 =
1

2
[(IHH + IHV )− (IV H + IV V )]. (3.32)

Similar expressions can be found for the rest of the elements. Fig. 3.5 shows the
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measurements and operations necessary to calculate the complete Mueller matrix
of a sample.

We can write most elements of the Mueller matrix, except m11 in terms of other
elements previously calculated. As an example, let us consider again the element
given by Eq. 3.32.

The first element of the Mueller matrix in the polarimeter is given by

m11 =
1

2
[(IHH + IHV ) + (IV H + IV V )]. (3.33)

Therefore,

m11 +m12 = IHH + IHV , (3.34)

from which

m12 = IHH + IHV −m11. (3.35)

Thus, m12 is given in terms of a pair of measurements and m11. Again, similar
relations can be found for the rest of the elements of the Mueller matrix [67, 87].

For the case of 36 intensity measurements, the relationship between the detected
intensities3 of light and the Mueller-matrix components are given by

m11 = IH0 + IV 0 = IHH + IHV + IV H + IV V
m12 = 1

2
[IH0 − IV 0] = 1

2
[IHH + IHV − IV H − IV V ]

m13 = 1
2
[I+0 − I−0] = 1

2
[I+H + I+V − I−H − I−V ]

m14 = 1
2
[IR0 − IL0] = 1

2
[ILH + ILV − IRH − IRV ]

m21 = I0H − I0V = IHH + IV H − IHV − IV V
m22 = 1

2
[IHH + IV V − IV H − IHV ]

m23 = 1
2
[I+H + I−V − I−H − I+V ]

m24 = 1
2
[IRH + ILV − ILH − IRV ]

m31 = I0+ − I0− = IH+ + IV+ − IH− − IV−
m32 = 1

2
[IH+ + IH− − IV+ − IH−]

m33 = 1
2
[I++ + I−− − I−+ − I+−]

m34 = 1
2
[IR+ + IL− − IL+ − IR−]

m41 = I0R + I0L = IHR + IV R − IHL − IV L
m42 = 1

2
[IHR + IV L − IV R − IHL]

m43 = 1
2
[I+R + I−L − I−R − I+L]

m44 = 1
2
[IRR + ILL − ILR − IRL]

. (3.36)

3The notation Iab is the detected intensity with polarization a incident and polarization b
detected from the sample.
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For the case of 16 intensity measurements, we used H, V, + and R and the equa-
tions for the Mueller matrix are:

m11 = 1
2
[IH0 + IV 0] = 1

2
[IHH + IHV + IV H + IV V ]

m12 = IH0 −m11 = IHH + IHV −m11

m13 = I+0 −m11 = I+H + I+V −m11

m14 = IR0 −m11 = IRH + IRV −m11

m21 = IHH + IV H −m11

m22 = 2IHH −m11 −m12 −m21

m23 = 2I+H −m11 −m13 −m21

m24 = 2IRH −m11 −m14 −m21

m31 = IH+ + IV+ −m11

m32 = 2IH+ −m11 −m12 −m31

m33 = 2I++ −m11 −m13 −m31

m34 = 2IR+ −m11 −m14 −m31

m41 = IHR + IV R −m11

m42 = 2IHR −m11 −m12 −m41

m43 = 2I+R −m11 −m13 −m41

m44 = 2IRR −m11 −m14 −m41

(3.37)

In practise we measured only for the case of 36 measured intensities, that is with
six incident Stokes vectors and six detected Stokes vectors, it is the overdetermined
and the optimized case. We present other two cases, for 24 and 16 measurements,
the last one is a non-optimized case, which is the most important case in our work
because we present in Chapter 5 a method for calibration and data-extraction for
a non-optimized Mueller matrix polarimeter. The case for 24 measurements is a
intermediate step only to validate the method. The retardance values used are
shown in Table 3.2, for each of the 36 values of the intensity. The results for the
cases of 24 and 16 measurements are obtained using only the appropriate values
of the measured intensities from the same data set. This is to remove any effects
due to variations in the measured values and only to study the variations due to
the different analyses of the data.
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Table 3.2: Values of the retardances in each LCVR for each of the 36 measure-
ments. The used polarization states are as follows: H, linear horizontal; V, linear
vertical; L, left circular; +, linear at +45◦; −, −45◦, R, right circular; L, left
circular.
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Chapter 4

Experimental device

4.1 Instrument description

The motivation behind the development of this device is related to the metrology of
periodic structures and scattering from rough surfaces. There are several applica-
tions of these systems, in particular for the control of processes in microelectronics
[91]-[95].

There are different ways of approaching this problem, for example, through
ellipsometric spectroscopy (or reflectometry) that almost always measures at nor-
mal incidence. As we have mentioned in Chapter 1, we are interested in measuring
the Mueller matrix at a fixed wavelength and angle of incidence. In addition, the
system can detect angular changes in the state of polarization produced by the
sample. It is possible to take a wide range of polar and azimuthal angles, how-
ever in this work we will not move the sample or the instrument angularly, due to
the fact that in a previous work [96] a detailed characterization of the angularly
resolved scattering of light for rough surfaces was carried out. From the results
presented in that work, we selected a fixed detection angle and performed a micro-
metric spot scan on the sample, then the Mueller matrix of the sample is obtained
at each scanned point.
An important restriction for metrology in microelectonics is the size of the point
that illuminates the sample. The diffraction gratings engraved on wafers for opti-
cal metrology are of the order of 50µm x 50µm [77]. The main idea of this work,
is to illuminate with a spot size on the order of 5µm, with this we are sure that we
can study local effects in samples which allows us to perform polarimetric analysis
of them basen on a simulation using Kirchhoff approximation [16]-[18],[97].

55
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4.2 Elements of experimental assembly1

4.2.1 Source

We use a 633 nm wavelength laser diode as a light source2. The beam is spatially
filtered, suppressing intensity changes due to imperfections (dirt, scratches, etc.)
in the optics. We present in Fig 4.1 the optical power measurement to verify its
stability over a long period of time (we did one measurement every 30 seconds
for 8.5 hours, each value was obtained by averaging 250 values of optical power,
with an error of ±0.0006µW). The detector was placed after the spatial filter to
ensure that the filtered light beam was stable. As we can see in Fig. 4.1 the
optical power has some variations (the maximum variation is 0.22%) with time.
To avoid effects of these small variations of optical power on the final polarimetric
measurements, we place a beam splitter exactly at the laser output, so that the
reflected beam incident on the second detector is synchronized to normalize the
polarization measurements. With this we assure that any possible variations of
the intensity in the source will be corrected and not affect the final results of the
experiment.

4.2.2 Collimating lens

We implement two collimating lenses in the system, the first lens is to collimate
the light spatially filtered, (CL1) and the other lens is used to collect the light
(CL2) after it interacts with the sample. The lens CL2 projects a collimated beam
on the PSA, to analyze its polarization state. The lenses used are achromatic dou-
blets, designed to limit the effects of chromatic and spherical aberrations present
in single lenses. Each doublet is composed of two lenses of different materials and
refractive index, which makes it possible to focus different wavelengths at the same
point. They also correct spherical aberration on the optical axis.
For all experiments presented in this work, the entire optical window of the LCVRs
(9.5 mm) was used for the measurements; uniform illumination was applied by ex-
panding the light beam at the output of the source with the spatial filter, followed
by the collimating lens that selects and collimates only the central and homoge-
neous intensity region of the expanded beam.

1In Appendix A are presented complementary experimental details, for example all data of
the experimental graphs presented in this chapter with their associated error.

2In Appendix C are presented the data-sheet with all details
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Figure 4.1: Measurements of the Optical Power VS Time for a laser diode IIIb
Class, He-Ne, Uniphase of 20mW and a wavelength of 633 nm. We did one mea-
surement every 30 seconds for 8.5 hours, each value was obtained by averaging 250
values of optical power, with a standard deviation of ±0.0006µW)

4.2.3 Polarization State Generator (PSG)

The configuration of the polarimeter PSG is the following (see Fig. 4.2): the
linearly polarized laser beam of wavelength 633 nm is incident on the PSG after
being spatially filtered and collimated. Then, a linear horizontal polarizer, P1,
increases the purity of the incident polarization state. Two liquid crystal variable
retarders with their fast axis at 45◦ and 0◦ from the horizontal, LCVR1 and LCVR2
respectively, are modulated to convert the linearly polarized incident light into the
required polarization states over the Poincaré sphere. We will present details about
the modulation of the LCVRs in Section 1.3. The light transmitted by the LCVR2
reaches the focusing system described in 4.2.4. The light is then directed onto the
sample with a specific polarization state determined by the theoretical calculation
for the PSG presented in Chapter 3.
We have the possibility to work with a polarimeter in reflection or transmission
mode, as can be seen in Fig. 4.2. In both types of polarimeter, lens CL2 collects
and collimates the light scattered by the sample and sends it to the PSA, as we will
describe in section 4.2.6. That gives us the opportunity to perform the calibration
in the transmission mode and make measurements by reflection or transmission
depending on the sample. In this work we focus on reflective samples but the
whole calibration process was performed in transmission mode.
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Figure 4.2: Set-up of the Mueller matrix polarimeter a)Transmission and b) Re-
flection mode. We present schematically the light rays to understand how the
optical system works.
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Figure 4.3: Focus system to obtain a spot size of a few microns.

4.2.4 Focus system

One of the main ideas in this work is to use focused illumination and to measure
the polarization state of the scattering pattern produced by each point of the
studied sample. After the light goes through the PSG, it is possible to use an
aspheric lens to focus the light on the sample. This lens allows spot-sizes of the
order of microns3 (for example: 3µm, 5µm or 10µm), however, aspheric lenses
typically have a focal length of ≈ 50mm maximum. (Due to space constraints
we needed to design an optical system that allows us to obtain an illumination
beam smaller than 10µm, but that allowed us to use an image length around of
100mm). It is important to point out that the simulation with which we compare
the experimental results in our experiment uses a Gaussian beam as a source of
illumination[16]-[18]. So, we need to use the least number of optical components,
so as to reduce the aberrations introduced to the beam.

Calculations were made in an optical design program to optimize our system
and find what lenses should be used to obtain the desired parameters for the
illumination spot. We obtained an optical system that uses only 2 lenses, the
optical system is presented in Fig. 4.3. A fused silica aspheric lens (FL1) with
a focal length of 25mm and a numerical aperture of 0.50 was used to collect the
collimated light that comes out of the PSG and focuses it on a point, which is
then the object for the second focus lens (FL2, which is an aspherized achromatic
lens of 50 mm focal length). The object length for the lens FL2 is 125 mm, which
allows the system to increase the image length and in turn maintains the spot size
in the order of a few microns, as required.

The spot was measured using the traditional method of the knife-edge [75, 98,
99]. The knife-edge technique was used to measuring the minimum size of the
focused spot formed by our lens system. The relationship of the measured spot-
size is shown in Fig. 4.4 as a function of the focus depth, note that the minimal

3In appendix A.3 we present de complete data of spot-size obtained with the optical system
used in this work.
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Figure 4.4: The graph shows the size of the beam as a function of the focus depth,
using the knife-edge test to estimate the spot-size. For the test automated linear
positioning plates with resolution of one micrometer were used to perform the scan
of the knife and with this measure the optical power that comes to the photodetec-
tor accurately. An error function was obtained from the intensity measurements
as a function of the position and the derivative of that function is a Gaussian
function. In this work is consider the width of that Gaussian beam to 1/e, as the
spot-size.

spot-size measured was 3.7± 0.06µm, with an image length of 90± 0.025mm. An
important fact is that the spot-size stays under 10µm approximately in a focus
depth of 3 mm, which is required for the experiment. A table with the precise
values of the spot-size is presented in Appendix A.3.

However as we can see in Fig. 4.4 the spot-size changes when we take different
focus depths. It is important to note that the curve presented is totally experi-
mental, because we need to know precisely the size of the spot and the position
where it is minimal to be able to guarantee that the sample is illuminated with
known parameters.

4.2.5 Sample positioning system

The study surface is mounted on a pair of linear motorized control plates, which
allow us to move the sample to scan it two-dimensionally point to point4. The

4Each point with precision of a micron.
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two-dimensional movement of the linear plates to move the sample is done by a
pair of TDC001 T-CubeTM DC Servo Motor Driver[100]. These are very compact
individual channel controllers which have a manual and automatic control of the
direct current servomotors, they also have an USB connectivity to operate through
the PC. The cube has a graphical interface with the user which provides extensive
software functions. In our particular case we used LabVIEW to add the control of
the plates stages to the whole automation system of the experiment.

4.2.6 Polarization State Analyzer (PSA)

The experimental system for the polarization state analyzer, which is after a lens,
CL2 that collects and collimates the light backscattered by the sample, is formed
by two liquid crystal variable retarders LCVR3 and LCVR4 with axes at 45◦ and
0◦, respectively, followed by a linear horizontal polarizer, P2 at 0◦, after them.
The PSA in the polarimeter measure the polarization state of the collected light,
through the combination of the LCVR3 and LCVR4 at 45◦ and 0◦ using the
retardances of the Table 3.2 to generate a set of polarization states to allow us to
construct the Mueller matrix of the sample.

The PSA, the collector lens and the detector are placed on a mechanical arm,
which can move angularly to have a configuration by transmission or reflection,
by means of a rotatory plate5. The device used to move the mechanical arm was a
Universal Motion Controller (Driver Model ESP300 of Newport). The controller
coupled to a rotating plate provides an automatic or manual control system, as
required. The angular plate used provides a precision in the angular movement of
a thousandth of a degree. The rotatory positioning system is controllable through
the PC with RS232-C connection allowing us to use again LabVIEW programming
for the automated control of the system.

4.2.7 Detector

The detector used in our polarimeter6 was a Dual Channel Optical Power and En-
ergy Meter (PM320E), with its corresponding Power sensor Photodiode (S120C)
[101]. One of the advantages of this detector is the wide range of optical power
(50nW −50mW ) and wavelength (400−1100) that it detects. The photo-diode in
conjunction with the power meter has two channels that allow differential, radio-
metric and simultaneous measurements using the input aperture of 9.5mm. The
instrument has compatibility with LabVIEW to perform manual or automated
operation through the computer.

5In the Appendix C we present the data-sheet with the specification of the rotatory plate
6This detector was used in all experiments of this work.
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Figure 4.5: Intensity variation due to the detector as a function of the angle
between the two polarizers.

An important parameter to consider is the linearity of the detector to the wave-
length that we used7. To test the linearity we used a setup with two linear po-
larizers in front of the detector. Gradually varying the angle between the two
polarizers varies the intensity observed on the detector, and this should be pro-
portional to cos2(angle), the angle is taken between the two polarizers (Malus’s
law) [75], Figure Fig. 4.5 shows the results obtained, with excellent precision
(correlation coefficient R = 0.99997).

4.2.8 Automated control system

The program used to perform the automation of the experimental system was
LabVIEW, using a specific program to control the experimental set-up and allow
the control, acquisition and analysis of the Mueller matrices obtained. With the
program we have easy integration with the hardware used, specifically with the
device controllers. Another very important part is that it allows the user a simple
interaction with the interface. We will explain the functionalities in Appendix B.
In Fig. 4.6 the block diagram of the algorithm used for the automation of our
experiment is presented.

First we must define all of the initial parameters (two-dimensional motion
range and step size in the horizontal and vertical direction, step size of stages,

7Details presented in Appendix C.
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Figure 4.6: Block diagram of the program to automate the polarimeter with the
most basic aspects of the operation of all devices. In Appendix B, the complete
description of the program is presented.
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detector sampling and the set of voltage-retardance values). After setting the
parameters, all devices are initialized, the instrument connections are checked,
and the program’s logical procedure is initialized. The horizontal linear stage
moves to the starting position, after which the LCVR sets the delay values and
then the detector measures the optical power values and all data is saved. This
procedure is performed iteratively for each position of the horizontal stage and
the set of retardances that have been defined. Once the first cycle is complete,
the second linear stage moves in the vertical direction, the value is saved and the
previous cycle is repeated until it complies with the previously set parameters.

The Mueller matrices for each position are stored in a file that we can use to
analyze the behaviour of the sample studied. With this program it is possible to
scan the sample bi-dimensionally point to point with resolution up to 1 micrometer,
and we can scan an area of 25mm. Obviously if we scan a sample bigger it will
take more time to acquire the data, but we can maintain the resolution in the
measurements.

4.3 An overview of the liquid crystal variable re-

tarders
4.3. An overview of the liquid crystal variable retarders

Liquid crystal (LC) are optically anisotropic media that act locally as a uniaxial
retardation plate and exhibit optical birefringence [69]. They produce different
polarization states depending on the external applied voltage and therefore can also
be used in polarimeters [70, 71, 89]. These voltage-controlled LC devices are being
used in many different applications ranging from optical rotators or protection
sensors, to wavefront corrector devices. In this work the theoretical basis of a
polarimeter using a set of LC variable retarders (LCVR), all of them in the input
and output optical paths is presented. As we described before in this work, the
first two LCVRs are combined to act as the polarization-state generator with the
second two forming the polarization-state analyzer. In this way, 16 intensities
are recorded, each corresponding to a different independent combination of states
PSG-PSA. With this set of intensities the Mueller matrix of the sample and its
polarization properties can be computed.

In a nematic liquid crystal the molecules are distributed randomly as in a liquid
but orient themselves in the same direction. In their nematic phase, liquid crystal
molecules have an ordered orientation, which together with the stretched shape
of the molecules creates an optical anisotropy. When an electric field is applied,
the molecules align to the field and the level of birefringence is controlled by the
tilting of the LC molecules, as can be seen in Fig. 4.7
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Figure 4.7: We present the diagram of operation from the LCVR implemented in
this work, [102].

We use the Full Wave Liquid Crystal Variable Retarder LCC1223 from Thor-
labs, this uses a nematic liquid crystal cell to function as a variable wave plate.
The absence of moving parts provides quick switching times on the order of mil-
liseconds. This retarder is used directly with the LCC25 liquid crystal controller
also from Thorlabs. The LCC1223 has anti-reflection(AR) coating for visible light
from 350 to 700 nm. The retarder features a 10mm clear aperture. Each of the
liquid crystal variable retarders consists of a transparent cell filled with a solution
of Liquid Crystal molecules. The orientation of the LC molecules is determined
by the alignment layer in the absence of an applied voltage. The alignment layer
is composed of an organic polymide (PI) coating whose molecules are aligned in
the rubbing direction during manufacturing. Due to the birefringence of the LC
material, this LC retarder acts as an optically anisotropic wave plate, with its slow
axis, marked on the mechanical housing, parallel to the surface of the retarder.
Two parallel inner faces of the cell wall are coated with a transparent conductive
film so that a voltage can be applied across the cell. When an AC voltage is ap-
plied, the LC molecules will reorient from their default alignment according to the
applied Vrms

8.

LCVR Characterization

We characterized the relationship between the observed retardance and the applied
voltage in order to verify the manufacturer’s characterization and to be able to
produce a set of polarization states with high precision. Here we focus on the

8In the Appendix C is include the data sheet of the LCVRs used.
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most significant properties involved in the operation of the LCVRs for optical
applications: the optical axes position, retardance and transmittance.

4.3.1 Measuring the optical axis position

In order to characterize the retarders, we need to find their fast axes. The experi-
mental determination of the orientation of this axis can be performed by placing
the retarder between two linear polarizers. The first polarizer is used to generate
the linearly polarized light that will pass through the retarder and the second to
analyze the light transmitted by it. The polarizers must be oriented so that the
polarization direction of one of them is orthogonal to that of the other. By rotat-
ing the retarder until the transmitted intensity (or power according to what our
detector measures) is minimal, the orientation of the retarder axis can be located,
since the lack of detected light will indicate that one of the axes of the retarder
is parallel to the direction of the incident polarization. Although this technique
allows us to find the orientation of the axis, it does not distinguish between the
two axis, then, it will be necessary to determine which axis it is (fast or slow),
using known information of the optical elements or information provided by the
manufacturer. Using that method, in Fig. 4.8 it is shown that for the first voltages
(0-6 Volts) of each LCVR, the relative fast axes position presented a variation of
less than 0.5◦.

4.3.2 Measuring the retardance-voltage relationship

Fig.4.9, shows a schematic diagram of the typical set-up used to characterize the
retardance function of the variable retarders. The light to be analyzed passes
through a linear polarizer, then through a variable retarder with its optical fast
axis at 45◦ to the linear polarizer axis. Then, the light passes through a linear
polarizer with its tranmission axis perpendicular to the axis of the first polarizer.
Finally, the intensity of the light transmitted by the optical system is measured.
The detected light intensity depends on the retardance, which also depends on the
birefringence of the variable retarder [103].

Theoretical modelling of the LCVR characterization

Analogously to the theoretical calculation made for the PSG and PSA in Chapter
3, we can make the calculation for the system presented in Figure 4.9. By using a
combination of Stoke vectors and Mueller matrices, the optical system affects the
Stokes vector of the light through the following relation:

Sout = MsysS
in, (4.1)
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Figure 4.8: Optical axes position for liquid crystal variable retarders. The resul-
tant error bar for each measurement is smaller than its distinct symbol. If we
average the relative axis position of each LCVR, we obtain LCV R1 = 355◦± 0.5◦,
LCV R2 = 357.5◦ ± 0.5◦, LCV R3 = 358.62◦ ± 0.36◦, LCV R4 = 357.38◦ ± 0.33◦.

Figure 4.9: Set-up used to characterize the Liquid Crystal Variable Retarders.
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where Sin is the Stokes vector of the light coming out of the source, Sout is the
Stokes vector of the light at the detector. The detected intensity I is the first term
of the Stokes vector Sout, which is

I = Sout0. (4.2)

The term Msys in Eq. 4.3 is the Mueller matrix of the system and can be written
in terms of the Mueller matrices of each of the components in the system; namely,

Msys = MP2(90◦)MR(δ, 45◦)MP1(0◦), (4.3)

where MP2(90◦) and MP1(0◦) are the Mueller matrices of the linear polarizer with
its transmission axis at 90◦ and 0◦, respectively. MR(∆, 45◦) is the Mueller matrix
of a retarder of retardance ∆ with its fast axis at 45◦. Then, the Mueller matrix
for the system becomes

Msys =
1

4


1 −1 0 0
−1 1 0 0
0 0 0 0
0 0 0 0




1 0 0 0
0 cos∆ 0 −sin∆
0 0 1 0
0 sin∆ 0 cos∆




1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0



=


1−cos∆ 1−cos∆ 0 0
−1+cos∆ −1+cos∆ 0 0

0 0 0 0
0 0 0 0


. (4.4)

To perform the calculation of the output Stokes vector of the light in the
detector, after passing through the second polarizer, we need a particular value of
the input Stokes vector(for the light arriving at the first polarizer). We assume
the incident light to be unpolarized. Substituting Eq. 4.2 into Eq. 4.3 with the
Stokes vector of the incident light given by

Sin =


1
0
0
0

 , (4.5)

and the detected intensity I becomes

I = A(1− cos∆), (4.6)

where ∆ is the retardance of the liquid-crystal cell and A is a constant that depends
on the experimental parameters such as the absorption and extinction ratio of the
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poalrizers and the incident intensity. The maximum intensity Imax, is achieved
when cos∆ = −1. Thus, substituting this value in Eq. 4.6 we obtain

Imax = A(1 + 1) = 2A, (4.7)

so that in this case

A =
Imax

2
, (4.8)

and, Eq. 4.6 becomes

I =
Imax

2
(1− cos∆). (4.9)

Therefore, the retardance of a LCVR as function of the detected intensity is given
by

∆ = cos−1(1− 2I

Imax
). (4.10)

Experimental characterization and phase unwrapping procedure

We present in Fig. 4.10 the relationship between detected light intensity and the
voltage applied to the liquid crystal variable retarder 1, for a wavelength of 633 nm.
The error associated to each measurement is about ±0.0006µW which represents
the standard deviation of a set of 100 optical power measurements performed for
each applied voltage value. The measurement time was 0.001 seconds. Then, for
each value of optical power measured by the system in Fig. 4.9 presented in Fig.
4.10 we can apply Eq. 4.10 to obtain the retardance in degrees as a function of
the applied voltage to the LCVR1.

In Fig. 4.11, the variation of the retardance curve (in degrees) with the applied
voltage is shown, but this phase is ”wrapped” into a range from 0◦ to 180◦. This
range is due to the application of Eq. 4.10, where the inverse cosine is limited to
values between 0 and π. Because the actual retardance values cannot be extracted
directly form the physical signal, it is necessary to perform a phase unwrapping.

Phase unwrapping procedure

The experimental procedure described above generates data in the range between
0◦ and 180◦. Due to the trigonometric functions that are used in the analysis
procedure an analysis known as ”phase unwrapping” must be performed on the
experimental data to indirectly obtain the original, continuous function of the
applied voltage to retardance relationship by removing discontinuities known as
”phase jumps” (as can be seen in Fig. 4.11). This problem can be solved for
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Figure 4.10: Intensity of Light VS. Applied voltage to the liquid crystal variable
retarder 1 (the same process was implemented to all LCVRs) using a wavelength
of 633nm at T = 22◦C. Measurements were made in steps of 0.01V, from 0 to 25
V.

Figure 4.11: Optical retardance as a function of the voltage applied to the LCVR1
for a wavelength of 633 nm at T = 22◦C. The section labelled A need to be
corrected using the phase unwrapping procedure.



4. Experimental device 71

Figure 4.12: Curve resulting from the first phase unwrapping procedure. It is
necessary to repeat step 4 of the phase unwrapping in the section labeled B.

low-noise data by integrating the wrapped phase over the full domain of voltage
values [104]-[107]. The final result is a continuous curve that shows the full range
of variation of the optical retardance with applied voltage, which usually spans
more than a wavelength (0◦ − 360◦).
To perform the phase unwrapping on our experimental results, the following steps
are used. First, it is necessary that the final shape of the experimental curve be
smooth, with no discontinuities or sudden changes in the slope. Second, sections
of the curve that need to be corrected (for phase jumps) must be identified. For
Example, Fig. 4.11 shows section A on the curve of the experimental results that
need to be corrected. Third, one must identify sections of the curve where the
phase can be smoothed by multiplying the values of the phase by -1(if it is the
case). Fourth, in the sections where the phase exceeds the values of 180◦, the curve
can be corrected by correcting the phase using

∆
′
= 2∆max −∆, (4.11)

where ∆max is the largest value of the retardance on the current version of the
curve. For example, in Fig. 4.11 the highest value is seen to be ∆max = 180◦. Here,
∆ is the value of retardance that needs to be corrected and ∆

′
is the corrected

retardance value. Section A on Fig. 4.11 was corrected following steps 3 and 4,
respectively, and the result is shown in Fig. 4.12. As can be seen, there is another
section that needs to be corrected (section B). Thus, it is necessary to repeat step
4 (now with ∆max equal to 360◦) to obtain the experimental curve given by Fig.
4.13. Each time the fourth step is repeated the value of ∆max is readjusted.
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Figure 4.13: Curve resulting from the second phase unwrapping procedure.

Figure 4.14: Final characterization curve for the LCVR1 in nanometers, which was
obtained applying the phase unwrapping procedure twice. The resulting curve has
the same behaviour as the curve of the manufacturer.
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Figure 4.15: Curves of the final characterization for the Liquid Crystal Variable
Retarders used in the PSG and PSA of our polarimeter. We used the same proce-
dure described by Fig. 4.10 - 4.14 for al LCVRs

Table 4.1: Experimental values of the relationship retardance-voltage. These val-
ues were obtained using the characterization curves presented in Fig.4.15. The
associated error is calculated considering the standard deviation of the average of
voltage values chosen in the characterization curves, according to the retardance
value required.

Therefore, by solving the phase unwrapping problem, we get a continuous curve
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that shows the full range of variation of the optical retardance with the applied
voltage, as seen in Fig. 4.14. This curve presented in nanometers has the same
behaviour as the curve presented by the manufacturer [102].

Fig. 4.15 presents the characterization curves of the four liquid crystal variable
retarders, these curves were used to choose the voltage and then the retardance
applied to the PSG and PSA in our polarimeter, as shown in Table 4.1.

4.3.3 Optical transmittance behaviour of the LCVRs

The operational definition of the optical transmittance is given by[75]

T =
It
Ii
, (4.12)

Figure 4.16: Voltage dependence of the optical transmittance in the LCVRs for a
wavelength of 633 nm. The associated error for each measurement is presented in
Appendix G.

where It is the irradiance transmitted by a sample (LCVR) and Ii is the incident
irradiance on the sample. This definition is only valid for light at normal incidence
angle on the surface of a material. Hence, for a constant Ii, It was measured for each
applied voltage value as shown in Fig. 4.16. In this case, the lowest measured value
corresponds to a transmittance reduction between 2.5% to 7% and the maximum
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Table 4.2: Transmission coefficients of the polarizing optical elements in the po-
larimeter built in this work. Although the nanoparicle linear polarizers have a
lower transmission than the Glan Thompson polarizers, they are more compact
for the implementation inside the polarimeter, besides that we only have a Glan
Thompson polarimeter.

variation with the applied voltage represents a change of 0.6%. This variation
should produce a negligible effect on the results of the polarimetric measurement
methods proposed in Chapter 2 and 3. This procedure was repeated on four
LCVRs obtaining the results shown in Fig.4.16. On the other hand, measurements
of the transmission coefficient for the rest of the optical elements of our polarimeter
are presented in Table 4.2.

4.4 Mueller matrices of known samples
4.4. Mueller matrices of known samples

The experimental procedure to perform the measurement of the experimental
Mueller matrix is as follows.

• We need to establish the parameters in the experimental set-up, for example
the size of the movements in the linear stage.

• For known samples that are composed of transmitting materials, the num-
ber of measurements that will be made (for example 16, 24 or 36 intensity
measurements), is chosen in the program, according to the Table 3.2.

• The measurement time is established (each measurement takes 1 ms) in the
program and is not modified unless variations are required to perform specific
time-related tests.
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• The angle of the polarimeter arm is set to fix the position at lens CL2, the
PSA and the detector are placed. The default value is 45◦, although it is
possible to change it, if it is required. We should only consider that this
angle is limited by the dimensions of the mounts, and is valid in the range of
30◦-90◦. There are some works [96] where studies are carried out focusing on
the variations of this angle, here we focus only on the effect on polarization
changes when the light interacts with the sample at a fixed angle.

• The spot-size can be changed with the displacement of the surface and de-
tection arm with a micrometric positioning linear stage (resolution 25µm),
using the characterization curve presented in Fig. 4.4. We use a fixed spot
of 3.7µm and a image length of 90mm, which allows us to concentrate our
attention on the effects of the polarization changes produced by the surface
when it is illuminated point to point with a focused beam.

• When we analyze unknown reflecting samples, it is necessary to include in
the program the scan parameters of the sample, typically we are going to
use a scan of 30µm x 30µm with step of 1µm.

• The experimental data of the Mueller matrices are ordered and stored in a
text file which we can easily analyze.

In Fig. 4.17 we present the experimental set-up of the final polarimeter. The
measurements to calibrate the system and the measurement of the known samples
are performed in transmission mode, because the samples used are made of trans-
mitting materials. In Fig. 4.17 we also present the polarimeter in reflection mode,
this configuration allows us to carry out the measurements of unknown samples in
Chapter 5.

Before making measurements of the Mueller matrix of any unknown optical
sample, it is advisable to first measure that of some element with known matrix,
such as vaccum(air), a polarizer(with optical axes at 0◦, 45◦, 90◦ and −45◦), a
retarder (with optical axis at 30◦), etc. In this way it is possible to make an
assessment of the reliability of the method and the components of the system, as
well as comparing the results that are obtained experimentally with the theoretical
results reported in the literature [66].

In Eq. 4.13 to Eq. 4.17 we present the experimental Mueller matrices obtained
with our polarimetric device, which are known matrices of the known samples.
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Figure 4.17: Experimental device of the polarimeter design and built in the present
dissertation. a) Polarimeter in transmission mode and b) Polarimeter in reflection
mode.
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Mair =


0.9997 −0.0039 −0.2492 0.2430
−0.0383 0.9539 0.2910 0.1997
0.1754 −0.0088 0.8689 −0.0160
−0.0616 −0.1997 0.0542 0.9181

±


0.001 0.001 0.145 0.003
0.001 0.001 0.193 0.002
0.227 0.005 0.010 0.010
0.001 0.004 0.001 0.001


(4.13)

MPol.0◦ =


1.0000 0.9210 0.2618 0.2613
0.9597 0.8852 0.2521 0.2517
−0.2051 −0.1863 −0.0620 −0.0604
0.0226 0.0230 −0.0006 0.0014

±


0.001 0.0008 0.0083 0.0062
0.0003 0.0010 0.0081 0.0062
0.0026 0.0028 0.0065 0.0048
0.0045 0.0045 0.0055 0.0043


(4.14)

MPol.45◦ =


1.0000 −0.0440 0.9308 0.1712
−0.0401 −0.0021 −0.0125 0.0061
0.8672 −0.0016 0.9749 −0.0162
0.2100 0.0597 −0.0410 −0.0897

±


0.0001 0.0078 0.0436 0.2349
0.0086 0.0081 0.0417 0.0084
0.0160 0.0674 0.0212 0.3534
0.0703 0.1243 0.5494 0.1337


(4.15)

MPol.90◦ =


1.0000 −0.8450 −0.2410 −0.2099
−0.9556 0.8100 0.2307 0.2009
0.1834 −0.1590 −0.0419 −0.0340
−0.0283 0.0293 0.0068 0.0068

±


0.0001 0.0035 0.0013 0.0020
0.0001 0.0033 0.0013 0.0019
0.0004 0.0004 0.0025 0.0007
0.0001 0.0001 0.0008 0.0007


(4.16)

MPol.135◦ =


0.9596 0.1052 −0.9535 0.1586
0.0165 0.0023 −0.0947 0.0205
−0.9547 −0.0467 0.8245 −0.0908
−0.2708 −0.0497 0.1811 −0.1917

±


0.0700 0.0592 0.0007 0.0121
0.0102 0.0007 0.1259 0.1259
0.3419 0.0581 0.4984 0.0942
0.1802 0.0010 0.3065 0.0856


(4.17)

As we can see from Fig. 4.18, the Mueller matrices are not exaclty the expected
matrices. The differences between the experimental matrices and the theoretical
matrices [66] are mainly due to errors in the angles of the fast axes of the retarders,
errors in the values of the retardances used in the variable retarders to produce
the required incident and detected Stokes vectors used, and it may be that, to a
lesser extent, the quality of each polarizing element.

These differences between the theoretical Mueller matrices and the Mueller
matrices measurements of our known samples, suggest that the precision of the
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polarimeter for known samples will be reliable only up to the first significant figure,
reaching errors of up to 22%. To reduce the errors of our instrument, and improve
the accuracy of the polarimeter it is possible to approach the problem in two
different ways: manual adjustments can be made in the experiment, however there
will always be systematics errors; the other option is to work with a calibration
and data extraction program that considers the errors present in the instrument
in such a way that accuracy of the instrument is improved. Details about the data
extraction program will be presented in Chapter 5.

Figure 4.18: Mueller matrices of a known samples, blue lines show the experimental
results and the orange lines the theoretical values for air, horizontal polarizer(0◦),
polarizer at 45◦, vertical polarizer (90◦) and polarizer at 135◦, respectively.
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Chapter 5

Calibration and data extraction
method

In this Chapter we present a method for calibration and data-extraction for non-
optimized Mueller matrix polarimeters. The advantage of this method is that it is
a very precise method to estimate the Mueller matrix, and allows a reduction in
measurement time to compensate the time used by our polarimeter presented in
Chapter 4, which is a scanning polarimeter. The calibration process requires the
measurement of four known polarization devices. Here we use free-space trans-
mission, a horizontal and a vertical linear polarizer, and a quarter-wave retarder
with its fast axis at 30◦ to the horizontal. Experimental measurements of rotat-
ing quarter-wave, half-wave retarders and a linear polarizer show that very good
results can be obtained with the proposed fitting optimization method.

5.1 Fitting Optimization Method

The method proposed here does not require exact optimization of the experimental
system to reduce the condition number, and uses calibration samples to calculate
the errors in the experimental system. These errors include the experimental align-
ment errors, experimental errors in the retardance values in the variable retarders,
and also the errors introduced in the calculation method. During calibration, all of
these errors are calculated assuming that the data-extraction algorithm is perfect
and introduces no errors, and that the only errors are alignment and retardance
errors in the experimental system. Because of this, the calculated errors obtained
in actual measurements for a fixed experimental system, but with different calcu-
lation methods, are different, reflecting the different error propagation for different
calculation strategies.

In this work, although the retardance values were chosen to give the values
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of the incident and detected polarization states required by the method of Bickel
and Bailey [87], it is possible to use other methods to extract the sample Mueller
matrix from the measured intensities. The Bickel and Bailey method was used so
that the optimized and non-optimized cases could be studied with the same data
set, only changing the calculation method.

In our system for measuring the polarization of scattered light, we are interested
in measuring the Mueller matrix from one point to another in the studied sample.
This means that a stable and accurate method for extraction of polarimetric data
from non-optimized polarimeter must be implemented. As we presented in Chapter
3, to change the condition number in the experiment, the number of independent
polarization states should be changed. For an optimized system six incident Stokes
vectors and six detected Stokes vectors were used; these were linear horizontal (H),
linear vertical (V), linear at +45◦(+), linear at −45◦(−), right circular (R), and left
circular (L) polarized light. This meant that there were 36 intensity measurements
made. The characteristic matrix for the PSG and the PSA in this case is given
again by Eq. 3.1 and the condition number for this matrix is κ6 = 1.7321, the
optimized value.

For the non-optimized case we used only four incident Stokes vectors and four
detected Stokes vectors; linearly horizontal, vertical, at +45◦ and right circular
polarized light. This requires 16 intensity measurements and has a PSG and PSA
characteristic matrix given by Eq. 3.2, with a condition number of κ4 = 3.2255,
wich indicates that the system is not optimized [90].

The relation between the measured intensity values and the unknown sample
Mueller matrix values was given in Table 3.2. In practice we measured only for
the case of 36 measured intensities, and then selected the appropriate data for the
case of 16 (four incident and four detected Stokes vectors, see Fig. 5.1), to use the
same dataset for each case and ensure that any variations in the results were due
to the calculation method.

The experimental system shown in Fig. 5.2 was modeled using the Mueller
matrix formalism presented in Chapter 3.3 and 3.4, where we developed the model
of the polarization state generator and analyzer. So, we can write the Mueller
matrix of the complete system as:

M = M(P2,0◦)R4(∆4, θ4)R3(∆3, θ3)MSR2(∆2, θ2)R1(∆1, θ1)M(P1,0◦), (5.1)

where M(P,0◦) is the Mueller matrix of a polarizer with the transmission axis at an
angle θP = 0◦, and Ri(∆i, θi) is the Mueller matrix of a retarder with retardance
∆ and angular position of the fast axis θi. MS is the Mueller matrix of the
sample. The proposed method involves two steps: a calibration step, and the
data-extraction step to obtain the sample Mueller matrix. In the calibration step,
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Figure 5.1: Set of retardances for 16 and 36 measurements. The used polarization
states are the same presented before: H, linear horizontal; V, linear vertical; +,
linear at +45◦; −, linear at −45◦ ; R, right circular; L, left circular.

Figure 5.2: Experimental setup for a Mueller-matrix polarimeter. The angles
associated with each component refer to the relative angle of the optical axis of
that component with respect to the horizontal plane.
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four known samples were used: no sample (transmission in air), a horizontal linear
polarizer, a linear polarizer at 45◦, and a quarter wave retarder with its fast axis at
30◦, Fig. 5.3. These were used as they are the samples often used for calibration
with other methods. This gives four sets of intensity measurements obtained with
known samples.

Figure 5.3: Schematic diagram of the four calibration samples used in the method.

The intensities will not be exactly the same as the ideal system model because of
errors in the angles of the fast axes of the retarders (four error parameters, one
for each variable retarder), and errors in the values of the retardances used in the
variable retarders to produce the required incident and detected Stokes vectors.
This second error source requires one error parameter for each different retardance
value in the variable retarders, and depends on the particular combinations of
retardance values and the number of incident and detected Stokes vectors used.
In our case, we had 12 retardance values for 16 intensity measurements, and 15
retardance values for 36 intensity measurements. We also included errors in the
angles of the two polarizers in Fig. 5.2 (two error parameters) and errors in
the position of the transmission axis of the sample polarizer for the calibration
samples (two error parameters) and in the fast axis angle and the retardance value
of the sample retarder plate (two error parameters). This gives a total of 22 error
parameters for the case of 16 intensity measurements, with a total 64 intensity
measurements for the four calibration samples; and 25 error parameters for the case
of 36 intensity measurements, with a total of 144 intensities for the four calibration
samples. Then the model intensities were fitted to the measured experimental
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intensity values using the error parameters described above as fitting parameters,
using a standard non-linear fitting procedure, such as the ”Powell” algorithm from
Numerical Recipes in C, which we used. While it is true that the non-linear
fitting algorithms can be unstable for large numbers of fitting parameters, we have
found that, for the cases presented here, the algorithm was very stable and very
fast (a few seconds on a 2.70 GHz PC). We found that we required a double
fitting procedure to have accurate results; the fitting algorithm was performed for
a given tolerance parameter, then the optimization directions were reset to the unit
vectors and the fitting algorithm was run again. This procedure was found to give
better results than simply reducing the tolerance parameter, probably because of
numerical errors in the calculations. Another important point for these algorithms
is the proposed starting solution for the fitting process. In all cases here, we used
the ideal designed experimental system as the starting solution.

The second step is the calculation of the Mueller matrix of an unknown sam-
ple. In this step the error parameters calculated in the previous step are assumed
as known, fixed errors, so that we know the system parameters exactly, and the
sixteen elements of the unknown Mueller matrix, MS′ , are now the unknown pa-
rameters to be fitted. Again, we fit the model intensity values for the unknown
sample, using MS as the fitting parameters. Notice that in the worst case we have
16 parameters with 16 measurement values, but again the ”Powell” algorithm from
Numerical Recipes in C [108] was very stable and fast, less than 5 seconds running
time on a 2.70 GHz PC. The starting solution in all cases presented here was the
unitary matrix, and was reset to the same matrix for each angle of the rotating
samples presented in the results section.

5.1.1 Experiment details for calibration

Fig. 5.2 shows the configuration of the polarimeter with no focus system, how-
ever we are interested in calibrating the complete system described extensively
in Chapter 4. The diagram in Fig. 5.4 implements a system which focuses the
light beam on the study sample to be analyzed point by point. We use the trans-
mission polarimeter to perform the calibration through the fitting method. We
present results of the calibration and data extraction for this system, as well as
the advantages and scopes of the calibration method that we are proposing. Thus
a complete calibration of our polarimeter is obtained to measure polarization of
scattered light of different samples in the next Chapter.

The calibration procedure consisted of measuring 36 consecutive intensities for
a predefined set of voltages applied to the LCVR’s for each orientation of the
standard optical component used as calibration sample, we measured only for the
case of 36 intensity values, that is with six incident Stokes vectors and six detected
Stokes vectors. The retardance values used are shown in Table 3.2, for each of the



86 5.1. Fitting Optimization Method

Figure 5.4: Schematic diagram of the four calibration samples used in the fitting
method including the focusing system.

36 values of the intensity. The results for the case of 16 measurements (four incident
and four detected Stokes vectors), were obtained using only the appropriate values
of the measured intensities from the same data set. This was to remove any effects
due to variations in the measured values and only study the variations due to the
different analysis of the data.

The optical components were then rotated in steps of 10◦ from 0◦ to 180◦.
As we mentioned previously, we used as calibration samples known optical com-
ponents, then we obtained data for simple transmission without any sample for
which the expected Mueller matrix is the identity matrix. The data corresponding
to the polarizer, quarter waveplate and no sample where then processed as the
four sets of measurement samples required by the fitting method proposed in this
chapter.

In order to reduce random errors and noise, each value of the intensity was
averaged over 10 individual measurements, with each measurement taking 10ms,
that is a total of 100ms per measurement but with a dead time due to the changes
of retardance and the response time of the LCVRs of around 100ms.

5.1.2 Results of the calibration

We implemented a quarter-wave plate (QWP), a half-wave plate (HWP) and a
linear polarizer, all of them rotating over a range of 0◦ to 180◦. These samples
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have been used as standard, known, samples in the literature [109],[110]. The
results are presented in Fig. 5.5 to Fig. 5.10. The blue colour shows the ideal
theoretical curves for the Mueller matrix element for a QWP (Fig. 5.5 and Fig.
5.6), a HWP (Fig. 5.7 and Fig. 5.8) and a Linear Polarizer (Fig. 5.9 and Fig.
5.10).

Figure 5.5: The ideal theoretical curves for the Mueller matrix element val-
ues(blue), the experimental results of the Mueller matrix element values calculated
using the direct (Bickel and Bailey) method (green) and using the fitting method
(red) for a rotating QWP, for the case of 16 intensity measurements.

Also in these figures we present the experimental results of the Mueller matrix
element values calculated using the direct (Bickel and Bailey) method in green
and using the fitting calibration method proposed here in red for the same samples
(QWP, HWP and a Linear Polarizer). We present the results for both an optimized
system (36 intensities) and the non-optimized case (16 intensities).

The first case we will analyze is the case of 16 intensity values, which is the non-
optimized case for the QWP. Fig. 5.5 shows the results of the direct calculation of
the unknown Mueller matrices using the Bickel and Bailey equations presented in
Eq.3.37, and the results of the fitting method proposed here. The ideal theoretical
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values of the Mueller matrix elements for the rotating QWP are presented as
the blue points. Figure 5.6 shows the same results as Fig. 5.5, but using the
optimized case, that is the case of 36 intensity values. It can be seen that for
the non-optimized case, the values of Mueller matrix elements using the fitting
method are nearer to the theoretical case than the results presented using the
direct method.

Figure 5.6: The ideal theoretical curves for the Mueller matrix element values
(blue), the experimental results of the Mueller matrix element values calculated
using the direct (Bickel and Bailey) method (green) and using the fitting method
(red) for a rotating QWP, for the case of 36 intensity measurements.

The optimized case (see Fig. 5.6) presents the same results as for the case of
16 intensity values, i.e. the values of the Mueller matrix with the fitting method
and closer to the theoretical values than the results using the direct calculation.
Because we have an optimized system, the results presented using the direct calcu-
lation (Bickel and Bailey) present an improvement compared to the non-optimized
case, however the fitting procedure continues to show a better behaviour when
we make the element-by-element comparison of the Mueller matrix for the QWP.
Thus, the calibration procedure using the fitting method presents very good results
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for a quarter-wave plate.

For the HWP we find the same performance in the results as those presented
for the QWP. As can be seen in Figures 5.7 and 5.8 using the fitting method to
calibrate the Mueller matrix of the half-wave plate, it is possible to obtain better
results when we compare the Mueller elements of the matrix with the ideal theo-
retical case, than when we make the comparison of the Mueller matrix elements
using the direct method. The results show the same behaviour for both the opti-
mized and non-optimized cases. It is very clear in Fig. 5.7 that the non-optimized
case presents very poor results, and the Mueller matrix elements are very different
from the theoretical case when the matrix elements are calculated using the direct
method. The optimized case can improve these results, however they are not as
good as when we use the fitting method to calibrate (see Fig. 5.8). Again, the
calibration procedure using the fitting method presents very good results, in this
case of a half-wave plate.

Figure 5.7: The ideal theoretical curves for the Mueller matrix element values
(blue), the experimental results of the Mueller matrix element values calculated
using the direct (Bickel and Bailey) method (green) and using the fitting method
(red) for a rotating HWP, for the case of 16 intensity measurements.
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Figure 5.8: The ideal theoretical curves for the Mueller matrix element val-
ues(blue), the experimental results of the Mueller matrix element values calculated
using the direct (Bickel and Bailey) method (green) and using the fitting method
(red) for a rotating HWP, for the case of 36 intensity measurements.

Analogous to the analysis carried out in previous paragraphs for the QWP and
HWP, we can analyze the results for the Linear Polarizer rotating from 0◦ to 180◦.
It can be seen in figures 5.9 and 5.10 that again the fitting method shows very good
results when we do the element-by-element comparison of the Mueller matrix with
the ideal theoretical case. In optimized and non-optimized cases, it is possible to
observe the same behaviour. When performing the calculation with 36 intensity
values for the direct method, we observe that the results improve considerably,
however, we observe that the results are closer to the ideal theoretical case when
we use the fitting method.
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Figure 5.9: The ideal theoretical curves for the Mueller matrix element values
(blue), the experimental results of the Mueller matrix element values calculated
using the direct (Bickel and Bailey) method (green) and using the fitting method
(red) for a rotating linear polarizer, for the case of 16 intensity measurements.
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Figure 5.10: The ideal theoretical curves for the Mueller matrix element values
(blue), the experimental results of the Mueller matrix element values calculated
using the direct (Bickel and Bailey) method (green) and using the fitting method
(red) for a rotating linear polarizer, for the case of 36 intensity measurements.

The errors between the calculated Mueller values and the theoretical values are
given in Figures 5.11, 5.12 and 5.13, for a QWP, a HWP and a Linear Polarizer,
respectively. We present the error in terms of the root mean square error (RMS1)
differences between the calculated cases and the theoretical values, for each Mueller
matrix element. For each sample we present the RMS error for the direct method
and the fitting method, for both optimized a non-optimized cases. It can be seen
that the fitting method proposed in this work has a smaller total RMS error than
the direct method in all cases.

If we analyze Fig. 5.11, it can be seen that for the non-optimized case the
RMS is reduced for each element between 12.91% to 97.04%, with an average
reduction of the RMS error of 77.08%, when we do the calibration using our fitting

1The RMS is defined RMS =

√
1

N

∑N
n=1(Mexp

i −M theo
i )2 where the subindex i indicates

one particular Mueller matrix element, the subindex n indicates the angle at which the Mueller
matrix is calculated, and N is the number of rotation angles in the measurement of each Mueller
matrix.
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Figure 5.11: Values of the RMS differences between the calculated values an the
theoretical values for the direct and fitting calculation methods, for non-optimized
and optimized polarimeters, using a rotating QWP as a sample. The X-axis rep-
resent each of the sixteen Mueller matrix elements.

Figure 5.12: Values of the RMS differences between the calculated values an
the theoretical values for the direct and fitting calculation —methods, for non-
optimized and optimized polarimeters, using a rotating HWP as a sample. The
X-axis represent each one of the sixteen Mueller matrix element.
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Figure 5.13: Values of the RMS differences between the calculated values an the
theoretical values for the direct and fitting calculation methods, for non-optimized
and optimized polarimeters, using a rotating Linear Polarizer as a sample. The
X-axis represent each one of the sixteen Mueller matrix element.

Figure 5.14: Percentage values of the total RMS differences between the calculated
values and the theoretical values for the different calculation methods after the
calibration procedure.
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method. For the case the QWP using 36 intensity values we obtain that the RMS
error is reduced by the calibration between 11.58% and 92.51%, with an average
reduction of the RMS error for all cases of 69.78%. For completeness in Fig. 5.14
the percent RMS error between the calculated Mueller values and the theoretical
values for a QWP, a HWP and a Linear Polarizer are presented, and which show
consistent performance. The RMS average reduction is bigger for the 16 intensity
values than the case of the 36 intensity values in all samples studied, because the
optimized cases should be better than the non-optimized cases, which is true in
our experiment.

Finally we can conclude this chapter highlighting the advantage of having de-
veloped a calibration system through a nonlinear fitting algorithms to find the real
parameters of an experimental polarimeter with four known calibration samples.
The calibration samples used were free-space propagation, a horizontal and a ver-
tical linear polarizer, and a quarter-wave retarder with its fast axis at 30◦ to the
horizontal direction. Then the errors in the polarimeter are assumed fixed and a
new adjustment is made to find the 16 elements of an unknown sample Mueller
matrix. Experimental data for a rotating quarter-wave, half-wave and a linear
polarizer showed very good results. The results presented show that the RMS is
even smaller for the case of a non-optimized system using our fitting method, than
when an optimized polarimeter is implemented using the direct method of Bickel
and Bailey to measure the Mueller matrix of the measured intensities. We found
that the average reduction of the RMS when calibrating a polarimeter using our
fitting method is up to 77.08 percent, which is an extremely important result in
this thesis because it will allow us to measure very accurately the Mueller matrix
of a structured surfaces in the next Chapter, this will allow us to reduce the time
used for the measurements of the Mueller matrix on a sample point-to-point.
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Chapter 6

Polarimetry Application

Through the implementation of the polarimeter developed in this work, an appli-
cation for the study of structured surfaces is presented. Firstly, the present work
will be put into context within the techniques of optical microscopy, describing
the most used techniques and the implementation of Mueller polarimetry for the
characterization of surfaces. The principles of the Kirchhoff approximation will be
described and numerical results presented for the restriction of variables for our
system. The manufacturing methods of the surfaces will be presented to be able
to make the comparison of the theory and the experiment, concluding with the
validity and scope of the system.

6.1 Overview of Metrology and Polarization

Polarized light micro-imaging that combines optical microscopy with polarization
modulation techniques plays an important role in various research fields, such as
optical mineralogy [111], optical crystallography [112], biomedicine [113]-[115] and
metrology [116]–[119]. To acquire more details of spatially distributed informa-
tion of a sample, a high-numerical-aperture (high-NA) objective lens (OL) is often
employed for a high lateral resolution [67, 120]. Another point of view is of a dif-
fuser system illuminated by a beam of determined wavelength, the Mueller matrix
(MM) is a polarimetric result as it contains all the information on the intensity
and state of polarization of the emerging light. This implies that the measure of
the MM of a system is a tool to characterize the behaviour of that system, while it
may not be unique, it can be part of the solution of the inverse problem. The are
numerous works that address the connections between the MM of a system and
its properties, both optical and geometric [30, 121, 122].

The semiconductor industry continues to drive pattering solutions that enable
devices with higher memory storage capacity, faster computing performance, and

97
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lower cost per transistor. These developments in the field of semiconductor man-
ufacturing along with the overall minimization of the size of transistor require
continuous development of metrology tools used for characterization of these com-
plex three-dimensional device architectures [91].

Ellipsometry-based scatterometry has been introduced to monitor the critical
dimension (CD) and overlay of grating structures in semiconductor manufacturing.
It measures the change of ellipsometric angles in the zeroth-order difracting beam
that is scattered from the periodic structure. Among the various types of ellipsom-
etry, Mueller matrix polarimetry (MMP), can obtain up to 16 quantities of a 4x4
Mueller matrix. Consequently, MMP-based scatterometry can acquire much more
useful information about the sample and thereby can achieve better measurement
sentitivity and accuracy than the conventional ellipsometric scaterometry [62]-[64].
MMP is thus expected to provide a powerful tool for metrology in high-volume
manufacturing [36].

In [36] Liu et. al. implement Mueller matrix imagining ellipsometry for nanos-
tructure metrology, in order to achieve effective process control. Fast, inexpensive,
non-destructive and reliable nanometre scale feature measurements are extremely
useful in high-volume nano-manufacturing. Among the possible techniques, opti-
cal scatterometry is ideal due to its high throughput, low cost, and minimal sample
damage. However, this technique is inherently limited by the illumination spot size
of the instrument and the low efficiency in construction of a map of the sample
over a wide area. In order to attack these issues, it is possible to combine conven-
tional imagining techniques and optical scatterometry based on ellipsometry of the
Mueller-matrix, the combination of these techniques is expected to be a powerful
tool for measuring nanostructures in the future of high volume nano-fabrication.
In this work we are not seeking to achieve spatial resolution of nanometres. We
uses a beam of light of a few microns spot size to illuminate surfaces with spatial
variations of the same order and study the effects produced in the polarization
state by the surface, through the Mueller matrix formalism, which has been de-
scribed extensively in this thesis. In this way, a quantitative method is proposed
that could allow the study of spatial variations in structured surfaces. Then, in
this chapter, we present the comparison of numerical and experimental results for
a structured surface and verify the potential of the proposed method.

6.2 Overview of Microscopy Techniques

Traditional techniques based on electron microscopy exist for routinely measuring
sub-micron dimensions but these techniques have some limitations, for example,
it is difficult to extract from this type of image, reliable information of the slopes
and height, for which sophisticated simulations of the propagation of the electrons
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in the material are required. It is possible to use electron microscopy for very
thin sections of a sample, but it is a very expensive and limited sampling tech-
nique. In response to this, a new interest in diffraction based optical methods has
arisen. The determination of important, critical dimensions via optical techniques
is appealing for several reasons: The sample is exposed to only visible light and
is not susceptible to charging effects. The technique is capable of measuring the
critical dimensions of grating structures down to approximately 40 nm. Minimal
facilities are required for installation (no high vacuum, cooling or shielding of elec-
tromagnetic fields). Like optical thin film metrology, the optical critical dimension
technology can be integrated into process tools enabling advanced process control.

There are techniques with the advantage of being able to directly visualize
structured or rough surfaces, but they have several limitations: on the one hand,
the images are not free of artefacts and their quantitative interpretation can be
complicated. On the other hand, for a large number of techniques, the measure-
ment time can be too long for real-time quality control. The next section presents
advantages and disadvantages of electronic techniques and optical techniques

6.2.1 Electronic Techniques

Electron microscopy tools have naturally taken over optical microscopy as soon
as the patterns become too small to be properly resolved in optical wavelengths.
From an instrumental point of view, electron microscopy can be implemented in
two ways:

-Scanning electron microscopy (SEM): The beam is focused on the sample, the
focal point is scanned spatially and the secondary electrons emitted by the studied
object are used to make the image.

-Transmission microscopy or (TEM): the beam passes through the sample and
the image is formed with the beam transmitted.

Scanning microscopy can be used nondestructively in a view from above (tech-
nique called CDSEM). This technique, relatively fast to implement, is certainly
the most widespread and has long been considered as the reference technique. In
practice, we have a good estimate of the width of the pattern and its roughness,
but it is difficult to extract from this kind of image reliable information on the
slopes and on the height: for this it is necessary to implement sophisticated sim-
ulations of the propagation of electrons in the material. These simulations are
also essential to have a good absolute accuracy. To overcome CDSEM limitations,
electron microscopy can be used for a range of ad hoc specimens. In addition,
scanning microscopy (this is called XSEM for SEM Cross-section) or Transmission
microscopy (TEM) can be performed. In both cases, these are destructive tech-
niques that are costly and allow for limited sampling. This is particularly true for
TEM, which requires not only to divide, but also to dilute the sample studied to
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allow good beam transmission. This technique is still used because of its ability
to characterize complex structures and its resolution, which allows the visualize
of the atomic planes and, therefore, provide a very reliable absolute scale for the
characterization of dimensional standars [123].

Atomic force microscopy

This is the most recent technique, and probably the most functional for images in
real space. The principle of operation is based on scanning mechanically, by means
of piezoelectric elements, a point along the structure to be characterized, and the
profile is reconstructed from the movement of the point. The point is guided by
its interaction with the material, which causes a force measured in general by
changing the frequency of a resonant system. Like the CDSEM, the AFM has the
essential advantage of being non-destructive. Its main limitations are related to
the shape of the tip on the one hand, and on the other hand the measurement
time [124].

These two limitations are continuously being reduced: today there are points
with the shape of an elephant′sfoot to describe the slopes, or carbon nanotubes,
very suitable for the characterization of narrow grooves. The useful life of these
tips also increases constantly. The latest generation of AFM, once calibrated by
ad hoc standards, are probably the reference instruments for other metrological
techniques [123]. However, this device can only characterize the external profile
of the structure studied, and is totally insensitive, for example, to the presence of
internal layers.

6.2.2 Optical techniques

Since they are based on the exploitation of optical measurements, these techniques
have the advantage of being non-destructive. In addition, the measurement itself
can be rapid (in the order of one second) and does not require a vacuum as in
electron microscopy. This advantage of speed, if retained by a sufficiently efficient
digital data processing scheme, makes these techniques very competitive for the
control of online processes, possibly even on all wafers and not just in a small
sample.

However, unlike image techniques in real space that can be implemented practi-
cally anywhere in the wafer, given their lack of spatial resolution, optical techniques
cannot work on some particular structures, which are sometimes a representative
structures of the shape of the lithographed lines.

In general, the techniques of optical metrology consists of making one or more
measurements in the structure to be characterized, and then in solving the inverse
diffraction problem by adjusting the measurements to the simulations provided
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by a model that is supposed to correctly describe the structure and includes ad-
justable parameters. However, the resolution of the inverse problem is notoriously
difficult. For example, if we try to characterize a one-dimensional network with
a known period, we can assume that the feature of the profile is rectangular: the
parameters to be determined are simply the height H and the width L (also called
CD for critical dimension) of the lines. If we assumed symmetric trapezoidal: it
is necessary to add a parameter to describe the difference between the width in
the upper part and in the lower part of the lines. For an asymmetric trapezoidal
shape: in comparison with the previous case, we still need an additional parameter
to describe the asymmetry [77].

This brief enumeration shows the difficulties that are normally encountered in
this type of problem: the data must be sufficiently numerous and not redundant
so that it is possible to unequivocally separate the different models, choose ”the
correct one” and refine the relevant parameters. It is easy to believe that the
quality of the adjustment is sufficient; if the adjustment is good, the model must
be adequate. We can be sure there is a problem when the adjustment is bad, but
on the other hand, if the adjustment is good, the model still may not be ”correct”,
for example, because it includes ”too many” parameters: these parameters show
strong correlations, which means that if we change one of them, we can find the
same answer by appropriately modifying the others. Then it is impossible to
choose, among all the set of parameters that give the same answer, the one that
really corresponds to the profile. It is therefore essential for the effective use of
these methods, to expand as much as possible all the measures to restrict the choice
of the model and the values of the relevant parameters, as much as possible.

Spectroscopic techniques

We now briefly describe two spectroscopic techniques: Spectroscopic refractometry,
almost always implemented under normal incidence, which is easy to implement
from a practical point of view [126]. Spectroscopic ellipsometry, at an angle of
70◦, near the angle of Brewster for silicon, which for studies of thin films on Si
[37], offers the best sensitivity [127]-[132]. These techniques do not require beam
movement during the measurement, which is a significant advantage given the
small size of the targets (50µm squares).

Goniometric techniques

These techniques are based on the measurement of the optical response, not as
a function of the wavelength, but of the polar and/or azimuthal angles. An in-
strument of this type has been marketed, which measures the reflectivity in the
incidence variable [133]. Other techniques that use measurements of the variable
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azimuthal angle, such as scatterometry [134] or reflectivity of the Fourier trans-
form [135], have also been studied. This last technique uses a principle similar
to that of the polarimeter developed during this work, but with optics designed
specifically to allow measurements in a very wide angular range for a particular
angle of the reflectivity in the intensity of the object studied. Compared to our
method, this instrument is complementary, in the same way that an ellipsometer
differs from a reflectometer.

Mueller Matrix Polarimetry

As we have seen, metrology through optical measurements is linked to the reso-
lution of an inverse problem, it is advantageous to gather as much information as
possible to better limit the choice of model and the value of the parameters. From
this point of view, Mueller polarimetry seems a priori particularly interesting,
since it provides fifteen quantities (for the matrix normalized by m11) instead of
two for the other techniques: Rp and Rs for the reflectometry at normal incidence
[75], α and β or ∆ and Ψ for classical ellipsometry in flat diffraction geometry
(with the plane of incidence perpendicular to the lines) [77].

We will use properties of symmetry of the Mueller matrices to validate the
results. And from the measurement of the Mueller matrix, we will try to obtain
information from the surface. From the information presented in previous para-
graphs on the different methods of microscopy and using a numerical simulation
based on the Kirchhoff approximation, we will limit the variables of our prob-
lem presenting some theoretical cases to establish the parameters that according
to the simulation could give us more information from the measurements of the
experimental Mueller matrix.

6.3 Kirchhoff Approximation Simulation

One of the most used theories for calculating the scattering of light from rough
surfaces is the Kirchhoff approximation [1],[136]-[142]. With this theory it is as-
sumed that the local curvatures of rough surfaces are small enough to approximate
(locally) the reflection of light as the reflection of a plane wave from a flat sur-
face, i.e., the Fresnel reflection coefficients can be used. Assuming that the surface
curvature condition is satisfied, it is possible to use the Kirchhoff approximation
to calculate scattering from smooth surfaces with small surface solpes. In this
case the reflected light is mostly directed away from the surface, so the surface
itself does not intercept any of the light and there is no shadowing or multiple
scattering. Increasing the slopes increases the range of angles with which the light
is reflected from the surface and shadowing and multiple scattering become more
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important. At this point the normal (single-scatter) Kirchhoff approximation is
inaccurate. However, multiple-scattering methods based on the Kirchhoff approx-
imation have been developed to extend the range of applicability of the method
[136, 137, 140, 141].

Therefore there appears to be no limit on the surface slopes for the Kirchhoff ap-
proximation if shadowing and multiple scattering are taken into account. However,
in practice, there is a problem with surface sampling. The usual implementation
of the Kirchhoff approximation for numerical calculation requires a discretization
in the x direction, which means that for steeper solpes more points are required
to have a reasonable sampling of the field distribution on that part of the surface.
This problem becomes worse for surface with infinite slopes, such as surfaces with
rectangular grooves. Since the equation for the Kirchhoff approximation contain
a term that includes the surface slope, when the slope is infinite, the equations
cannot be resolved, i.e., the Kirchhoff approximation cannot be used in its usual
formulation for rectangular surfaces. This type of surface shape has importance
as we mentioned before. In [16] Bruce presented a simple reformulation of the
usual Kirchhoff approximation equations to allow the calculation of single- and
double-scatter intensity distributions of surfaces with high or even infinite slopes.
Therefore, in this work we implement a simulation on the Kirchhoff approxima-
tion, firstly to restrict the problem and then to validate our experimental results
[16]-[18],[35].

Figure 6.1: Schematic system for a structured sample.

To restric the problem using the Kirchhoff approximation we need to define
some variables. We use the same parameters and calculate the variation of the
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detected intensity with the position of the illumination beam. We present the
system schematically in Fig. 6.1, where a Gaussian beam of 632.8 nm is used as a
source of illumination, both in the simulations and in the experimental cases. The
system works in the plane of incidence, so that both the PSG and the PSA are
located in this plane. The PSG is normal to the surface and the angle theta in the
figure represents the angular variation of the PSA as has been described throughout
this work, however, using the fact that in [96] an analysis was performed for
this system using only intensity measurements and for practical reasons, we used
θ = 45◦. Using other design in our instrument we could increase this angle by
around 5 degrees, which does not change the scattered light patterns significantly.

Fig. 6.2 describes the parameters used to generate the simulated surface, which
consists of rectangular structures (we will refer to these structures as ribs or steps).
The design of the surfaces obeys the need to generate deterministic profiles defined
in 1D or 2D that present, to a greater or lesser degree, changes in the polarization
state. The range of structures studied includes those with a two or three ribs with a
height ht, a width wd, and a separation sep, all these parameters varying between
7, 10 and 15 microns. Since the surfaces are studied by reflection, it is necessary
to introduce the metallic character in them through the index of refraction of the
material, which for this study were aluminium (Al), silver (Ag) and gold (Au).

Figure 6.2: Parameters used in the Kirchhoff simulation to construct the surface.

In Figures 6.3 and 6.4, examples are shown of simulated surfaces for which the
scattered signal variation is calculated. It is important to note that the modifi-
cation of the number of ribs, the width or the separation, for example, requires
a modification in a variable that is defined in Fig. 6.2 as a range (rang), this
variable basically gives us the total length of the surface, a quantity that must be
modified if any of the other parameters is modified.

So, the length of the surface is given in wavelengths depending on the param-
eters defined, and it is necessary to discretize the surface. The variation of the
scattered signal is calculated as a function of the position of the incident beam.
The calculation takes between 2 and 5 minutes depending on the surface on a
2.7GHz speed PC. It is important to remember that results include the changes
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in the polarization state produced by the sample present in the system, these po-
larization effects are represented in terms of the calculation of the Mueller matrix
point to point in the particular area of the surface.

Figure 6.3: Structure with 1 and 2 blocks and same size of block, i.e., ht = 15µm,
sep = 15µm and. wd = 15µm.

Figure 6.4: Structure with 3 steps and different separation between blocks. sep1 =
10µm, sep2 = 20µm, sep3 = 30µm, sep4 = 40µm.
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6.3.1 Mueller Matrix Numerical Results

Figure 6.5: Structure with 3 ribs with sep = 7µm, wd = 7µm, ht = 7µm. An
illumination beam of a) spotsize = 5µm and b) spotsize = 40µm. The material
used for the simulation was Aluminium.
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In Fig. 6.5, we present the Mueller matrix (MM) for a structured surface with 3
steps, with dimensions of sep x wd x ht = 7µm x 7µm x 7µm and an illumination
beam spot size of 5µm and 40µm. It can be seen clearly that when the illumination
spot is smaller, the Mueller matrix shows well-defined intensity variations in all its
elements, and when the spot is larger compared to the size of the structure, the
MM shows some variations in intensity but practically does not present significant
changes related to the structure. This result demonstrates our initial hypothesis
that using a small illumination beam it is possible obtain more information about
the sample in terms of the changes in the polarization state.

When we change the number of ribs for fixed geometric parameters as in Fig.6.6,
we note that the variation of intensity in the elements of the MM depends on the
number of ribs in the sample, if the number of ribs grows, then the number of
maxima and minima of intensities increases in the signal for each one of the MM
elements.

Figure 6.6: MM for structures with different number of ribs, a) 1, b) 2, c) 3 and
d) 4 respectively and with dimensions of sep = 7µm, wd = 7µm, ht = 7µm.
For an illumination beam of 5 microns. The material used for the simulation was
Aluminium.
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In Figures 6.7 and 6.8, we show the Mueller matrices for a surface of 21x7x7
and 45x15x15 (sep x wd x ht) micrometers which have the parameter sep 3 times
larger than the parameter wd, with three ribs each one. In both figures it can be
seen that the magnitude in each MM element is associated with the changes in the
spatial form of the surface, since there are flat areas and structured areas which
have well-defined intensity changes. Comparing element by element in the matrix
it is clear in Fig. 6.7 that maximum and minimum magnitude are not defined
with high precision, this is because when scanning the illumination beam on the
sample, it is not possible to define the maximum and minimum as in the case of
the figure for 15 microns which has longer flat sections and this allows us to define
the elements of the MM with more resolution. Although in Fig. 6.7, the surface
does not show a perfectly defined behaviour as in the case of Fig. 6.8, it can be
seen that there are changes in the polarization state due to the spatial structure
of the sample.

Figure 6.7: MM for a structure of 3 steps with 21x7x7 micrometers.
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Figure 6.8: MM for a structure of 3 steps with 45x15x15 micrometers.

Fig. 6.9 shows the graph for each of the 16 elements of the Mueller matrix,
as in the previous figures the scan is over the point-to-point structure. As can
be seen in the different elements of the Mueller matrix, the intensity of the light
depends on the section of the structure that we are illuminating. Therefore, it pro-
vides intensity changes depending on the position in which the illumination beam
interacts with the surface. In Fig. 6.9 the results are presented for a surface with
different materials: aluminium, gold and or silver. With dimensions of 45x15x15
micrometres and a spot size of 5 micrometer. The magnitude in each element is
consistent and regular for all the elements of the Matrix, the simulation’s results
do not present significant changes in the polarization state for different materials.

The general behaviour of the MM elements also allows us to realize that there
is a symmetrical behaviour with respect to other components of the matrix, as
should be expected from the independent elements of the Mueller matrix of a
one-dimensional surface.

Based on the numerical results presented in Figures 6.5 to 6.9, it is possible to
reduce the parameters in the polarimeter for the experimental measurement of the
MM of a structured surface with known dimensions and parameters. To determine
the validity of the measurement and therefore the validity of the instrument, the
experimental results are compared with the Mueller matrix obtained with the same
parameters through the numerical calculation using the Kirchhoff approximation.
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Figure 6.9: Comparison of the MM of a surface with different materials, alu-
minium, silver and gold, with 3 ribs of 15x15x15 microns and spot-size illumination
of 5 microns.

6.4 Fabrication Method of Structured Surface

The flat samples studied in this work consist of structures on a square profile sub-
strate (ribs or steps), the design of these is with the idea of studying well-defined
patterns that have structures of the order of the size of the beam of illumination
to be able to measure changes produced by the spatial variation of the sample.
It is possible to fabricate structures that includes those that have different ribs,
for example between 1 and 6 ribs with a height (ht), height (ht), width (wd)
and separation (sep), varying from 5, 7, 10 and 15 microns, all those parameters
as those defined in the theoretical case. The samples are surfaces with micro-
metric structures, which were manufactured in the The National Laboratory of
Biomimetic Solutions for Diagnosis and Therapy (LaNSBioDyT for its acronym
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in Spanish), of the Faculty of Sciences of the National Autonomous University of
Mexico (UNAM).

The structures were manufactured by a process that uses the new generation of
Nanoscribes 3D laser lithography systems, Photonic Professional GT [143], which
provides a fast and powerful platform for micro- and nano-fabrication up to the
third dimension. Almost arbitrarily complex shaped polymer structures with finest
feature sizes in the sub-micrometer range are achieved by means of two-photon
polymerization [145]-[147]. A speed-up of the writing process is driven by an
embedded ultra-high precision galvo technology, which laterally deflects the laser
focus position by use of a galvanic mirror system. Thus, the fabrication of large
area 3D micro- and nano-structures is feasible in short times. In addition to
rapid x-y-beam-scanning, a piezoelectric scanning stage provides ultra-precise x-
y-z-movements of the substrate relative to the laser focus position. The table-top
laser lithography systems are fully automated. Structures were designed in 3D
printer compatible CAD software programs.

Surfaces were printed in configuration Dipin Laser Lithography (DiLL) on a
20x20 mm glass substrate. IP-Dip serves as immersion and photosensitive material
at the same time by dipping the microscope objetive into this liquid photoresist.
Due to its refractive index matched to the focusing optics IP-Dip gurantees ideal
focusing hence the highest resolution technology in DiLL [144].

Figure 6.10: Microfabricated surface with dimensions of 15x15xh and h = 5, 10,
15 micrometers.

The structures were verified by optical microscopy(Fig. 6.10) and were analyzed
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also by scanning microscopy (SEM) to review the depth or height parameter, as
can be seen in Fig. 6.11, the sample was coated with a layer of gold not greater than
400 nm thick for the analysis by SEM microscopy. The difference in dimensions in
the structures between the ideal and experimental cases were below the tolerable
value (5%) [148].

Figure 6.11: Micro-fabricated surface with dimensions of 15x15xh and h = 5, 10,
15 micrometers.

On the structured substrate another nanometer-controlled thin film was de-
posited of gold (Au)1, silver (Ag) or aluminium2, introducing the metallic charac-
teristic in them by means of two techniques:

• Thermal evaporation; this technique works through the heating of the mate-
rial until melting is carried out by an electrical current through a filament or
metal plate on which the material is deposited (Joule effect). The material
in the form of vapor is then condensed on the substrate. The assembly of
the technique is simple, and is very appropriate for depositing metals and

1The deposition of the thin film of gold was made in the Photonics of Microwaves Laboratory
at ICAT, Mexico [149].

2Sputtering deposition was made in the Thin Film Laboratory at ICAT, Mexico.
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some compounds with low melting point (Al, Ag, Au, SiO, etc.), details of
the process used can be found in [149].

• Sputtering deposition; the samples of aluminium and silver were thin films
grown onto the micro-manufactured surface, using the DC-sputtering tech-
nique with an aluminium/silver target in argon, respectively. The film thick-
ness was approximately 200nm, corresponding to a deposition time of 5 min,
at a pressure of 22 mbar and a discharge power of 10W. This film thickness
does not affect the shape of our samples.

6.4.1 Surface profile

Figure 6.12: Section Image of a microfabricated surface using AFM microscope
Witec4.

Although with SEM microscopy it is possible to observe the depth uniformity of
our surfaces, atomic force microscopy was used to guarantee that the study surface
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really has the desired depth. As an example we take the surface profile of 10x10x10
micrometers, in Fig. 6.12 can be seen a section of the surface, with the 3D image
and the profile for a cross section of the structure. From Fig. 6.12 c) we can verify
that the depth has a difference with respect to the ideal value of less than 5%,
showing a consistency of all the parameters of the surface.

6.5 Experimental VS Theory results

Based on the restriction of variables presented in Section 6.3, which is based on
numerical simulation using the Kirchhoff approximation and the fact that sur-
faces were micro-manufactured with the same characteristics as the simulations, a
comparison of the experimental and simulated Mueller matrix is presented.

Figure 6.13: Theoretical Mueller matrix elements using Kirchhoff Approximation
for one rib of 15µm and a thin film of aluminium as a reflective material. The
parameters introduced in the simulation are the same as the experimental param-
eters used in Fig. 6.14. The intensity in each of the MM elements is in arbitrary
units (AU) because the elements in blue points in the graph have a larger scale in
comparison with the elements in red points, and we want to show the changes in
the polarization state for all elements.
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Figure 6.14: Mueller matrix elements for one rib of 15µm and a thin film of
aluminium as a reflective material. The magnitude in each MM elements is in
arbitrary units (AU) because the elements in blue points in the graph have a
larger scale in comparison with the elements in red points, and we want to show
the changes in the polarization state for all elements.

Using the polarimeter developed in this thesis, working in reflection mode, with
the PSG illuminating normally to the surface, the PSA is at 45◦ as shown in Fig.
4.17b). With a spot-size of 5µm, a structured surface of one rib of ht =15µm and
wd =15µm, with aluminium as a reflective material, we performed the measure-
ment of the 16 MM elements, scanning point-to-point the beam on the surface
with a resolution of one micrometer . The changes in the polarization state of the
intensity of light scattered by the sample were measured and calculated using the
calibration and data exaction proposed method in this work, obtaining the results
presented in Fig. 6.13. and Fig. 6.14.

In Fig.6.13 the elements of the MM for a simple structure (one rib) with ht =
15µm and wd = 15µm are presented. There is a strong symmetry in the matrix
for the simulated case, however, this symmetry is not so good as expected for
experimental structures (Fig. 6.14), showing the presence of inhomogeneities due
to the manufacturing process of the sample. The matrix must contain all the
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polarimetric information available for the geometry studied and the wavelength
used, however its study and use cannot be done in a direct way.

To start the analysis of the results obtained with the polarimeter developed
in this thesis, we will begin by explaining the types of symmetry appearing in
these matrices, which are the consequence of: a) the geometric symmetries of the
samples, b) the symmetries in the Matrix sense between different elements, and
c) the symmetry due to the angles of incidence and detection of the implemented
system.

For example, for spectroscopic ellipsometry the Mueller matrix becomes sym-
metric and there are components in m11, m12, m21, m22, m33, m34, m43 and
m44, in which there is no dependence on ϕ [77](as in our polarimeter), and then
the matrix is corresponding to the matrix of an isotropic sample. This reduces the
analysis of the Mueller matrix. In our system it is seen that the elements described
above present the most significant changes and the rest of the elements, although
they behave symmetrically, have a lower order of magnitude. The elements m13,
m14, m23, m24, m31, m32, m41, and m42, (elements outside the diagonal) do not
cancel each other and the Mueller matrices are different from zero.

The symmetry between different elements of the matrix will be analyzed in
terms of the sign of the elements of MM, which is described by the matrix in Eq.
6.1. Where, for example elements in m11, m12, m21 and m22 have positive sign
and the elements m33, m34, and m44 have negative sign, which was to be expected
because we are working the system by reflection. On the other hand the elements
m23 and m32 also have the same sign. It can be seen in the figures that elements
m13 and m14 are anti-symmetrical with the elements m31 and m41, in the same
way that m24 and m34 are with m42 and m43, respectively.

+ + − −
+ + + +
+ + − −
+ − + −

 (6.1)

For symmetry due to the symmetries of the sample studied we can see in
Fig. 6.13 and Fig.6.14 that since this is a symmetric surface of ht = 15µm and
wd = 15µm, then we find the maximum and minimum of intensity in the elements
of the MM around the edges of the rib. The most representative relationship is
attributed to the elements m11 and m22 with m33 and m44, which shows a clear
anti-symmetry in sign and shape with respect to zero intensity. On the other
hand the elements m12 and m21 present symmetry in form. In the same way
at the edges of the structure the elements m34 and m43 present anti-symmetry
with respect to the zero of intensity. The m23 and m32 elements show a shape
symmetry around the same points of the surface, described before. The rest of the
elements also present relationships of shape but to a lesser extent.
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The analysis of symmetries is the first step to obtain information related to
the geometry of the surface, from the study of the changes in polarization of the
incident beam and scattered by the sample described in terms of the MM.

Discussion of results

In general terms, measurements of polarization were carried out through the
Mueller matrix, for a micro-fabricated and previously characterized sample, and
fixed angle of incidence, size of the spot of illumination and type of the reflective
material to reduce the parameters. Varying the position of the surface a micro-
metric scan was made to obtain at each point, the 16 measurements of intensity
that through our system of acquisition and calibration allowed us to obtain the
Mueller matrix of the sample point to point in each part of the illuminated surface.

Based on the study of a structured surface, it was possible to analyze the sym-
metries due to: the shape of the surface, the angular parameters of the polarimeter
and the relation of the elements of the Mueller matrix. The numerical and exper-
imental results in Fig. 6.14 y Fig. 6.13 show in both cases the same symmetry
of shape and angle and between the elements of the matrix, so it is possible to
conclude that the experimental results are consistent with the theoretical case,
validating our polarimeter system which uses variable liquid crystal retarders as
generating elements of polarization states.

Although it is possible to carry out other types of polarimetric analysis which
has been widely studied in the literature, for example, spectroscopic ellipsometry,
reflectometry or analysis through the Polar Decomposition of the Mueller matrix
[78], for now with the results presented, our system meets the objectives posed in
this thesis, which consisted in the design, construction, calibration and extraction
of data from a polarimeter using liquid crystal variable retarders, using a spot
focused as an illuminating source of the measurement of previously characterized
structured surfaces. The polarimeter compensates the information of the wave-
length or the angular variation used in other similar systems, with the study of
the changes in polarization state from one point to another of the surface, which
allowed us to validate the correct performance of the system.
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Chapter 7

Conclusions

The last two chapters presented the advantages of measuring the polarization ef-
fects in the scattering pattern from one point to another in a studied sample using
focused illumination. The results presented constitute an experimental proof-of-
concept when compared with numerical calculations results that allow us to vali-
date the proposed method.

In this chapter, we shall give the final remarks about the results obtained and
we present the perspective for the current instrument and its potential reach.

7.1 Polarimetry using LCVRs

Although there are different ways to measure the changes in the polarization state
of light when it varies after interaction with an optical system, in this work we
focused on the study of the measurement of these variations by Mueller matrix
polarimetry.

The implementation of our polarimeter involve a controlled modulation of input
polarization states. These states are modified during passage through the system,
then analyzed, to extract the Mueller matrix of the sample studied from these
measurements. Light polarization can be modulated and analyzed by a variety
of approaches: rotating retardation plates, rotating compensator, Pockels cells,
photoelastic modulators or liquid-crystal variable retarders, the last one used in
this work. LCVRs have some limitations, in particular, the accessible spectral
range, but also significant advantages, such as the absence of moving parts and
high driving voltages.

We built a polarimeter choosing the retardance values given the values of the
incident and detected polarization states required by the method of Bickel and Bai-
ley to extract the sample Mueller matrix from the measured intensities. To change
the condition number in the experiment, the number of independent polarization
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states was changed. So, with the same experimental system it was possible to
change from an optimized system (36 intensity measurements) to a non-optimized
system (16 intensity measurements). For the non-optimized case we used only four
incident and four detected Stokes vectors.

The experimental device built in this thesis illuminates the sample with a spot
size on the order of a few micrometers, and studies local effects in samples through
a polarimetric analysis of the intensity measurements. The polarimeter was built
to work by transmission (for calibrations process) and reflection (study of samples)
mode, in both cases it was necessary to obtain the characterization of the optical
components such as, polarizers, retarders, LCVRs, and lenses.

For the LCVR it was necessary to study its optical properties to improve re-
sults and estimate errors, as in any application using these devices. So, a set of
experimental procedures to measure optical properties as a function of the voltage
applied were implemented. In chapter 4.3, we presented the experimental charac-
terization and phase unwrapping of the LCVR which showed good accuracy and
good agreement with the expected results.

The polarimeter was automated using LabVIEW, which allowed us to systemat-
ically and with good accuracy control the LCVRs, the detector and the positioning
plates simultaneously, and allowed us to develop an interface for the control of all
parameters of the instrument.

In Chapter 4 the experimental procedure to perform the measurement of the ex-
perimental Mueller matrix was presented. We presented the experimental Mueller
matrices obtained with our polarimetric device, which are known matrices of the
known samples. These Mueller matrices were not exactly the expected matrices.
The differences between the experimental matrices and the theoretical matrices
were mainly due to errors in the angles of the fast axes of the retarders, errors in
the values of the retardances used in the variable retarders to produce the required
incident and detected Stokes vectors, and it may be that, to a lesser extent, the
quality of each polarizing element.

These differences between the theoretical Mueller matrices and the measured
Mueller matrices of known samples created the necessity of work in the precision
of the polarimeter, because we obtained errors for known samples of up to 22%.
Initially we tried to correct the errors with manual adjustments in the experiment,
however there will always be systematic errors. Then, we developed a calibration
and data extraction program that considers the errors present in the instrument
in such a way that the accuracy of the instrument is improved.
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7.2 Calibration and data extraction method

A fundamental contribution of this work is a method for calibration and data-
extraction for non-optimized Mueller matrix polarimeters. The proposed method
is very precise to estimate the Mueller matrix, and allows a reduction in measure-
ment time to compensate the time used by our polarimeter which is a scanning
polarimeter.

The calibration process requires the measurement of four known polarization
devices. We used free-space transmission, a horizontal and a vertical linear polar-
izer, and a quarter-wave retarder with its fast axis at 30◦ to the horizontal. The
method proposed here does not require exact optimization of the experimental
system to reduce the condition number, and uses calibration samples to calculate
the errors in the experimental system. Experimental data for a rotating quarter-
wave retarder, half-wave retarder and a linear polarizer showed very good results.
The results presented show that the RMS is even smaller for the case of a non-
optimized system using our fitting method, than when an optimized polarimeter is
implemented using the direct method of Bickel and Bailey to measure the Mueller
matrix of the measured intensities. We found that the average reduction of the
RMS when calibrating a polarimeter using our method was up to 77.08%, which
was an extremely important result in this thesis because it allowed us to measure
very accurately the Mueller matrix of a structured surface, and as the method
gives good results for a non-optimized polarimeter then we could reduce the time
used for the measurements of the Mueller matrix on a sample with a point-to-point
scan.

The method proposed in this thesis for calibration and data extraction has
more relevance because it is well known that in LCVR there is a dependence
on temperature with optical retardation, especially for low voltages. When we
repeated measurements on different days and climate conditions, the characteri-
zation curves of the LCVRs changed significantly, which produced an unreliable
experimental system. After performing the calibration of the system with the
method developed, the experimental results obtained showed good accuracy and
good agreement with the results calculated using a numerical simulation based on
the Kirchhoff Approximation.

7.3 Calculation of the scattered field using the

Kirchhoff Approximation

Based on a simulation that implements the Kirchhoff approximation calculating
the Mueller matrix from a specific area of the micro-structured surface, we found
the most significant parameters in the developed polarimeter. For this, it was
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necessary to restrict the variables in the system.

The results presented in Chapter 6 allowed us to fix the angle of incidence and
detection of the PSG and the PSA, respectively and the type of reflective material
to reduce the parameters.

It was shown that by changing the properties of width, height and separation
between the structures, considerable changes are presented in the elements of the
MM.

The hypothesis was validated that when illuminating with a smaller spot-size
(of the order of the structure dimensions) it is possible to observe more significant
changes in the elements of the MM.

Therefore, the presented results allowed us to guarantee that the simulation is
a good tool to limit the variables of our problem, which helped to establish the
parameters in the experimental device.

7.4 Polarimetric studies of structured surfaces

Using the parameters defined by the numerical simulation and the instrument
developed in this thesis, a polarimetric study was performed for a surface with only
one step (rib) of height equal to 15µm and width equal to 15µm, with aluminium
as a reflective material. The changes in the polarization state of the intensity of
light scattered by the sample were measured and calculated using the calibration
and data extraction method proposed in this work.

The structured surface used to make the comparison with the numerical simu-
lation was micro-fabricated and characterized, showing very good agreement and
consistency with the design parameters. Multiple surfaces with different sizes were
manufactured, although we only present the case for a step of 15x15 micrometers
because it is the easiest case to analyze. The geometric parameters of the ideal sur-
face and the experimental surface showed a difference of less than 5%, guaranteeing
a consistency in the theoretical-experimental comparison.

Numerical and experimental data were compared in Chapter 6 and showed
good agreement. We found that the elements of the matrix presented symmetries
due to: the shape of the surface, the angular parameters of the polarimeter and
the relation of the elements of the Mueller matrix, showing good consistency.

In conclusion, the proposed polarimetric system, which uses variable liquid
crystal retarders to perform the polarization state changes of the PSG and PSA,
respectively, and that uses a focused illumination works according to the theory,
and the experimental results are consistent with results of numerical calculation
based on the Kirchhoff Approximation, demonstrating the validity of the proposed
polarimeter and the calibration and data extraction method.
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Once the validity of the proposed method was demonstrated, which included the
design, construction, calibration and extraction of data from a polarimeter using
LCVRs, using a focused spot as a source of illumination, we performed a polari-
metric study of structured surfaces with defined parameters. The next step will be
to implement more sophisticated techniques of polarimetric analysis. A viable op-
tion is to analyze the results using the Polar Decomposition of the Mueller matrix,
which allows a quantitative interpretation of the matrix. Although in the present
work it was demonstrated that the elements of the matrix have symmetries, it
is not possible to relate these symmetries directly with the size and geometric
structure of the studied surface.

After carrying out the polar decomposition process of the Mueller matrix for
our system, it will be possible to analyze the changes due to the particular shape
and the different materials on the study sample. Therefore, with the surfaces that
were already micro-fabricated with different parameters, a quantitative polariza-
tion study will be carried out, to study the effects of the geometric changes of the
sample.

Our polarimeter compensates the variation of the scatter pattern with the
wavelength or the angular variation used in other systems, with the study of the
changes in polarization state from one point to another of the surface, which
allowed us to validate the correct performance of the system. However, it is very
easy to add angular variations to our current system, so we will study these angular
variations to obtain complementary information of the sample.

Finally, after carrying out the studies presented in this section, the system
will be able to study unknown structured samples, so that we can implement our
instrument for the study of scattering on rough or structured surfaces, which has
diverse applications in scientific and technological areas, such as measurement of
critical dimensions or testing of printed circuits. The system will be able to study
unknown structured samples, so that we can implement our instrument for the
study of remote sensing images and security validation of packages and documents.
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LaNSBioDyt, Facultad de Ciencias, México, (2018).
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Appendix A

Experimental details of the
experiment

A.1 Spatial Filtering

A spatial filter is based on Fourier optics [150] to filter a coherent beam of light or
other electromagnetic radiation. In the developed system, it is used to filter the
output of a laser, suppressing intensity changes due to imperfections in optics. A
converging lens is used to focus the beam that, because, of the additional structure
on the beam will not focus to a single point, but in the focal plane it will create a
point surrounded by the light from additional structure. This corresponds to the
Fourier transform of the distribution of transverse energy intensity of the beam and
the pupil of the lens. The center light corresponds to an almost perfect Gaussian
wave in the plane of the transformation, the additional light is the contribution
with a higher spatial frequency.

The spatial filter device used consists of a microscope objective with a focal length
of 8mm, which has a pinhole with a diameter of 15µm and a positioning mechanism
[151]. The precision positioning mechanism has XY movements that center the
pinhole on the focal point of the objective lens by passing the central beam through
the pinhole. The size of this pinhole depends on the wavelength of the light and
the focal length of the lens. An almost perfect Gaussian beam is obtained at the
cost of reducing the intensity. The beam diameter can be calculated as shown in
equation A.1

Dbeam =
λ ∗ f
r

(A.1)

Where Dbeam is the diameter of the central beam in µm, λ the laser wavelength in
µm, f the focal length of the objective lens in mm and r is the input beam radius
at the 1/e2 point, in mm.
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Figure A.1: Schematic representation to show how the spatial filtering works[151].

A.2 Aspheric Lens

Aspherical surfaces are those that are not spherical or flat. These surfaces are
used in optical systems, so the importance of these surfaces is that with them it is
possible to avoid the defects present in the images (aberrations) such as: spherical
aberration, coma, astigmatism and barrel-type distortion, which are inevitable
consequences of spherical surfaces. The ability of aspheric surfaces to produce
well-corrected images (or without aberrations) allows optical systems to increase
their field of view by reducing the number of optical elements.

The aspheric surfaces are divided into two groups: 1) surfaces of revolution
with an axis of symmetry; 2) surfaces of revolution with two planes of symmetry.

The aspherical surfaces most used in optics, belong to the first group and among
them are parabolas, ellipses and hyperbolas. These are the simplest aspherical
shapes and are generated by the revolution of a conical section. To solve optical
problems that do not have rotational symmetry, the surfaces of revolution are used
with two planes of symmetry.

A.3 Results of the knife-edge test

We present in Table A.1 the values of the spot-size including the percent error,
which is very small (lower than' 3%).The values of the spot-size are for the optical
system, which consists of two aspheric lenses. With this system it is possible to
reach a size of the focused beam of 3.70±1.89µm, with an Image length = 90mm.
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If we need another size of beam, we need only to move the focus position. For
example, we have a spot-size = 10µm with an Image length = 210mm or the case
with a single lens spot-size = 5µm with an Image length = 50mm.

Table A.1: Knife-edge test for the beam used in this work to illuminate a structured
surface.
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A.4 Complete data of the transmittance

Figure A.2: We present the complete values of transmittance measurements of the
liquid crystal variable retarders with the associated error.



Appendix B

Program to control the
polarimeter

The interface with the user is presented in Fig. B.1. This interface was developed
to be as friendly as possible for a more optimal manipulation of the system. As
can be seen in Fig. B.1, we have controls to establish the position parameters
of the study surface (horizontal-X and vertical-Y), we have set the step size of
the rotating stage and the parameters of the detector. With the central part of
the program it is possible to determine the section of surface to be scanned. In
addition, you can monitor all the parameters with their corresponding display.
Here we present a summary of the most important options in the main program
and describe their functionalities.

B.1 Controls

1. Retarder 1. Define the set of retardances for the first LCVR, we need to
introduce three parameters: start voltage, end voltage and the magnitude of
the increment that we want for the voltage which produces a specific value
of retardance. The set of the retardances is given by the values in Table 3.2
for polarimetric measurements.

2. Retarder 2. This control works in the same way as that for Retarder 1,
only changing to LCVR2

3. Retarder 3. This control works in the same way as that for Retarder 1,
only changing to LCVR3

4. Retarder 4. This control works in the same way as that for Retarder 1,
only changing to LCVR4

141
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Figure B.1: LabVIEW program to control the experiment.
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5. Power Averaging. Number of measurements averaged by the detector to
reduce possible power variations. We typically use a value of 10.

6. Time Interval. Time that the detector takes to acquire the N averages of
optical power defined by Power Averaging.

7. Measurements averaged by step. It is possible to repeat the measure-
ment at each point of the sample, this control allows us to define how many
averages of optical power we want to make. The number of required averages
is saved separately in the text file.

8. Number of measurements in X. We define how many points in the hor-
izontal direction we want to scan on the sample, this value is not limited,
however it should be considered that the larger this value then the program
will take more time.

9. Number of measurements in Y. With this function we define how many
points we use in the vertical direction and we complete the bi-dimensional
scan of the sample.

10. Step size in X. Typically we use a resolution of 1 micrometer for this param-
eter, however is possible extend the measurement up to 2500 micrometers,
but again this will take more time. It is possible to change the resolution in
multiples of a micrometer.

11. Step size in Y. Vertical movement has a resolution of 1 micrometer and
we can synchronize the step size in both directions.

12. Home position X. Control to return the motor that moves the sample in
the X-direction to the position defined as the initial setting or home. The
motor returns to the start position when the program completes the entire
cycle.

13. LCC25 1. Defines the connection port of the LCVR1 on the computer.

14. LCC25 2. Defines the connection port of the LCVR2 on the computer.

15. LCC25 3. Defines the connection port of the LCVR3 on the computer.

16. LCC25 4. Defines the connection port of the LCVR4 on the computer.

17. Number of elements LCVR1. Selects the number of measurements to
be made by LCVR1. Typically there are 16 blocks of intensity, but with the
methods presented in this work it is also possible to implement measurements
of 36 blocks of intensity.
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18. Number of elements LCVR2. Selects the number of measurements to
be made by the LCVR2.

19. Number of elements LCVR3. Selects the number of measurements to
be made by the LCV3.

20. Number of elements LCVR4. Selects the number of measurements to
be made by the LCVR4.

21. Dead Time LCVR1. Sets the time needed by the molecules to produce the
required retardation in the liquid crystal cell 1. It is important to synchronize
the downtime of the 4 LCVRs.

22. Dead Time LCVR2. Sets the time needed by the molecules to produce
the required retardation in the liquid crystal cell 2.

23. Dead Time LCVR3. Sets the time needed by the molecules to produce
the required retardation in the liquid crystal cell 3.

24. Dead Time LCVR4. Sets the time needed by the molecules to produce
the required retardation in the liquid crystal cell 4.

B.2 Indicators

1. Sensor. Systematized selection of the two detectors used to measure the
optical power with the PM320 Power Meter.

2. Channel 1. Value of the optical power averaged for each measurement
carried out by the detector 1. The units are in Watts [W ]

3. Channel 2. Value of the optical power averaged for each measurement
carried out by the detector 2, used to normalize and reduce the noise due to
possible variations in the laser intensity.

4. X-Position Scan. Real value of the motor position in the horizontal direc-
tion, shown on the display.

5. Y-Position Scan. Real value of the motor position in the vertical direction,
shown on the display.

6. Set of retardances step by step. Indicators with step-by-step voltage
values, which produce the required in each block to produce and detect the
polarization states required.
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7. Real Time Curve LCVR1. Schematic curve with real time voltage values
for 16 or 36 blocks of the LCVR1.

8. Real Time Curve LCVR2. Schematic curve with real time voltage values
for 16 or 36 blocks of the LCVR2.

9. Real Time Curve LCVR3. Schematic curve with real time voltage values
for 16 or 36 blocks of the LCVR2.

10. Real Time Curve LCVR4. Schematic curve with real time voltage values
for 16 or 36 blocks of the LCVR3.

11. Normalized Intensity. Normalized and ordered intensity values in a 4x4
matrix. This data is also saved as a text file.

12. Mueller matrix. Experimental Mueller matrix obtained with the method
proposed in this dissertation which implements the program described above.
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Appendix C

Datasheet of optical devices

We present the data-sheets with the technical information about the optical com-
poents used in this word.

• Data sheet Liquid Crystal Variable Retarder.

• Power meter PM300E-Silicon Photodiode S120.

• Servo Linear Motor TDC001.

• JDS Uniphase Laser Source.

• Nanoparicle Linear Film Polarizer.

• Ghan Thompson Polarizer.

• Mounted Zero-Order Quarter Waveplate at 633nm.

• 1-3 Axis Motion Controller/Driver for Rotatory Stages.
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