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#### Abstract

We present a method to measure the polarization of scattered light on structured surfaces, through the implementation of an angle-resolved Mueller matrix polarimeter, using focused illumination. Typically the scattered light has been measured using an incident beam with a diameter on the order of a few cm for surfaces with scales of the order of microns, mainly to avoid problems with the speckle pattern of light, however in this way it is not possible to obtain information on local variations in the polarization effects present on the surface. Therefore, we use an incident spot size of a few microns to illuminate and analyze the local variations in the polarization state produced by the sample. First, we will begin by describing the instrumentation of the angle-resolved polarimeter, which uses Liquid Crystal Variable Retarders (LCVRs) to control the incident and detected polarization states. Our device implements a calibration and novel data extraction method, which allows us to reduce the experimental error in the instrument to obtain precise measurements. We use as a sample square structures of height and width equal to 15 mm and we use an incident beam size of 5 microns to compare results of experimental cases with results of numerical calculations based on the Kirchhoff Approximation of light scattering, including polarization effects. The simulation has been verified previously with other methods and has been shown to give correct results. Finally, we conclude on the advantages of measuring the polarization effect in the scattering pattern from one point to another in the studied sample, and we present a potential application of the system.


## Resumen

Presentamos un método para medir la polarización de luz esparcida en superficies estructuradas, a través de la implementación de un polarímetro de matriz de Mueller con resolución angular, utilizando iluminación enfocada. Usualmente, la luz esparcida se ha medido utilizando un haz incidente del orden de unos cuantos centímetros para superficies con escalas del orden de micras, principalmente para evitar problemas con el patrón de speckle, pero de esta manera no es posible obtener información sobre las variaciones locales en los efectos de polarización, presentes en la superficie. Así, utilizamos un tamaño de haz incidente de unas cuantas micras para iluminar y analizar las variaciones locales en el estado de polarización producido por la muestra. Primero, comenzamos describiendo la instrumentación del polarímetro, el cual utiliza Retardadores Variables de Cristal Líquido (RVCL) para controlar los estados de polarización incidentes y detectados. Nuestro dispositivo implementa un método de calibración y extracción de datos novedoso, que nos permite reducir el error experimental en el instrumento para obtener mediciones precisas. Usamos como muestra un cuadrado de altura y ancho de 15 micras y un tamaño de haz incidente de 5 micras, para comparar resultados de casos experimentales con resultados de cálculo numérico basado en la aproximación de Kirchhoff para esparcimiento de luz, la cual incluye efectos de polarización. La simulación ha sido verificada previamente con otros métodos mostrando resultados consistentes. Finalmente, concluimos sobre las ventajas de medir el efecto de polarización en el patrón de esparcimiento de un punto a otro en la muestra estudiada, y presentamos una potencial aplicación del sistema.
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## Chapter 1

## Introduction

Light scattering has been used as a method of characterizing materials or surface roughness in different areas. In particular, it has been reported for applications in remote sensing, printed circuit testing and measuring surface patterns for growth of nanometric structures [1]-[7]. In the literature, theoretical studies [8]-[18] and experimental studies [19, 28] have been reported. There is experimental work on measurements of light scattering from this type of surfaces, and in reference [29] calculations are performed to study the angular distribution of the scattered light from a one-dimensional rough surface. The direct problem is studied, calculating the angular distribution of light scattered, and also the inverse problem, where the $\mathrm{RMS}^{1}$ of the roughness and the auto-correlation function are obtained by a least squares fit to measurements of the angular distribution. In general, there are a large number of studies that probe the effect of incident angle, the geometrical shape, and the optical properties of the surface by different materials, by measuring the relationship between the shape and the intensity of light scattering.

Theoretical work of scattering has been centred on the problem of the calculation of scattering patterns given by the form and the material of the surface, using the approximation of scalar diffraction (without changes in the polarization for one dimensional surfaces) [30]. There are very few works on inverse methods (to calculate the surface when the pattern of scattering is known) due to the complex mathematics involved. A lot of methods have been used to calculate the diffraction pattern, including perturbation methods [12]-[15], integral methods [11], modal methods for periodic surfaces [4],[8]-[10] and the Kirchhoff Approximation [16]-[18]. It is important to highlight that because of the complexity of the problem, in general, the results reported in the literature are the results of numerical calculations, because it is not possible to resolve the equations involved analytically.

[^0]In the literature the size of the illumination spot is larger than the spatial variation size, therefore it is not possible to obtain information about the local variations of structure point to point on the sample. The illumination over a large area means that the pattern of scattered light is an average over all of the surface. In the reported works the beam of illumination over an area bigger than the scale of the structure or roughness of the surface, is used to avoid problems with the speckle in the pattern of the light scattering and to have an average over the surface structure. For example, when we illuminate a printed circuit over an area which includes structure together with a flat area, it gives us a pattern of scattering that depends on both areas and that could be insensitive to variations of the structure of the first area [31]. Also, there are reports of measurements for specific applications using points of illumination, for example in [32] the size of the spot illumination is important for the scattering from a scale of the wing of a butterfly to investigate the structural colouration of biological tissue. A scale has a size of 100 microns, which gives us the size of illumination required.

In many research areas there is particular interest in surfaces with infinite surface slopes. This kind of surface involves rectangular structures, for example, as we mentioned before, printed cirucuits or pattern surfaces used for growing nanostructures [33, 34]. Different methods have been used to calculate the scattering from this type of surface. Results of calculating the light scattered from 1D surfaces with infinite slopes using modal methods, rigorous coupled-wave analysis and integral equation methods are computationally difficult to generalize to 2D surfaces. Geometrical optics methods (ray-tracing or specular point theory) have also been presented for other 2D surface scattering problems, but they are limited in their range of application and, of course, do not include diffraction effects. In [35] the application of the Kirchhoff approximation to calculate the scattering of light from 2D rough surfaces with infinite slopes was presented as a previous step to give an insight into the physical basis of a method which is a formulation of the 3D Kirchhoff approximation that allows calculation for surfaces with infinite slopes [16].

On the other hand, the polarization properties of the light scattered from surfaces contains information about the properties of the sample. The complete polarization properties of the surface scattering process are contained in the Mueller matrix [36]. The Mueller matrix has been measured or calculated for the scattering of light from 1D surfaces, with the calculations performed using the diffraction theory [2]-[19]. There have been very few vector-diffraction calculations performed for the Mueller matrix for scattering from a 2D surface because of the numerical difficulties involved and the complicated surface structures [20]. In [17] a numerical method is used to calculate the double-scattered Mueller matrices for scattering of vector-electromagnetic waves form rough surfaces, where the method is based on a
modified version of the Kirchhoff approximation and is valid for surfaces with vertical walls and for any surface material. Calculations were performed for the case of ribs on silicon and gold surfaces, and the results are compared with experimental measurements. The calculated results of the 16 elements of the Mueller matrix as function of the scatter angle show good qualitative agreement with the experimental results for the groove cases. Mueller matrix polarimetry has also shown great potential in this field, this thesis is focused on the polarization point of view, studying the polarization of light scattered by periodic structured surfaces, using an analysis based on a numerical simulation with the Kirchhoff approximation that will allow us to compare theoretical and experimental results. Thus, the following section presents a review of the current status of the instruments to measure the full $4 \times 4$ Mueller Matrix (MM).

### 1.1 An overview of instruments for measuring the $4 \times 4$ Mueller matrix

The state of polarization (SOP) of light (the transversal vibration of its electric vector) emitted by various sources, or scattered (reflected, transmitted, or diffracted) by different objects, provides essential information about the emitting sources and scattering objects. Its measurement, i.e., optical polarimetry, has contributed fundamental advances in the physical, chemical, and biological sciences, and has provided essential sensing, diagnostic, analytical, and metrology tools in numerous applications. This includes the chemical, pharmaceutical, biomedical, metal, and semiconductor integrated-circuit industries [37]. Ellipsometry, which is reflection polarimetry for the characterization of surfaces, interfaces, and thin films, has witnessed rapid growth since the 1970s, and has found many applications in virtually every branch of science and technology [37]-[45]. Atmospheric, astonomical, and astrophysical polarimetry is another significant broad area of research [46]-[53]. Passive Stokes-vector imagining polarimetry for remote sensing applications is reviewed by Tyo et al. [54]. Active optical polarimetry (which requires polarization state generation and detection) for biomedical applications is reviewed by Tuchin et al. [55] and Ghosh and Vitkin [56]. A review of instrumentation in ellipsometry and polarimetry up to 1980 is that of Hauge [57]. More detailed recent reviews of Mueller matrices and polarimetry are provided by Chipman [58].

Recently, studies in ellipsometry-based scatterometry (or spectral ellipsometry) has been introduced to monitor the critical dimension (CD) and overlay of grating structures in semiconductor manufacturing [59]-[61]. Among the various types of ellipsometry, Mueller matrix polarimetry (MMP), can obtain all 16 quantities of a 4 x 4 Mueller matrix. Consequently, MMP-based scatterometry can acquire much
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more useful information about the sample and thereby can achieve better measurement sensitivity and accuracy than the conventional ellipsometric scatterometry [62]-[64]. MMP is thus expected to provide a powerful tool [36].

## Stokes vectors and Mueller matrices

The polarization properties of an object, as well as the polarization state of a light beam, can be described in different ways. One possibility is to represent the object with a matrix and the beam with a vector. The interaction of the light beam with the object is then represented by the product of the matrix and the vector. Jones formalism [65] is a suitable tool to describe this interaction as long as the object is non-depolarising. Thus, Jones formalism is limited in the range of objects and light beams that can be described. A more general formalism is given by the combination of the Mueller matrix and the Stokes vectors.
The Stokes parameters, i.e. the elements of the Stokes vectors, were introduced by Sir George Stokes as a set of measurable quantities that describe the polarization state of a light beam for completely polarized, partially polarised and unpolarized light. The definition of the Stokes vector, for quasi-monochromatic light, is [66].

$$
S=\left[\begin{array}{c}
\left\langle E_{x} E_{x}^{*}+E_{y} E_{y}^{*}\right\rangle  \tag{1.1}\\
\left\langle E_{x} E_{x}^{*}-E_{y} E_{y}^{*}\right\rangle \\
\left\langle E_{x} E_{y}^{*}+E_{y} E_{x}^{*}\right\rangle \\
i\left\langle E_{x} E_{y}^{*}-E_{y} E_{x}^{*}\right\rangle
\end{array}\right],
$$

where $E_{x}$ and $E_{y}$ are the components of the electric field in the $x$ - and $y$-direction, respectively. The symbol $\rangle$ indicates that the quantities are ensemble averages but, assuming stationary and ergodicity, they can be replaced by time averages with the same result. The first element of the Stokes vector is the total irradiance the second one is the fraction of light linearly polarized in the horizontal and/or vertical direction, the third element is the fraction linearly polarized at $\pm 45^{\circ}$ and the fourth one is the fraction of light circularly polarized with right and/or left handedness.

The Mueller matrix is a $4 \times 4$ real matrix of the form:

$$
\mathbf{M}=\left[\begin{array}{llll}
M_{11} & M_{12} & M_{13} & M_{14}  \tag{1.2}\\
M_{21} & M_{22} & M_{23} & M_{24} \\
M_{31} & M_{32} & M_{33} & M_{34} \\
M_{41} & M_{42} & M_{43} & M_{44}
\end{array}\right],
$$

that contains all the information concerning the linear polarization properties of the object that it represents. Depending on the polarization properties of the object, there may be symmetries between elements of the Mueller matrix. However, in the most general case, all the elements of the matrix are different [67].

An important property of the Mueller matrix representation of polarization is linearity. That is, the total effect over the polarization of a light beam due to a series of N optical elements, each one represented by a Mueller matrix $M_{i}$, $i=1, \ldots, N$, is given by

$$
\begin{equation*}
\mathbf{M}=\mathbf{M}_{N} \cdots \mathbf{M}_{2} \mathbf{M}_{1} \tag{1.3}
\end{equation*}
$$

In Eq.1.3 $\mathbf{M}_{1}$ is the Mueller matrix of the first-to-be-encountered optical element along the light-beam path.

A Mueller matrix polarimeter is always composed of a polarization-state generator (PSG), which generates at least four linearly independent basis states $\mathbf{S}_{i n}$, and a polarization state analyzer (PSA) which measures $\mathbf{S}_{\text {out }}$ by measuring its projections over at least another four linearly independent basis states. Here we consider a single-channel system with a PSG generating exactly four Stokes vectors $\mathbf{S}_{i n}$, which are the column vectors of the modulation matrix, W. Similarly, the PSA is assumed to project $S_{\text {out }}$ over exactly four Stokes vectors, which are the row vectors of the analyzer matrix, $\mathbf{A}$. Then, a complete set of 16 measurements on a sample characterized by a Mueller matrix $\mathbf{M}$ can be written in matrix form:

$$
\begin{equation*}
\mathbf{B}=\mathbf{A M W} \tag{1.4}
\end{equation*}
$$

and $\mathbf{M}$ can be extracted readily from the raw data matrix, $\mathbf{B}$, provided that $\mathbf{A}$ and $\mathbf{W}$ are known, i.e., if the system is calibrated [58]. Light polarization can be modulated and analyzed by a variety of approaches: rotating retardation plates [21]-[37], rotating compensators [68], Pockels cells [24], photoelastic modulators [69]-[70], or liquid-crystal(LC) variable retarders [71]-[72].

In our laboratory of Light Scattering at ICAT, UNAM ${ }^{2}$ studies have been carried out on the measurement of light scattering on rough surfaces, for which theoretical and numerical studies have been developed including scattering of vectorelectromagnetic waves. Surfaces with 1 and 2 dimensional structures have been studied and consistent results based on numerical simulations verified by comparison with other calculation methods have been obtained. The measurement of the light in the full hemisphere can be achieved by using a mirror to collect the scattered light and direct it to a detector, but with this method the polarization of the scattered light is affected by the optical system and it is very difficult to compensate the effects of all the optical components to separate only the polarization of the scattering process [6]. So, it is necessary to explore other methods to perform the polarization measurement of scattered light. One way is to implement measurements of the polarization through a scanning scatterometer which
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uses two rotational movements to scan and detect light over the hemisphere of interest, details of the mechanical construction for the scatterometer can be seen in [73]. However, this method presents mechanical complications that could affect the polarization measurements. Therefore, a third method that will help us to compensate the complications of the other methods, it is to use a linear positioning system to scan a sample bidimensionally and then measure the polarization of light scattered point to point with a beam size of illumination of the same order (microns) as the spatial variations of the surface, to be able to study the effects on the polarization of local shape variations.

In this thesis the polarization will be measured by using a system of Liquid Crystal Variable Retarders (LCVR), this system has some limitations, in particular, the accessible spectral range, but also significant advantages, such as the absence of moving parts or high driving voltages. As we mentioned before to measure a Mueller matrix, at least 16 intensities must be measured, the Mueller matrix must be reconstructed, and finally a calibration step [81] should be performed to remove errors and polarization effects of other optical components in the polarimeter (for example, lenses or beam splitters). The errors in the final Mueller matrix can be caused by noise in the intensity measurements or by errors in the experimental set-up of the polarimeter, which could be, for example, errors in the angular positions of the axes of the retarders, polarizers or errors in the retardances. This means that a stable and accurate method for extraction and calibration data for polarimeters is required, and in this thesis we will propose a method for that.

In this context we present a novel method to measure the polarization of light scattered on structured surfaces through the implementation of an angle-resolved Mueller-matrix polarimeter, using focused illumination. We use an incident spot size of a few microns to illuminate and analyze the local variations in the polarization state produced by a sample. First, we will describe the instrumentation of the polarimeter, which uses liquid crystal variable retarders to control the incident and detected polarization states. Our device implements a calibration and data extraction method, which allows us to reduce the experimental error in the instrument to obtain efficient measurements. We use as a sample a reflective structured surface with different dimensions (5-15 microns) and we use an incident beam size of 5 microns to compare results of experimental cases with results of numerical calculation based on the Kirchhoff Approximation of light scattering, including polarization effects. The simulation has been previously verified with other methods [16]-[18],[35],[73]. The calculating cases will allow us to restrict the problem due to the large number of variables involved in the system, thus, we will work with the most representative variables in the experimental case preserving the relevance of having a very-well calibrated system to make measurements with liquid
crystals and the problems associated with these instruments. We will include an application of the polarimeter on surfaces and its potential implementation. Finally, we conclude on the advantages of measuring the polarization effect in the scattering pattern from one point to another in the studied sample.

### 1.2 Objectives

The specific objectives of this work are:

- Design, build and optimize a Mueller-matrix polarimeter to measure the polarization state of light scattered on structured surfaces using a focused beam as a source of illumination.
- Develop an automatized control system to perform a two-dimensional sweep of illumination point on the surface, to measure the variations in the polarization state point-to-point over the illuminated area. It is necessary to include the data extraction in the system.
- Develop a method to analyze and compare the experimental data obtained with results of numerical calculations with the Kirchhoff approximation method.
- Describe advantages and limits of the method and application to validate the instrument.

To achieve the proposed objectives, this work is organized as follows:
Chapter 1 presents the general problem that gives origin to the project, here the motivation is presented for the development a Mueller-matrix Polarimeter to study changes in the polarization state of scattered light, and we describe the context to study structured surfaces, measuring changes in the polarization state through the Mueller matrix.

Chapter 2 contains the fundamental principles of the behaviour of light and the interaction with matter. We introduce the basic concepts of polarization and its study using the Mueller matrices. It is important to define a formal treatment of the Mueller matrix and the scope of it.

Chapter 3 is to discuss Mueller-matrix polarimetry and how it should be applied experimentally to achieve a polarimeter with a very good performance, and how we achieve that through the use of a new calibration method for polarimeters.

In Chapter 4 the details of the experiment are presented, from design, construction and automation to the calibration and optimization of the system to obtain better results. The last part of the chapter addresses the experimental measurements using our Mueller matrix polarimeter for known samples.

Chapter 5 presents our proposal of numerical fitting for calibration of non-optimized polarimeters, which is a very significant previous step to the development of precise Mueller matrix polarimeters.

Chapter 6 presents numerical calculation based on the Kirchhoff approximation to restrict the variables in the system. Experimental and theoretical cases for structured surfaces are compared. We also present the principles of fabrication of the samples used in this dissertation.

Finally we present a summary of the results to specify the contributions and conclusions of the present dissertation.
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## Chapter 2

## Light propagation fundamentals

With the formulation of electromagnetic theory by James Clerk Maxwell in 1865 it was shown that light is an electromagnetic wave with a frequency within a particular range. At that time it was already known from previous work on optics that when light propagates through an optical medium it shows rather complicated behaviour due to refraction and absorption phenomena[66]. The electromagnetic theory has permitted the development of a rigorous theoretical framework for the successful analysis of the optical properties of a wide range of media. Nowadays, the interest in this topic has not decreased because this is not a finished research, particularly for anisotropic and/or inhomogeneous media.

In this chapter we give a short theoretical background on the propagation of light in a medium and we review some basics topics about polarization optics. This revision focuses on the presentation of Maxwell's equations and the constitutive relations for different types of media and on the different vector representations for polarized light.

### 2.1 The Wave Equation

Maxwell's equations can be written in terms of the electric field amplitude $\mathbf{E}$, the electric displacement vector $\mathbf{D}$, the magnetic flux density $\mathbf{B}$, and the magnetic field amplitude $\mathbf{H}$ as

$$
\begin{gather*}
\nabla \times \mathbf{E}(\mathbf{r}, t)=-\frac{\partial \mathbf{B}(\mathbf{r}, t)}{\partial t}=-\mu \frac{\partial \mathbf{H}(\mathbf{r}, t)}{\partial t}  \tag{2.1}\\
\nabla \times \mu \mathbf{H}(\mathbf{r}, t)=\nabla \times \mathbf{B}(\mathbf{r}, t)=\mu \sigma \mathbf{E}(\mathbf{r}, t)+\frac{\mu \varepsilon \partial \mathbf{E}(\mathbf{r}, t)}{\partial t} \tag{2.2}
\end{gather*}
$$

$$
\begin{gather*}
\nabla \cdot \mathbf{D}(\mathbf{r}, t)=\nabla \cdot \varepsilon \mathbf{E}(\mathbf{r}, t)=\rho(\mathbf{r}, t),  \tag{2.3}\\
\nabla \cdot \mathbf{B}(\mathbf{r}, t)=0 \tag{2.4}
\end{gather*}
$$

$\mathbf{D}, \mathbf{E}, \mathbf{B}$ and $\mathbf{H}$ are in bold to indicate that they are vector quantities and $\rho$ is the free charge density. The symbols $\mu, \sigma$, and $\varepsilon$ represent the medium permeability, conductivity, and dielectric constants, respectively.
Relations between the physical quantities appearing in Eqs.[2.1-2.4] (between $\mathbf{E}$ and $\mathbf{D}$ and between $\mathbf{H}$ and $\mathbf{B}$ ) are required to solve the Maxwell equations. They are known as constitutive relations, and they are established by the physical properties of the medium in which light propagates. Maxwell's equations are generally held to be inviolable and, therefore, the properties of matter enter solely through the constitutive equations. In free space the constitutive relations are:

$$
\begin{align*}
\mathbf{D} & =\varepsilon_{0} \mathbf{E},  \tag{2.5}\\
\mathbf{B} & =\mu_{0} \mathbf{H}, \tag{2.6}
\end{align*}
$$

where $\varepsilon_{0}$ and $\mu_{0}$ are the permittivity and the permeability of vacuum, respectively. In general, the constitutive relations in regions filled by matter have the form

$$
\begin{gather*}
\mathbf{D}=\varepsilon_{0} \mathbf{E}+\mathbf{P},  \tag{2.7}\\
\mathbf{B}=\mu_{0}(\mathbf{H}+\mathbf{M}), \tag{2.8}
\end{gather*}
$$

where $\mathbf{P}$ and $\mathbf{M}$ are, respectively, the electric and the magnetic polarizations and they can be interpreted as the average electric and magnetic dipole moment per unit volume. In a homogeneous linear isotropic dielectric medium, the electric polarization is parallel and proportional to the electric field:

$$
\begin{equation*}
\mathbf{P}=\varepsilon_{0} \chi_{e} \mathbf{E} \tag{2.9}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathbf{D}=\varepsilon_{0}\left(1+\chi_{e}\right) \mathbf{E}=\varepsilon \mathbf{E}, \tag{2.10}
\end{equation*}
$$

where $\chi_{e}$ is the electric susceptibility that is always positive and $\varepsilon$, the permittivity. Similarly, in isotropic homogeneous linear magnetic media, the magnetic polarization is parallel and proportional to the magnetic field

$$
\begin{equation*}
\mathbf{M}=\chi_{m} \mathbf{H} \tag{2.11}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathbf{B}=\mu_{0}\left(1+\chi_{m}\right) \mathbf{H}=\mu \mathbf{H} \tag{2.12}
\end{equation*}
$$

where $\chi_{m}$ is the magnetic susceptibility that can be positive or negative; and $\mu$ is the permeability.

In an anisotropic material, the polarization and the electric field are not necessarily in the same direction. For these materials the electric and magnetic susceptibilities are in general tensors, which means that the permittivity $\varepsilon$ and the permeability $\mu$ are tensors:

$$
\begin{align*}
\mathbf{D} & =\varepsilon \mathbf{E},  \tag{2.13}\\
\mathbf{B} & =\mu \mathbf{H} . \tag{2.14}
\end{align*}
$$

Along with the Eqs. 2.13 and 2.14, there is one more constitutive equation,

$$
\begin{equation*}
\mathbf{J}=\sigma \mathbf{E} \tag{2.15}
\end{equation*}
$$

known as Ohm's Law, it is a statement of an experimentally determined rule that holds for conductors at constant temperatures. The electric field amplitude, and therefore the force acting on each electron in a conductor, determines the flow of charge. The constant of proportionality relating $\mathbf{E}$ and $\mathbf{J}$ is the conductivity of the particular medium.

Taking the curl of Eq. 2.1 and substituting Eq. 2.2 to eliminate $\mathbf{B}$ (or $\mathbf{H}$ ) gives

$$
\begin{equation*}
\nabla \times(\nabla \times \mathbf{E})=-\frac{d(\nabla \times B)}{d t} \tag{2.16}
\end{equation*}
$$

Using the identity

$$
\begin{equation*}
\nabla \times(\nabla \times \mathbf{E})=\nabla(\nabla \cdot \mathbf{E})-\nabla^{2} \mathbf{E}=-\nabla^{2} \mathbf{E} \tag{2.17}
\end{equation*}
$$

gives the differential relationship

$$
\begin{equation*}
\nabla^{2} \mathbf{E}=\mu \sigma \frac{d \mathbf{E}}{d t}+\mu \varepsilon \frac{d^{2} \mathbf{E}}{d t^{2}} \tag{2.18}
\end{equation*}
$$

which is known as the wave equation. An identical equation can be found for B by eliminating $\mathbf{E}$.

### 2.1.1 Electromagnetic Plane Waves in Free Space

In this section we will restrict our attention to the study of Maxwell's equations with linear isotropic constitutive relations (Eqs. 2.13 and 2.14). Maxwell's equations 2.1 with these constitutive relations and in a source-free space (without current or charge densities $\mu=\mu_{0}, E=E_{0}, \sigma=0$.) can be written as

$$
\begin{gather*}
\nabla \times \mathbf{E}(\mathbf{r}, t)=-\mu \frac{\partial \mathbf{H}(\mathbf{r}, t)}{\partial t}  \tag{2.19}\\
\nabla \times \mu \mathbf{H}(\mathbf{r}, t)=\frac{\varepsilon \partial \mathbf{E}(\mathbf{r}, t)}{\partial t},  \tag{2.20}\\
\nabla \cdot \mathbf{E}(\mathbf{r}, t)=0  \tag{2.21}\\
\nabla \cdot \mathbf{H}(\mathbf{r}, t)=0 \tag{2.22}
\end{gather*}
$$

Taking the curl of both sides of Eq. 2.19 and substituting Eq. 2.20 we get

$$
\begin{equation*}
\nabla \times(\nabla \times \mathbf{E})=-\mu \varepsilon \frac{\partial^{2} \mathbf{E}}{\partial t^{2}} \tag{2.23}
\end{equation*}
$$

Applying the identity $\left[\nabla \times \nabla \times=\nabla(\nabla \cdot)-\nabla^{2}\right]$ and using Eq. 2.21 we obtain the wave equation:

$$
\begin{equation*}
\nabla^{2} \mathbf{E}-\mu^{2} \varepsilon^{2} \frac{\partial^{2} \mathbf{E}}{\partial t^{2}}=0 \tag{2.24}
\end{equation*}
$$

where $u=1 / \sqrt{\mu \varepsilon}$ is the phase velocity of light propagating in the medium, in vacuum $c=1 / \sqrt{\mu_{0} \varepsilon_{0}}$. $n=\frac{c}{u}$ is referred to as the index of refraction. For a monochromatic wave the time variation of the electric field vector is sinusoidal and one possible solution to Eq. 2.18 can be shown to take the form of

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}_{0} e^{j\left(2 \pi \nu \sqrt{\mu_{0} \varepsilon_{0}} z-2 \pi \nu t\right)}, \tag{2.25}
\end{equation*}
$$

where $\mathbf{E}_{0}$ is a constant vector that determines the electric field amplitude and polarization direction. The parameter $\nu$ is the frequency of the sinusoidal wave. The usual convention of writing the solution in terms of a phasor, but recognizing that only the real part is of interest, has been used. The specific solution shown in Eq. 2.25 is a plane wave propagating in the z direction. The more-general solution is given in terms of the wave-number, which is the phase increase per unit propagation distance and is defined as

$$
\begin{equation*}
k=2 \pi \nu / c=2 \pi / \lambda . \tag{2.26}
\end{equation*}
$$

The propagation constant is also defined as a vector $\mathbf{k}$ of magnitude $k$ in the direction perpendicular to surfaces of constant phase. Then, we get

$$
\begin{equation*}
\nabla^{2} \mathbf{E}(\mathbf{r})+k^{2} \mathbf{E}(\mathbf{r})=0 \tag{2.27}
\end{equation*}
$$

which is known as the Helmholtz equation.
and we can write

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\mathbf{E}_{0} e^{j(\mathbf{k} \cdot \mathbf{r}-2 \pi \nu t)} . \tag{2.28}
\end{equation*}
$$

The full solution to Eq. 2.27 is actually the summation of many waves of the form of Eq. 2.28 plus their complex conjugates. If $k<0$, then the wave travels in the opposite direction. Some texts define plane waves with the negative of the exponent shown in Eq 2.28. An identical solution set exists for $\mathbf{B}$. The two field vectors can be shown to be perpendicular to each other and to $\mathbf{k}$, making the solution a transverse wave. Figure 2.1 shows the relative directions of $\mathbf{E}, \mathbf{B}, \mathbf{k}$ (which is in the $\mathbf{z}$ direction) for the solution.


Figure 2.1: The transverse nature of the Electromagnetic wave. The wave is plotted in space for an instant of time.

Substituting the plane-wave solution into Maxwell's equations and manipulating them gives a relationship for $\eta_{0}$, the impedance of free space. This expression can be used for other media by substituting the appropriate material constants [74]:

$$
\begin{equation*}
\eta_{0}=\frac{|\mathbf{E}|}{|\mathbf{H}|}=\frac{2 \pi \nu \mu_{0}}{k}=\frac{k}{2 \pi \nu \varepsilon_{0}}=\sqrt{\frac{\mu_{0}}{\varepsilon_{0}}} \cong 377 \text { ohms. } \tag{2.29}
\end{equation*}
$$

The Poynting vector $\mathbf{S}$ gives the instantaneous power density (watts per unit area) associated with the wave[65], [75]. For isotropic media, it has the same direction as $\mathbf{k}$. Usually, the time-average power density is expressed as the scalar $I$. For sinusoidal fields, the time average introduces a factor of $1 / 2$. The resulting equation are analogous to power calculations based on Ohm's law:

$$
\begin{gather*}
\mathbf{S}=\mathbf{E} \times \mathbf{H}^{*}  \tag{2.30}\\
I=\frac{1}{2}|\mathbf{E} \times \mathbf{H}|=\frac{1}{2} \frac{|\mathbf{E}|^{2}}{\eta_{0}}=\frac{P}{A} . \tag{2.31}
\end{gather*}
$$

The * indicates taking the complex conjugate and P is the power measured over cross sectional area A.

A true plane wave has an infinite transverse width and no beam divergence (angle spread). This makes sense because with infinite width, there is no room for divergence. However, beams of finite width do diverge. As presented in Chapter 1 of this dissertation, we focus our attention on a common situation of a finite-width laser beam with a Gaussian electric field cross section, we study this case because the results are useful for developing the practical measurement application that we will present in Chapter 4. Gaussian beams have an electric-field cross section described by

$$
\begin{equation*}
E=E_{0} \frac{\omega_{0}}{\omega(z)} e^{-[r / \omega(z)]^{2}} e^{j\left[k z-t a n^{-1}\left(z / z_{0}\right)+k r / 2 R(z)-2 \pi \nu t\right]} \tag{2.32}
\end{equation*}
$$

where

$$
\begin{gathered}
\omega^{2}(z)=\omega_{0}^{2}\left[1+\left(\frac{z}{z_{0}}\right)^{2}\right] \\
\omega_{0} \equiv e^{-1} \text { beam radius at } z=0\left(e^{-2} \text { intensity radius }\right), \\
\omega(z) \equiv e^{-1} \text { beam radius at } z\left(e^{-2} \text { intensity radius }\right) \\
R(z)=z\left[1+\left(\frac{z}{z_{0}}\right)^{2}\right] \equiv \text { characteristic length. }
\end{gathered}
$$

The geometry, shown in Fig. 2.2 is for a beam propagating in the $z$ direction. The beam has an $e^{-1}$ field radius of $w(z)$ that has a minimum width $\omega_{0}$ located at $z=0$. The beam radius expands to $2 \omega_{0}$ after travelling a distance $z_{0}$. Crosssectional amplitude variations are described by the first three term in Eq.2.32. The second exponential term contains the phase information. At $z=0, R(z)=4$, the phase radius of curvature $R(z)$ becomes infinite and the phase exponential terms looks like the phase description of a plane wave. Notice that knowledge of the wavelength and either $\omega_{0}$ or $z_{0}$ is enough to define $\Theta_{d i v}$, as shown in Fig. 2.2.


Figure 2.2: Divergence of a Gaussian beam.

For visible wavelengths, divergences are small (approximately a milliradian for a conventional HeNe laser). The minimum focused spot size can be calculated, as shown in Fig. 2.3. A broad (slowly diverging) Gaussian beam $\left[\omega(z)=\omega_{01}\right]$ is focused by a thin lens to a diffraction-limited spot diameter of $2 \omega_{02}$ located approximately one focal length from the lens.


Figure 2.3: Divergence beam focused by a lens.

Beam divergence and minimum spot size are realities that will be dealt with in the design of the optical instrumentation for our polarimeter. As we will present in Chapters 4 and 5, the width of the focused source beam in a polarimetric scatterometer limits the largest measurable value of the instrument, and divergence limits the ability to work with long thin beams. However, the plane-wave approach to analysing wave behaviour is a useful tool in this work.

### 2.2 Formalism of polarized light

At the beginning of the nineteenth century Young and Fresnel demonstrated the transverse vibration of light and the concept of polarization wave with the development of electromagnetism. Two formalisms were used for this description, that of Jones and that of Stokes. However, nowadays one of the most used techniques to describe the polarizing properties of objects is the method of Stokes vectors and Mueller matrices, which we describe briefly in this section. This technique is advantageous over similar ones (such as that of the Jones vectors and matrices) because completely polarized states as well as unpolarized and partially polarized states can be described [65],[37].

An advantage of the matrix methods for this type of studies is that, with a beam of light that passes through different optical elements, the study of the total effect of the elements in the polarization of the beam can be obtained directly by multiplying the Stokes vector incident on each optical element by the corresponding Mueller matrix, simplifying the calculation of the final state of polarization.

### 2.2.1 Polarization of light

We are only interested here in the case of monochromatic plane waves. By convention, the polarization of an electromagnetic wave describes the evolution of the electric field $\mathbf{E}$ at a given point of space, the evolution of the magnetic field $\mathbf{H}$ can be deduced using Maxwell's equations.
The electric field $\mathbf{E}$ is perpendicular to the direction of propagation. If its behaviour is totally disordered, the wave will be called depolarized. If it is ordered, the figure that it describes defines the state of polarization, which may be elliptical or linear, Fig. 2.4. In general, a wave may be partially polarized which is the superposition of a depolarized contribution and a polarized contribution.

## Electric field

Given a plane wave with a direction of propagation $\mathbf{k}$, Maxwell's equations impose that the electric and magnetic field should be perpendicular to the direction of propagation and to each other. Conventionally, when considering polarization, only the electric field vector is described, since the magnetic field is perpendicular to the electric field and proportional to it. In a properly chosen orthogonal coordinate system, the electric field vector of a plane wave propagating along the z -axis $(\mathbf{k} \equiv \mathbf{z})$ can be written in the form

$$
\mathbf{E}(z, t)=\left[\begin{array}{c}
E_{x}  \tag{2.33}\\
E_{y} \\
0
\end{array}\right]=\left[\begin{array}{c}
E_{x, 0} \cos \left(\omega t-k z+\varphi_{x}\right) \\
E_{y, 0} \cos \left(\omega t-k z+\varphi_{x}\right) \\
0
\end{array}\right],
$$
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Figure 2.4: Polarization states for totally polarized light.
where the amplitudes $E_{x 0}$ and $E_{y 0}$ are real numbers. The polarization state is given by the relative difference in magnitude and phase between these components. If we consider the electric field at a certain point z as a function of time, Eq. 2.33 with a fixed value we obtain the representation of an ellipse in the plane $x y$ Fig. 2.5. The parameters that describe the ellipse are the azimuth $\theta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ and the ellipticity ${ }^{1} \epsilon \in\left[-\frac{\pi}{4}, \frac{\pi}{4}\right]$. For a vanishing ellipticity the two components of the electric field are in phase and the light wave is linearly polarized. When $\epsilon \pm \frac{\pi}{4}$ the polarization is circular. When $\epsilon$ does not satisfy any of the above conditions the light wave is elliptically polarized.

The handedness of the ellipse of polarization determines the sense in which the ellipse is described. The polarization is right-handed if the field vector rotates clockwise when looking against the direction of $\mathbf{k}$ (i.e. looking "into the beam" for a travelling wave). Similarly, the polarization is left-handed for a counter clockwise rotation sense.
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Figure 2.5: Polarization Ellipse.

### 2.2.2 Derivation of the Stokes polarization parameters and Mueller matrices

We consider a pair of plane waves that are orthogonal to each other at a point in space, conveniently taken to be $z=0$, and not necessarily monochromatic, to be represented by the equations:

$$
\begin{align*}
& E_{x}(t)=E_{0 x}(t) \cos \left[\omega t+\varphi_{x}(t)\right],  \tag{2.34}\\
& E_{y}(t)=E_{0 y}(t) \cos \left[\omega t+\varphi_{y}(t)\right], \tag{2.35}
\end{align*}
$$

where $E_{0 x}$ and $E_{0 y}$ are the instantaneous amplitudes, $\omega$ is the instantaneous angular frequency, and $\varphi_{x}(t)$ and $\varphi_{y}(t)$ are the instantaneous phase factors. At all times the amplitudes and phase factors fluctuate slowly compared to the rapid vibrations of the cosinusoids. It is possible to obtain the polarization ellipse for an electromagnetic wave. To do that, we multiply equation 2.34 by the factor $E_{0 y}(t) \sin \varphi_{y}(t)$, and obtain

$$
\begin{equation*}
E_{x}(t) E_{0 y}(t) \sin \varphi_{y}(t)=E_{0 x}(t) E_{0 y}(t) \cos \left(\omega t+\varphi_{x}(t)\right) \sin \varphi_{y}(t) \tag{2.36}
\end{equation*}
$$

Then, Eq. 2.35 is multiplied by the factor $E_{0 x}(t) \sin \varphi_{x}(t)$, we have

$$
\begin{equation*}
E_{y}(t) E_{0 x}(t) \sin \varphi_{x}(t)=E_{0 x}(t) E_{0 y}(t) \cos \left(\omega t+\varphi_{y}(t)\right) \sin \varphi_{x}(t) \tag{2.37}
\end{equation*}
$$

Once this is done, the cosines of the sums are expanded in each of the previous equations and we take the difference between them, the result is squared and simplified to obtain
$E_{x}^{2}(t) E_{0 y}^{2}(t) \sin ^{2} \varphi_{y}(t)+E_{y}^{2}(t) E_{0 x}^{2}(t) \sin ^{2} \varphi_{x}(t)-2 E_{x}(t) E_{y}(t) E_{0 x}(t) E_{o y}(t) \sin \varphi_{x}(t) \sin \varphi_{y}(t)=$

$$
\begin{equation*}
E_{0 x}^{2}(t) E_{0 y}^{2}(t) \cos ^{2} \omega t \sin ^{2}\left(\varphi_{y}(t)-\varphi_{x}(t)\right) \tag{2.38}
\end{equation*}
$$

On the other hand, if we now multiply equation 2.34 by $E_{0 y}(t) \cos \varphi_{y}(t)$ and Eq. 2.35 by $E_{0 x}(t) \cos \varphi_{x}(t)$ we obtain:

$$
\begin{align*}
& E_{x}(t) E_{0 y}(t) \cos \varphi_{y}(t)=E_{0 x}(t) E_{o y}(t) \cos \left(\omega t+\varphi_{x}(t)\right) \cos \varphi_{y}(t)  \tag{2.39}\\
& E_{x}(t) E_{0 x}(t) \cos \varphi_{x}(t)=E_{0 x}(t) E_{0 y}(t) \cos \left(\omega t+\varphi_{y}(t)\right) \cos \varphi_{x}(t) \tag{2.40}
\end{align*}
$$

Similar to the previous case, we expand the cosines of the sums and we take the difference between the resulting equations, the result is squared and simplified to obtain
$E_{x}^{2}(t) E_{0 y}^{2}(t) \cos ^{2} \varphi_{y}(t)+E_{y}^{2}(t) E_{0 x}^{2}(t) \cos ^{2} \varphi_{x}(t)-2 E_{x}(t) E_{y}(t) E_{0 x}(t) E_{0 y}(t) \cos \varphi_{x}(t) \cos \varphi_{y}(t)=$

$$
\begin{equation*}
E_{0 x}^{2}(t) E_{0 y}^{2}(t) \sin ^{2} \omega t \sin ^{2}\left(\varphi_{y}(t)-\varphi_{x}(t)\right) \tag{2.41}
\end{equation*}
$$

From the sum of Eqs. 2.38 and 2.41 we obtain

$$
\begin{gather*}
E_{x}^{2}(t) E_{0 y}^{2}(t)+E_{y}^{2}(t) E_{0 x}^{2}(t)-2 E_{x}(t) E_{y}(t) E_{0 x}(t) E_{0 y}(t) \cos \left(\varphi_{y}(t)-\varphi_{x}(t)\right)= \\
\left.E_{0 x}^{2}(t) E_{0 y}^{2}(t) \sin ^{2}\left(\varphi_{y}(t)-\varphi_{x}(t)\right)\right) . \tag{2.42}
\end{gather*}
$$

Finally, dividing Eq. 2.42 by $\left(E_{0 x}\right)^{2}\left(E_{0 y)^{2}}\right.$, we get

$$
\begin{equation*}
\frac{E_{x}^{2}(t)}{E_{0 x}^{2}(t)}+\frac{E_{y}^{2}(t)}{E_{0 y}^{2}(t)}-\frac{2 E_{x}(t) E_{y}(t)}{E_{0 x}(t) E_{0 y}(t)} \cos \varphi(t)=\sin ^{2} \varphi(t) \tag{2.43}
\end{equation*}
$$

where $\varphi(t)=\varphi_{y}(t)-\varphi_{x}(t)$. Eq. 2.43 is valid for a moment of time and is known as the polarization ellipse. We need to notice that the polarization ellipse was obtained by getting rid of the explicit dependence in equation 2.34 and 2.35 on $\omega$. This ellipse tells us the state of vibration of the electric field of an electromagnetic wave as a function of the phase difference between $x$ and $y$.

For monochromatic radiation, the amplitudes and phases differences are constant for all time, so 2.43 reduces to

$$
\begin{equation*}
\frac{E_{x}^{2}(t)}{E_{0 x}^{2}}+\frac{E_{y}^{2}(t)}{E_{0 y}^{2}}-\frac{2 E_{x}(t) E_{y}(t)}{E_{0 x} E_{0 y}} \cos \varphi(t)=\sin ^{2} \varphi \tag{2.44}
\end{equation*}
$$

While $E_{0 x}, E_{0 y}$, and $\varphi$ are constants, $E_{x}$ and $E y$ continue to be implicitly dependent on time, as we see from Eqs. 2.34 and 2.35. We want to write this equation
in terms of physical observables, and no detector measures instantaneous values of the field in an electromagnetic wave, so a temporary average of the previous equation must be made. The time average is represented by the symbol $\langle\ldots\rangle$ and so we write the Eq. 2.44 as

$$
\frac{\left\langle E_{x}^{2}(t)\right\rangle}{E_{0 x}^{2}}+\frac{\left\langle E_{y}^{2}(t)\right\rangle}{E_{0 y}^{2}}-\frac{\left\langle 2 E_{x}(t) E_{y}(t)\right\rangle}{E_{0 x} E_{0 y}} \cos \varphi(t)=\sin ^{2} \varphi(2.45)
$$

where

$$
\begin{equation*}
\left\langle E_{i}(t) E_{j}(t)\right\rangle=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} E_{i}(t) E_{j}(t) d t \quad i, j=x, y \tag{2.46}
\end{equation*}
$$

which is an average over the time of observation. In view of the periodicity of $E_{x}(t)$ and $E_{y}(t)$, we need average Eq. 2.44 only over a single period of oscillation. Multiplying Eq. 2.45 by $4 E_{0 x}^{2} E_{0 y}^{2}$, we see that

$$
\begin{equation*}
4 E_{0 y}^{2}\left\langle E_{x}^{2}(t)\right\rangle+4 E_{0 x}^{2}\left\langle E_{y}^{2}(t)\right\rangle-8 E_{0 x} E_{0 y}\left\langle E_{x( }(t) E_{y}(t)\right\rangle \cos \varphi=\left(2 E_{0 x} E_{0 y} \sin \varphi\right)^{2} \tag{2.47}
\end{equation*}
$$

From Eqs. 2.34 and 2.35, we then find that the average values of Eq. 2.47 using Eq. 2.46 are

$$
\begin{align*}
\left\langle E_{x}^{2}(t)\right\rangle & =\frac{1}{2} E_{0 x}^{2}  \tag{2.48}\\
\left\langle E_{y}^{2}(t)\right\rangle & =\frac{1}{2} E_{0 y}^{2}  \tag{2.49}\\
\left\langle E_{x}^{2}(t) E_{y}^{2}(t)\right\rangle & =\frac{1}{2} E_{0 x}^{2} E_{0 y}^{2} \cos \varphi . \tag{2.50}
\end{align*}
$$

Substituting Eqs. 2.48, 2.49 and 2.50 into Eq. 2.47 yields

$$
\begin{equation*}
2 E_{0 x}^{2} E_{0 y}^{2}+2 E_{0 x}^{2} E_{0 y}^{2}-\left(2 E_{0 x} E_{0 y} \cos \varphi\right)^{2}=\left(2 E_{0 x} E_{0 y} \sin \varphi\right)^{2} . \tag{2.51}
\end{equation*}
$$

Since we wish to express the final result in terms of intensity, which is proportional to the square of the field, we complete the squares in Eq. 2.51. Then, we add the quantity $E_{0 x}^{4}+E_{0 y}^{4}$ to both sides of the Eq. 2.51 and we have

$$
\begin{equation*}
E_{0 x}^{4}+E_{0 y}^{4}+2 E_{0 x}^{2} E_{0 y}^{2}+2 E_{0 x}^{2} E_{0 y}^{2}-\left(2 E_{0 x} E_{0 y} \cos \varphi\right)^{2}=\left(2 E_{0 x} E_{0 y} \sin \varphi\right)^{2}+E_{0 x}^{4}+E_{0 y}^{4}, \tag{2.52}
\end{equation*}
$$

from where

$$
\begin{equation*}
\left(E_{0 x}^{2}+E_{0 y}^{2}\right)^{2}-\left(E_{0 x}^{2}-E_{0 y}^{2}\right)^{2}-\left(2 E_{0 x} E_{0 y} \cos \varphi\right)^{2}=\left(2 E_{0 x} E_{0 y} \sin \varphi\right)^{2} . \tag{2.53}
\end{equation*}
$$

We now write the quantities inside the parentheses as

$$
\begin{gather*}
S_{0}=E_{0 x}^{2}+E_{0 y}^{2},  \tag{2.54}\\
S_{1}=E_{0 x}^{2}-E_{0 y}^{2},  \tag{2.55}\\
S_{2}=2 E_{0 x} E_{0 y} \cos \varphi,  \tag{2.56}\\
S_{3}=2 E_{0 x} E_{0 y} \sin \varphi . \tag{2.57}
\end{gather*}
$$

Eqs. 2.54-2.57 define the Stokes parameters and using Eq. 2.53 we express

$$
\begin{equation*}
S_{0}^{2}=S_{1}^{2}+S_{2}^{2}+S_{3}^{2} \tag{2.58}
\end{equation*}
$$

We see that Stokes' parameters are real quantities, and they are simply the observables of the polarization ellipse and, hence, the optical field. The first Stokes parameter $S_{0}$ is the total intensity of the light. The parameter $S_{1}$ describes the amount of liner horizontal or vertical polarization, $S_{2}$ describes the amount of linear +450 or $-45^{\circ}$ polarization, and the parameter $S_{3}$ describes the amount of right or left circular polarization contained within the beam; this correspondence will be shown shortly. We note that the four Stokes parameters are expressed in terms of intensities, and we again emphasize that the Stokes parameters are real measurable quantities.

If we now have partially polarized light, then we see that the relations given by Eqs. 2.54 to 2.57 continue to be valid for very short time intervals, since the amplitudes and phases fluctuate slowly. Using Schwarz's inequality[80],

$$
\begin{equation*}
\left|\int_{a}^{b} f^{*}(x) g(x) d x\right|^{2} \leq \int_{a}^{b} f^{*}(x) f(x) d x \int_{a}^{b} g^{*}(x) g(x) d x \tag{2.59}
\end{equation*}
$$

it can be shown that for any state of polarized light the Stokes parameters always satisfy the relation:

$$
\begin{equation*}
S_{0}^{2} \geq S_{1}^{2}+S_{2}^{2}+S_{3}^{2} \tag{2.60}
\end{equation*}
$$

The equality sign applies when we have completely polarized light, and the inequality sign when we have partially polarized light or unpolarized light. The orientation angle $\theta$ of the polarization ellipse [66] is given by

$$
\begin{equation*}
\tan 2 \theta=\frac{2 E_{0 x} E_{0 y} \cos \varphi}{E_{0 x}^{2}-E_{0 y}^{2}} \tag{2.61}
\end{equation*}
$$

Inspecting Eqs. 2.54 to 2.57 we see that if we divide Eq. 2.56 by Eq.2.55, $\theta$ can be expressed in terms of the Stokes parameters:

$$
\begin{equation*}
\tan 2 \theta=\frac{S_{2}}{S_{1}} \tag{2.62}
\end{equation*}
$$

Similarly, the ellipticity angle $\epsilon$ is given by [66]

$$
\begin{equation*}
\tan 2 \epsilon=\frac{2 E_{0 x} E_{0 y} \sin \varphi}{E_{0 x}^{2}+E_{0 y}^{2}} \tag{2.63}
\end{equation*}
$$

Again, inspecting Eqs. 2.54 to 2.57 and dividing Eq. 2.56 by Eq.2.55, we can see that we can expressed in terms of the Stokes parameters:

$$
\begin{equation*}
\sin 2 \epsilon=\frac{S_{3}}{S_{0}} \tag{2.64}
\end{equation*}
$$

The Stokes parameters enable us to describe the degree of polarization P for any state of polarization. By definition,

$$
\begin{equation*}
P=\frac{I_{p o l}}{I_{t o t}}=\frac{\left(S_{1}^{2}+S_{2}^{2}+S_{3}^{2}\right)^{1 / 2}}{S_{0}}, \quad 0 \leq P \leq 1 \tag{2.65}
\end{equation*}
$$

where $I_{p o l}$ is the intensity of the sum of the polarization components and $I_{t o t}$ is the total intensity of the beam. The value of $P=1$ corresponds to completely polarized light, $P=0$ corresponds to unpolarized light, and $0<P<1$ corresponds to partially polarized light.

To obtain the Stokes parameters of an optical beam, one must always take a time average of the polarization ellipse. However, the time-averaging process can be formally bypassed by representing the (real) optical amplitudes, Eqs. 2.34 and 2.35 , in terms of complex amplitudes:

$$
\begin{align*}
& E_{x}(t)=E_{0 x} e^{i\left(\omega t+\varphi_{x}\right)}=E_{x} e^{(i \omega t)}  \tag{2.66}\\
& E_{y}(t)=E_{0 y} e^{i\left(\omega t+\varphi_{y}\right)}=E_{y} e^{(i \omega t)} \tag{2.67}
\end{align*}
$$

where

$$
\begin{equation*}
E_{x}=E_{0 x} e^{i\left(\varphi_{x}\right)} \tag{2.68}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{y}=E_{0 y} e^{i\left(\varphi_{y}\right)}, \tag{2.69}
\end{equation*}
$$

are complex amplitudes. The Stokes parameters for a plane wave are now obtained from the formulas:

$$
\begin{gather*}
S_{0}=E_{x} E_{x}^{*}+E_{y} E_{y}^{*},  \tag{2.70}\\
S_{1}=E_{x} E_{x}^{*}-E_{y} E_{y}^{*},  \tag{2.71}\\
S_{2}=E_{x} E_{y}^{*}+E_{y} E_{x}^{*}  \tag{2.72}\\
S_{3}=i\left(E_{x} E_{y}^{*}-E_{y} E_{x}^{*}\right) . \tag{2.73}
\end{gather*}
$$

We shall use Eqs.2.70-2.73, the complex representation, henceforth, as the defining equations for the Stokes parameters. Substituting Eq. 2.68 and 2.69 into the Stokes parameters $S_{0}, S_{1}, S_{2}$ and $S_{3}$ gives

$$
\begin{gather*}
S_{0}=E_{0 x}^{2}+E_{0 y}^{2},  \tag{2.74}\\
S_{1}=E_{0 x}^{2}-E_{0 y}^{2},  \tag{2.75}\\
S_{2}=2 E_{0 x} E_{0 y} \cos \varphi,  \tag{2.76}\\
S_{3}=2 E_{0 x} E_{0 y} \sin \varphi, \tag{2.77}
\end{gather*}
$$

which are the Stokes parameters obtained formally from the polarization ellipse. As examples of the representation of polarized light in terms of the Stokes parameters, we consider linear horizontal and linear vertical polarized light, linear $+45^{\circ}$ and linear $-45^{\circ}$ polarized light, and right and left circularly polarized light.

Linear Horizontally Polarized Light. For this case $E_{0 y}=0$. Then, from Eq. 2.74 we have

$$
\begin{gather*}
S_{0}=E_{0 x}^{2}  \tag{2.78}\\
S_{1}=E_{0 x}^{2}  \tag{2.79}\\
S_{2}=0  \tag{2.80}\\
S_{3}=0 \tag{2.81}
\end{gather*}
$$

Linear Vertically Polarized Light. For this case $E_{0 x}=0$. Then, from Eq. 2.75 we have

$$
\begin{gather*}
S_{0}=E_{0 y}^{2}  \tag{2.82}\\
S_{1}=-E_{0 y}^{2}  \tag{2.83}\\
S_{2}=0  \tag{2.84}\\
S_{3}=0 \tag{2.85}
\end{gather*}
$$

Linear $+45^{\circ}$ Polarized Light. For this case $E_{0 x}=E_{0 y}=E_{0}$ and $\varphi=0$. Using the Eqs. 2.74-2.77, we find that

$$
\begin{gather*}
S_{0}=2 E_{0}^{2}  \tag{2.86}\\
S_{1}=0  \tag{2.87}\\
S_{2}=2 E_{0}^{2}  \tag{2.88}\\
S_{3}=0 \tag{2.89}
\end{gather*}
$$

Linear $-45^{\circ}$ Polarized Light. The conditions on the amplitude are the same as for the case +45 , but the phase difference is $\varphi=180^{\circ}$. Then, from Eqs. 2.74-2.77, we find that

$$
\begin{gather*}
S_{0}=2 E_{0}^{2}  \tag{2.90}\\
S_{1}=0  \tag{2.91}\\
S_{2}=-2 E_{0}^{2}  \tag{2.92}\\
S_{3}=0 \tag{2.93}
\end{gather*}
$$

Right Circularly Polarized Light. The conditions in this case are $E_{0 x}=$ $E_{0 y}=E_{0}$ and $\varphi=90^{\circ}$. From Eqs. 2.74-2.77 the Stokes parameters are then

$$
\begin{gather*}
S_{0}=2 E_{0}^{2},  \tag{2.94}\\
S_{1}=0,  \tag{2.95}\\
S_{2}=0,  \tag{2.96}\\
S_{3}=2 E_{0}^{2} . \tag{2.97}
\end{gather*}
$$

Left Circularly Polarized Light. For this case the amplitudes are again equal, but the phase shift between the orthogonal, transverse components is $\varphi=$ $-90^{\circ}$. The Stokes parameters from Eqs. 2.74-2.77 are then

$$
\begin{gather*}
S_{0}=2 E_{0}^{2},  \tag{2.98}\\
S_{1}=0  \tag{2.99}\\
S_{2}=0,  \tag{2.100}\\
S_{3}=-2 E_{0}^{2} \tag{2.101}
\end{gather*}
$$

Finally, the Stokes parameters for elliptically polarized light are, of course, given by Eqs. 2.74-2.77. Inspection of the four Stokes parameters suggests that they can be arranged in the form of a column matrix. This column matrix is called the Stokes vector. This step, while simple, provides a formal method for treating numerous complicated problems involving polarized light. We define

$$
S=\left[\begin{array}{l}
S_{0}  \tag{2.102}\\
S_{1} \\
S_{2} \\
S_{3}
\end{array}\right]=\left[\begin{array}{l}
I \\
Q \\
U \\
V
\end{array}\right],
$$

where $S_{1}, S_{2}, S_{3}$ and $S_{4}$ are the four Stokes parameters and we rename these as $I, Q, U$ and $V$. Using Eq. 2.60 and 2.102 we can write

$$
\begin{equation*}
I^{2} \geq Q^{2}+U^{2}+V^{2} \tag{2.103}
\end{equation*}
$$

Also, the degree of polarization can be write as

$$
\begin{equation*}
P=\frac{\sqrt{Q^{2}+U^{2}+V^{2}}}{I} . \tag{2.104}
\end{equation*}
$$

According to Eq. 2.60, $0 \leq P \leq 1, P$ is equal to 0 for a totally depolarized wave and 1 for a totally polarized wave. The Stokes vector for elliptically polarized light is then written from Eqs. 2.74-2.77 as

$$
S=\left[\begin{array}{c}
E_{0 x}^{2}+E_{0 y}^{2}  \tag{2.105}\\
E_{0 x}^{2}-E_{0 y}^{2} \\
2 E_{0 x} E_{0 y} \cos \varphi \\
2 E_{0 x} E_{0 y} \sin \varphi
\end{array}\right] .
$$

Equation 2.105 is also called the Stokes vector for a plane wave [66]. It can be expressed in terms of measurable quantities, namely the intensities in different directions of linear and circular polarization:

$$
S=\left[\begin{array}{c}
I  \tag{2.106}\\
Q \\
U \\
V
\end{array}\right]=\left[\begin{array}{c}
I_{0^{\circ}}+I_{90^{\circ}} \\
I_{0^{\circ}}-I_{90^{\circ}} \\
I_{+45^{\circ}}+I_{-45^{\circ}} \\
I_{L}+I_{R}
\end{array}\right]=\left[\begin{array}{c}
I_{H}+I_{V} \\
I_{H}-I_{V} \\
I_{+45^{\circ}}+I_{-45^{\circ}} \\
I_{L}+I_{R}
\end{array}\right]
$$

Table 2.1 presents Stokes vectors for polarization states which are frequently used.

### 2.3 Mueller matrices

In the general case, we can describe the transformation of any polarization state by a real $4 \times 4$ matrix called the Mueller matrix. The modification of an incident wave of Stokes vector $\mathbf{S}$ into a wave with Stokes vector $\mathbf{S}^{\prime}$ can be described by

$$
\begin{equation*}
\mathbf{S}^{\prime}=\mathbf{M} \cdot \mathbf{S}, \tag{2.107}
\end{equation*}
$$

| H | V | +45 |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\left[\begin{array}{l}1 \\ 1 \\ 0 \\ 0\end{array}\right]$ | $\left[\begin{array}{c}1 \\ -1 \\ 0 \\ 0\end{array}\right]$ | $\left[\begin{array}{l}1 \\ 0 \\ 1 \\ 1\end{array}\right]$ | $\left[\begin{array}{c}1 \\ 0 \\ 0 \\ -1 \\ 0\end{array}\right]$ | $\left.\begin{array}{c}\text { Right } \\ 1 \\ 0 \\ 0 \\ 1\end{array}\right]$ | $\left[\begin{array}{c}\text { Left } \\ 1 \\ 0 \\ 0 \\ -1\end{array}\right]$ |

Table 2.1: Stokes vectors of degenerate polarization states. From left to right:linear horizontal $\left(0^{\circ}\right)$, linear vertical $\left(90^{\circ}\right)$, linear $+45^{\circ}$, linear $-45^{\circ}$, Right Circular (Right) and Left Circular (Left).

$$
\left[\begin{array}{c}
S_{0}^{\prime}  \tag{2.108}\\
S_{1}^{\prime} \\
S_{2}^{\prime} \\
S_{3}^{\prime}
\end{array}\right]=\left[\begin{array}{llll}
M_{11} & M_{12} & M_{13} & M_{14} \\
M_{21} & M_{22} & M_{23} & M_{44} \\
M_{31} & M_{32} & M_{33} & M_{34} \\
M_{41} & M_{42} & M_{43} & M_{44}
\end{array}\right]\left[\begin{array}{c}
S_{0} \\
S_{1} \\
S_{2} \\
S_{3}
\end{array}\right] .
$$

In this work, the Mueller matrices will always, unless explicitly stated otherwise, be normalized by the term $M_{11}$.

$$
\left[\begin{array}{cccc}
1 & M_{12} / M_{11} & M_{13} / M_{11} & M_{14} / M_{11}  \tag{2.109}\\
M_{21} / M_{11} & M_{22} / M_{11} & M_{23} / M_{11} & M_{24} / M_{11} \\
M_{31} / M_{11} & M_{32} / M_{11} & M_{33} / M_{11} & M_{34} / M_{11} \\
M_{41} / M_{11} & M_{42} / M_{11} & M_{43} / M_{11} & M_{44} / M_{11}
\end{array}\right] .
$$

The first element $M_{11}$ represents the intensity modification of a totally depolarized beam after interaction with the system. Following the inequality of Eq. 2.103, a Mueller matrix must obey the relationships $M_{11} \geq 0$ and $\left|M_{i j}\right| \leq M_{11}, \forall i, j$, which implies in particular that the elements of the normalized Mueller matrix will be between -1 and 1 .

### 2.3.1 Polarimetry properties

We will focus on different basic properties that allow us to analyse and to characterize Mueller matrices. Physically, a non-depolarizing optical element modifies the polarization of light by changing the amplitudes or phases of the components of the electric field vector. Two basic properties then appear naturally. A diattenuator (also called a dichroic, we will use these two terms indifferently) modifies the amplitudes of the components of the electric field vector differently. A retarder only changes the phases of these components [66],[76]-[77].

## Diattenuation (or dichroism)

The Diattenuation $D$ (or dichroism) of a polarizing element is defined as [66]

$$
\begin{equation*}
D \equiv \frac{T_{\max }-T_{\min }}{T_{\max }+T_{\min }} \tag{2.110}
\end{equation*}
$$

where $T_{\text {max }}$ and $T_{\text {min }}$ are respectively the maximum and minimum transmission rates. Diattenuation characterizes the dependence of the transmission as a function of the incident polarization state. As different diattenuators can have the same scalar diattenuation, it is necessary to define vector dichroism. The direction is defined as that of the polarization state at the highest transmission rate ${ }^{2}$. Let $\left(1, d_{1}, d_{2}, d_{3}\right)^{t}$ be the Stokes vector of such an eigenvector. We define $\mathbf{D}$ as

$$
\mathbf{D} \equiv D\left[\begin{array}{l}
d_{1}  \tag{2.111}\\
d_{2} \\
d_{3}
\end{array}\right]=\left[\begin{array}{c}
D_{H} \\
D_{45^{\circ}} \\
D_{C} \\
0
\end{array}\right],
$$

The 3 components are horizontal, 45 and circular diattenuation respectively. The linear diattenuation can be defined by $D_{L}=\sqrt{D_{H}^{2}+D_{45^{\circ}}^{2}}$. As the diattenuation is given by the relation between the intensity of the outgoing beam depending on the components of the incident polarization state, it can be read directly on the Mueller matrix and is fully defined by its first row:

$$
\mathbf{D}=\frac{1}{M_{11}}\left[\begin{array}{l}
M_{12}  \tag{2.112}\\
M_{13} \\
M_{14}
\end{array}\right]
$$

The Mueller matrix of a pure diattenuator is

$$
\mathbf{M}_{D}=T_{u}\left[\begin{array}{cc}
1 & \mathbf{D}^{t}  \tag{2.113}\\
\mathbf{D} & \mathbf{m}_{D}
\end{array}\right]
$$

where $\mathbf{D}$ is the $3 \times 1$ diattenuation vector and $m_{D}$ is a $3 \times 3$ symmetric submatrix (i.e., superscript " $t$ " denoting a vector or matrix transpose). The latter can be obtained from $\mathbf{D}$ as

$$
\begin{equation*}
\mathbf{m}_{D}=\sqrt{1-D^{2}} \mathbf{I} \mathbf{d}+\left(1-\sqrt{\left.1-D^{2}\right)} \frac{\mathbf{D D}}{D^{t}}\right. \tag{2.114}
\end{equation*}
$$

with $D=\|D\|(\|\cdot\|$ denotes Euclidean vector norm), and where Id is the 3 x 3 identity matrix and $T_{u}$ is the transmission rate for for a non-polarized incident

[^3]state. This matrix is symmetrical and it has 4 degrees of freedom: the 3 components of the diattenuation vector and the transmission rate for unpolarized light. The maximum and minimum transmission rates can also be written according to elements of the Mueller matrix
\[

$$
\begin{align*}
& T_{\max }=M_{11}+\sqrt{M_{12}^{2}+M_{13}^{2}+M_{14}^{2}}=M_{11}(1+D)  \tag{2.115}\\
& T_{\min }=M_{11}-\sqrt{M_{12}^{2}+M_{13}^{2}+M_{14}^{2}}=M_{11}(1-D) \tag{2.116}
\end{align*}
$$
\]

There are also incident polarization states associated with these transmission rates, $\mathbf{S}_{\text {max }}=\left(1, \mathbf{s}_{\text {max }}\right)^{t}$ and $\mathbf{S}_{\text {min }}=\left(1, \mathbf{s}_{\text {min }}\right)^{t}$

$$
\begin{gather*}
\mathbf{s}_{\max }=\frac{1}{\sqrt{M_{12}^{2}+M_{13}^{2}+M_{14}^{2}}}\left[\begin{array}{l}
M_{12} \\
M_{13} \\
M_{14}
\end{array}\right]=\frac{1}{M_{11} D}\left[\begin{array}{l}
M_{12} \\
M_{13} \\
M_{14}
\end{array}\right]  \tag{2.117}\\
\mathbf{s}_{\text {min }}=-\mathbf{s}_{\text {max }} \tag{2.118}
\end{gather*}
$$

Note that $\mathbf{S}_{\text {max }}$ and $\mathbf{S}_{\text {min }}$ are orthogonal states.

### 2.3.2 Polarizance

We consider an entirely unpolarized incident polarization state $\mathbf{S}_{i}=(1,0,0,0)^{t}$. The outgoing polarization state is entirely defined by the first column of the Mueller matrix. Its degree of polarization, called polarizance is defined as

$$
\begin{equation*}
P=\frac{1}{M_{11}} \sqrt{M_{21}^{2}+M_{31}^{2}+M_{41}^{2}} . \tag{2.119}
\end{equation*}
$$

The vector polarizance can be defined as

$$
\mathbf{P}=\frac{1}{M_{11}}\left[\begin{array}{l}
M_{21}  \tag{2.120}\\
M_{31} \\
M_{41}
\end{array}\right]=\left[\begin{array}{c}
P_{H} \\
P_{45^{\circ}} \\
P_{C}
\end{array}\right] .
$$

The outgoing polarization state is $M_{11}(1, \mathbf{P})^{t}$. It is also the state of average outgoing polarization if one integrates on the Poincaré sphere for the polarization state of the incident beam. For a non-depolarizing element, we can show that $D=P[78]$ and that we therefore have the relationship

$$
\begin{equation*}
M_{12}^{2}+M_{13}^{2}+M_{14}^{2}=M_{21}^{2}+M_{31}^{2}+M_{41}^{2} . \tag{2.121}
\end{equation*}
$$

It is also shown that a non-depolarizing Mueller matrix is homogeneous if and only if $\mathbf{D}=\mathbf{P}$.

### 2.3.3 Retardance (or birefringence)

A retarder modifies the phases of its own polarization states differently, but not their amplitudes, thus introducing a phase shift. The transmission rate does not depend on the incident wave. For a homogeneous optical element, we can define the scalar delay as

$$
\begin{equation*}
R \equiv\left|\delta_{q}-\delta_{r}\right|, \quad 0 \leq R \leq \pi \tag{2.122}
\end{equation*}
$$

where $\delta_{i j}$ are the phase changes of its eigenstates. The fast axis of the retarder is defined as the direction of the eigenstate that first emerges from the retarder, which is forward in phase. Let $\left(1, r_{1}, r_{2}, r_{3}\right)^{t}$ be the Stokes vector of this eigenvector, with $\sqrt{r_{1}^{2}+r_{2}^{2}+r_{3}^{2}}=1$. We can define the retardance vector $\mathbf{R}$

$$
\mathbf{R} \equiv R\left[\begin{array}{l}
r_{1}  \tag{2.123}\\
r_{2} \\
r_{3}
\end{array}\right]=\left[\begin{array}{l}
R_{H} \\
R_{45} \\
R_{C}
\end{array}\right]
$$

The linear retardance can be defined by $R_{L}=\sqrt{R_{H}^{2}+R_{45}^{2}}$.
The matrix of a retarder is unitary. It is fully described by the retardance vector $\mathbf{R}$. Its effect is a rotation in the Poincare sphere. It is given by [79]

$$
\begin{gather*}
\mathbf{M}_{R}=\left[\begin{array}{cc}
1 & \mathbf{0}^{t} \\
\mathbf{0} & \mathbf{m}_{R}
\end{array}\right]  \tag{2.124}\\
\left(\mathbf{m}_{R}\right)_{i j}=\delta_{i j} \cos R+r_{i} r j(1-\cos R)+\sum_{k=1}^{3} \epsilon_{i j k} r_{k} \sin R \tag{2.125}
\end{gather*}
$$

where $\delta_{i j}$ is the Kronecker symbol and $\epsilon_{i j k}$ the permutation symbol of Levi-Civita [80]. It can be noted that $m_{R}$ is a rotation matrix in $\mathbb{R}^{3}$. The matrix of the retarder has 3 degrees of freedom, which are given by its retardance vector $\mathbf{R}$. We can determine the retardance vector from the Mueller matrix $\mathbf{M}_{R}$ by

$$
\begin{align*}
R & =\operatorname{arcos}\left[\frac{\operatorname{tr}\left(\mathbf{M}_{R}\right)}{2}-1\right]  \tag{2.126}\\
r_{i} & =\frac{1}{2 \sin R} \sum_{j, k=1}^{3} \epsilon_{i j k}\left(\mathbf{m}_{R}\right)_{j k} \tag{2.127}
\end{align*}
$$

### 2.3.4 Depolarization

An optical element may have depolarization, due to a lack of coherence, it can be spatial, temporal or spectral. We define several indicators or properties to characterize it. In the same way that polarization represented the average polarization state at the output, the quadratic depolarization

$$
\begin{equation*}
\Delta_{m}=1-\sqrt{\frac{\operatorname{Tr}\left(\mathbf{M}^{t} \mathbf{M}\right)-M_{11}^{2}}{3 M_{11}^{2}}} \tag{2.128}
\end{equation*}
$$

of any Mueller matrix $\mathbf{M}$, represents the average value of depolarization when integrated over the entire Poincaré sphere for incident polarization states. $\Delta_{m}$ varies between 0 for a non-depolarizing matrix to 1 for a totally depolarizing matrix. The condition

$$
\begin{equation*}
\operatorname{Tr}\left(\mathbf{M}^{t} \mathbf{M}\right)=4 M_{11}^{2} \tag{2.129}
\end{equation*}
$$

gives $\Delta_{m}=0$ which is necessary and sufficient for the Mueller matrix to be perfectly non-depolarizing and is equivalent to a Jones matrix ${ }^{3}$ [81], [82], [83]. A pure depolarizer can be written as [79]

$$
\mathbf{M}_{\Delta}=\left[\begin{array}{cc}
1 & \mathbf{0}^{t}  \tag{2.130}\\
0 & \mathbf{m}_{\Delta}
\end{array}\right],
$$

where $m_{\Delta}$ is a 3 x 3 symmetrical matrix, so is diagonalizable in a orthonormal base. This matrix has 6 degrees of freedom. We can represent $\mathbf{M}_{\Delta}$ after a base change by

$$
\mathbf{M}_{\Delta}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.131}\\
0 & a & 0 & 0 \\
0 & 0 & b & 0 \\
0 & 0 & 0 & c
\end{array}\right], \quad a, b, c \quad \in \quad[-1,1] .
$$

$a, b$ and $c$ determine the depolarization along the 3 proper axes. We then define the main depolarization.

$$
\begin{equation*}
\rho^{d e p}=1-\frac{|a|+|b|+|c|}{3} \tag{2.132}
\end{equation*}
$$

or in form more generally

$$
\rho^{d e p}=1-\frac{\operatorname{Tr}\left(\left|\mathbf{M}_{\Delta}\right|\right)-M_{11}}{3 M_{11}(2.133)}
$$

[^4]and we find a formula similar to that of the quadratic depolarization.

### 2.3.5 Typical matrices

In Tables 2.3.5 to 2.6 some Mueller matrices of typical elements [77] are presented. The matrices of a linear diattenuator and a retarder are of particular importance, as they allow us to describe many matrices and will be used frequently during the calibration procedure.

| Air/vacuum | Absorber |  |  |
| :--- | :--- | :---: | :---: |
| $\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{llll}a & 0 & 0 & 0 \\ 0 & a & 0 & 0 \\ 0 & 0 & a & 0 \\ 0 & 0 & 0 & a\end{array}\right]$ |  |  |

Table 2.2: Elementary Mueller Matrices.


Table 2.3: Diattenuators. $\tau$ is the transmission rate for a particular case

| Ideal Depolarizer | Partial Depolarizer |
| :--- | :--- |
| $\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$ | $\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & a & 0 & 0 \\ 0 & 0 & b & 0 \\ 0 & 0 & 0 & c\end{array}\right]$ |

Table 2.4: Depolarizers.


Table 2.5: Retarders.

| Homogeneous Linear Dichroic Retarder, oriented at $0^{\circ}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left[\begin{array}{cccc}1 & -\cos 2 \Psi & 0 & 0 \\ \cos 2 \Psi & 1 & 0 & 0 \\ 0 & 0 & \sin 2 \Psi \cos \Delta & \sin 2 \Psi \sin \Delta \\ 0 & 0 & -\sin 2 \Psi \sin \Delta & \sin 2 \Psi \cos \Delta\end{array}\right]$ <br> Homogeneous Linear Dichroic Retarder, oriented at $\theta$ |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
| Homogeneous Linear Dichroic Retarder, oriented at $\theta$ |  |  |  |  |  |
| $\left[\begin{array}{cccc} 1 & -\mathrm{C}_{\theta} \cos 2 \Psi & -\mathrm{S}_{\theta} \cos 2 \Psi & 0 \\ \mathrm{C}_{\theta} \cos 2 \Psi & \mathrm{C}_{\theta}^{2}+S_{\theta}^{2} \sin 2 \Psi \cos \Delta & \mathrm{C}_{\theta} S_{\theta}(1-\sin 2 \Psi \cos \Delta) & -\mathrm{S}_{\theta} \sin 2 \Psi \sin \Delta \\ -\mathrm{S}_{\theta} \cos 2 \Psi & \mathrm{C}_{\theta} S_{\theta}(1-\sin 2 \Psi \cos \Delta) & \left.\mathrm{S}_{\theta}^{2}+C_{\theta}^{2} \sin 2 \Psi \cos \Delta\right) & \mathrm{C}_{\theta} \sin 2 \Psi \sin \Delta \\ 0 & \mathrm{~S}_{\theta} \sin 2 \Psi \sin \Delta & -\mathrm{C}_{\theta} \sin 2 \Psi \sin \Delta & \sin 2 \Psi \cos \Delta \end{array}\right]$ |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

Table 2.6: Homogeneous linear retarders (axis of retardance and dichroism combined).

## Chapter 3

## Polarimetry

As we have seen, the polarization state of light varies after interaction with an optical system and this variation can be characterized by the Jones matrix or in a more general setting by the Mueller matrix. The measurement of these variations constitutes polarimetry.
The implementation of a polarimeter involves a controlled modulation of input polarization states, states which are modified during the passage through the system, then analyzed, to extract the Mueller matrix of the sample studied from these measurements.

### 3.1 Mueller Matrix Polarimetry

In general, a Mueller matrix polarimeter consists first of all of a light source. This source can be monochromatic or broadband according to the applications and instrument specifications. The source is followed by a polarization state generator (PSG), wich modulates the polarization of the light and provides the initial polarization states. In order to be able to measure a complete Mueller matrix, these states have to be composed of at least four independent polarization states. It is well known that a minimum of 16 independent combinations of input and output Stokes vectors is required to calculate the 16 elements of the Mueller matrix of a general sample (four incident independent Stokes vectors and four detected independent Stokes vectors) [66], [87].

The controlled input polarization interacts with the studied sample, which can be, according to the configuration, by transmission, reflection, diffraction, scattering, etc. The modified polarization states are then projected on a known state basis, provided by the polarization state analyzer (PSA), before measuring the intensity using a detector.


Figure 3.1: The experimental optical system used to measure all elements of the scattering matrix and polarization states. The detector can be rotated through angle $\theta=180^{\circ}$.

A typical Mueller matrix polarimeter which requires 4 independent incident polarization states and 4 independent analyzers, is shown schematically in Fig. 3.1 [87]. To obtain the complete Mueller matrix of a general sample, we present in Fig. 3.2, a diagram of the combinations polarizer-analizer used in the measurement of each element of the Mueller matrix for the polarimeter in Fig. 3.1. Depending on the polarization properties of a particular sample, and on the possible symmetries between its Mueller matrix elements, fewer measurements may be required.

Light polarization can be modulated and analyzed by a variety of approaches: rotating retardation plates [38, 66], rotating compensators [68], Pockels cells [24, 67, 88], photoelastic modulators[69, 89], or liquid-crystal variable retarders (LCVRs) [71, 72]. In this work we present a device based on the LCVR approach that has some limitations, in particular, the accessible spectral range, but also significant advantages, such as the absence of moving parts or high driving voltages. As we mentioned in the introduction, it is sometimes important to have an optimized system to obtain polarimetric measurements of a given sample. We will demonstrate that in some cases it may be better, or easier, to work with polarimeters that are not optimized. For example, working with liquid crystal variable retarders, the dead time, between changes of voltage or retardance values, is smaller when smaller voltage or retardance changes are introduced, so that the full measure-


Figure 3.2: Diagram of the combinations polarizer-analizer, for the polarimeter in Fig. 3.1, used in the measurement of each element of the Mueller matrix.
ment can be faster for non-optimized, closer voltage or retardance values. We will discuss more on the optimization and calibration processes that are necessary to have a polarimeter with a consistent performance, in next Chapter.

### 3.2 Modulation of the Liquid Crystal Variable Retarders

In this work, although the retardance values were chosen to give the values of the incident and detected polarization states required by the method of Bickel and Bailey[87], it is possible to use other methods to extract the sample Mueller matrix from the measured intensities. To change the condition number ${ }^{1}$ in the experiment, the number of independent polarization states was changed. For an optimized system six incident Stokes vectors and six detected Stokes vectors were used; these were linearly horizontal (H), linear vertical $(\mathrm{V})$, linear at $+45^{\circ}(+)$, linear at $-45^{\circ}(-)$, right circular $(\mathrm{R})$, and left circular $(\mathrm{L})$ polarized light. This meant that there were 36 intensity measurements made. The characteristic matrix for the PSG and the PSA is in this case:

[^5]\[

P_{6}=\left[$$
\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & 1  \tag{3.1}\\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1
\end{array}
$$\right]
\]

and the condition number for this matrix is $\kappa_{6}=1.7321$, the optimized value.
For the non-optimized case we used only four incident Stokes vectors and four detected Stokes vectors; linearly horizontal, vertical, at $+45^{\circ}$ and right circular polarized light. This requires 16 intensity measurements and has a PSG and PSA characteristic matrix given by:

$$
P_{4}=\left[\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{3.2}\\
1 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

with a condition number of $\kappa_{4}=3.2255$, which indicates that the system is not optimized [90].

### 3.3 Theoretical modelling of the Polarization State Generator (PSG)

In this thesis the state of polarization of light incident on the sample was modulated using two electro-optical Liquid Crystal Variable Retarders (LCVR) which we consider behave as ideal linear retarders with variable retardance. Therefore, the retardance of a linear retarder with the fast axis at $0^{\circ}$ is a function of time $\Delta(t)$ given by

$$
\mathbf{R}_{0^{\circ}}(\tau, \Delta(t))=\tau\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.3}\\
0 & 1 & 0 & 0 \\
0 & 0 & \cos \Delta(t) & \sin \Delta(t) \\
0 & 0 & -\sin \Delta(t) & \cos \Delta(t)
\end{array}\right]
$$

where $\tau$ is the transmittance for unpolarized light and $\Delta(t)$ is the variable retardance.

The Mueller matrix of a polarizer (or a retarder) with the transmission axis (or fast) oriented at an azimuth angle $\theta, M_{\theta}$ must be [58]

$$
\begin{equation*}
\mathbf{M}_{\theta}=\boldsymbol{\operatorname { R o t }}(\theta) \mathbf{M}_{0^{\circ}} \boldsymbol{\operatorname { R o t }}(-\theta), \tag{3.4}
\end{equation*}
$$

where $\mathbf{M}_{0}$ 。 is the Mueller matrix of the optical element with its axis (the transmission axis or the fast axis) parallel to the horizontal direction and $\operatorname{\operatorname {Rot}}(\theta)$ is the rotation matrix given by

$$
\operatorname{Rot}(\theta)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.5}\\
0 & \cos 2 \theta & -\sin 2 \theta & 0 \\
0 & \sin 2 \theta & \cos 2 \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Then, the Mueller matrix for a linear variable retarder with the fast axis oriented at an azimuth angle $\theta$ must be

$$
\mathbf{R}_{0^{\circ}}(\tau, \Delta(t), \theta)=\tau \cdot \boldsymbol{\operatorname { R o t }}(\theta) \cdot\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.6}\\
0 & \cos 2 \theta & -\sin 2 \theta & 0 \\
0 & \sin 2 \theta & \cos 2 \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \cdot \boldsymbol{\operatorname { R o t }}(-\theta)
$$

From Eq. 3.3 and Eq. 3.5, the Mueller matrix of the first LCVR1, with its fast axis at $+45^{\circ}$ from the horizontal, is given by

$$
\mathbf{R}_{+45^{\circ}}\left(\tau_{1}, \Delta_{1}(t), \theta\right)=\tau_{1}\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.7}\\
0 & \cos \Delta_{1}(t) & 0 & -\sin \Delta_{1}(t) \\
0 & 0 & 1 & 0 \\
0 & \sin \Delta_{1}(t) & 0 & \cos \Delta_{1}(t)
\end{array}\right],
$$

where the variable retardance, $\Delta_{1}(t)$, and the transmittance, $\tau_{1}$, have a subscript to indicate that they correspond to the first retarder, LCVR1.
The fast axis of the second Liquid Crystal Variable Retarder is oriented at $0^{\circ}$, LCVR2, then its Mueller matrix is given by

$$
\mathbf{R}_{0^{\circ}}\left(\tau_{2}, \Delta_{2}(t)\right)=\tau_{2}\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.8}\\
0 & 1 & 0 & 0 \\
0 & 0 & \cos \Delta_{2}(t) & \sin \Delta_{2}(t) \\
0 & 0 & -\sin \Delta_{2}(t) & \cos \Delta_{2}(t)
\end{array}\right]
$$

where the variable retardance, $\Delta_{2}(t)$, and the transmittance, $\tau_{2}$, have a subscript to indicate that they correspond to the second retarder LCVR2.

If we have a Polarization State Generator (PSG), as is depicted in Fig. 3.3, with incident light linearly polarized in the horizontal direction and whose Stokes vector is given by

### 3.3. Theoretical modelling of the Polarization State Generator <br> (PSG)
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Figure 3.3: Polarizing elements of the PSG which define $S_{P S G}(t)$.

$$
\mathbf{S}_{i}=\left[\begin{array}{l}
1  \tag{3.9}\\
1 \\
0 \\
0
\end{array}\right],
$$

combining Eq. 3.7, Eq. 3.8 and Eq. 3.9, the polarization state of the light after LCVR2, as a function of the two variable retardances, for light that passed through the PSG, resulted in

$$
\mathbf{S}_{P S G}(t)=\mathbf{R}_{2}\left(\tau_{2}, \Delta_{2}(t)\right) \cdot \mathbf{R}_{1}\left(\tau_{1}, \Delta_{1}(t)\right) \cdot \mathbf{S}_{i}=\tau_{1} \tau_{2}\left[\begin{array}{c}
1  \tag{3.10}\\
\cos \Delta_{1}(t) \\
\sin \Delta_{1}(t) \sin \Delta_{2}(t) \\
\sin \Delta_{1}(t) \cos \Delta_{2}(t)
\end{array}\right]
$$

The proper choice of the modulation parameters for the retardances $\Delta_{1}(t)$ and $\Delta_{2}(t)$ ensures that at least 4 linearly independent states of polarization are generated to obtain a complete polarimetry measurement. The last three elements of the Stokes vector $\mathbf{S}_{P S G}(t)$ in Eq. 3.10 can be interpreted as a transformation from spherical to rectangular coordinates of points on the surface of the Poincaré sphere [88]. In this work, only six linearly independent polarization states were used in the measurements, the implementation of this will be discussed in detail later. For now we present, in Table 3.1, the pairs of retardances used, in wavelengths. We present the variable retardances, $\Delta_{1}$ and $\Delta_{2}$ without time dependence to emphasize that their values were kept constant during the time taken for the measurements with a given incident polarization state.

| Polarization state | $\Delta_{1}\left[\lambda^{\prime} s\right]$ | $\Delta_{2}\left[\lambda^{\prime} s\right]$ |
| :---: | :---: | :---: |
| $H$ | 0 | 0 |
| $V$ | $\frac{1}{2}$ | $\frac{1}{4}$ |
| + | $\frac{1}{4}$ | $\frac{1}{4}$ |
| - | $\frac{1}{4}$ | $\frac{3}{4}$ |
| $R$ | $\frac{1}{4}$ | 0 |
|  | $\frac{1}{4}$ | $\frac{1}{2}$ |

Table 3.1: Retardances Values for the Polarization States Generator.

### 3.4 Theoretical modelling of the Polarization State Analizer (PSA)

As for the discussion for the PSG, we can analyze the system for the Polarization State Analyzer (PSA), and for every state of polarization that is incident on the sample, it is possible to relate the Stokes parameters to the measurable intensities. In Chapter 2 we showed that the Stokes parameters are related to measurable intensities, the $S_{0}$ or $I$ is the total intensity and we can write or measure it in different ways [66]

$$
\begin{gather*}
S_{0}=I=I_{H}+I_{V}=I_{+}+I_{-}=I_{L}+I_{R}  \tag{3.11}\\
S_{1}=Q=I_{H}-I_{V}  \tag{3.12}\\
S_{2}=U=I_{+}-I_{-}  \tag{3.13}\\
S_{1}=V=I_{R}-I_{L} \tag{3.14}
\end{gather*}
$$

where $H, V,+$, and - are linear polarization horizontal, vertical, +45 and -45 , respectively, and R and L are circular polarization right and left, respectively.


Figure 3.4: Polarization State Analizer.
If we consider the system in Fig. 3.4, with a Stokes vector leaving the sample $S_{\text {out }}$, the Stokes vector reaching the detector after the linear polarizer is

$$
\begin{equation*}
\mathbf{S}_{P S A}=\mathbf{M}_{P 0^{\circ}} \mathbf{R}_{4}\left(\tau_{4}, \Delta_{4}(t)\right) \mathbf{R}_{3}\left(\tau_{3}, \Delta_{1}(t)\right) \mathbf{S}_{\text {out }} \tag{3.15}
\end{equation*}
$$

Writing the values of the matrices $\mathbf{R}_{3}$ at $0^{\circ}$ and $\mathbf{R}_{4}$ at $45^{\circ}$, LCVR3 and LCVR4 respectively, we obtain

$$
\mathbf{S}_{P S A}=\frac{1}{2}\left[\begin{array}{llll}
1 & 1 & 0 & 0  \tag{3.16}\\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
1 & \cos \Delta_{4} & 0 & -\sin \Delta_{4} \\
0 & 0 & 0 & 0 \\
0 & \sin \Delta_{4} & 0 & \cos \Delta_{4}
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \cos \Delta_{3} & \sin \Delta_{3} \\
0 & 0 & -\sin \Delta_{3} & \cos \Delta_{3}
\end{array}\right] \mathbf{S}_{\text {out }}
$$

and thus

$$
\left[\begin{array}{c}
S_{P S A 0}  \tag{3.17}\\
S_{P S A 1} \\
S_{P S A 2} \\
S_{P S A 3}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cccc}
1 & \cos \Delta_{4} & \sin \Delta_{3} \sin \Delta_{4} & -\cos \Delta_{3} \sin \Delta_{4} \\
1 & \cos \Delta_{4} & \sin \Delta_{3} \sin \Delta_{4} & -\cos \Delta_{3} \sin \Delta_{4} \\
0 & 0 & 0 & 0 \\
0 & \sin \Delta_{4} & 0 & \cos \Delta_{4}
\end{array}\right]\left[\begin{array}{c}
S_{\text {out } 0} \\
S_{\text {out } 1} \\
S_{\text {out } 2} \\
S_{\text {out } 3}
\end{array}\right] .
$$

The intensity detected is the first element of the final Stokes vector, $S_{P S A 0}$,

$$
\begin{equation*}
S_{P S A 0}=\frac{1}{2}\left(1+\cos \Delta_{4}+\sin \Delta_{3} \sin \Delta_{4}-\cos \Delta_{3} \sin \Delta_{4}\right) . \tag{3.18}
\end{equation*}
$$

So, if we want to detect the component of $S_{\text {out }}$ in H polarized (linear horizontally polarized light), we need

$$
\begin{gather*}
\cos \Delta_{4}=1, \sin \Delta_{4}=0 \\
\Delta_{4}=0,2 \pi, 4 \pi, \ldots \\
\Delta_{3}=\star^{2} \tag{3.19}
\end{gather*}
$$

In this case

$$
\begin{equation*}
S_{I 0}=\frac{1}{2}\left(S_{\text {out } 0}+S_{\text {out } 1}\right)=\frac{1}{2}\left(\left[I_{H}+I_{V}\right]+\left[I_{H}-I_{V}\right]\right)=I_{H} . \tag{3.20}
\end{equation*}
$$

If we want to detect the component of $S_{\text {out }}$ in V polarized (linear vertically polarized light), we need

$$
\begin{gather*}
\cos \Delta_{4}=-1, \sin \Delta_{4}=0 \\
\Delta_{4}=\pi, 3 \pi, 5 \pi, \ldots \\
\Delta_{3}=\star \tag{3.21}
\end{gather*}
$$

In this case

$$
\begin{equation*}
S_{I 0}=\frac{1}{2}\left(S_{\text {out } 0}-S_{\text {out } 1}\right)=\frac{1}{2}\left(\left[I_{H}+I_{V}\right]-\left[I_{H}-I_{V}\right]\right)=I_{V} . \tag{3.22}
\end{equation*}
$$

If we want to detect the component of $S_{\text {out }}$ in +45 polarized (linear $+45^{\circ}$ polarized light), we need

$$
\begin{gather*}
\cos \Delta_{4}=0, \sin \Delta_{4}=1 \\
\cos \Delta_{3}=0, \sin \Delta_{3}=1 \\
\Delta_{4}=\frac{\pi}{2}, \frac{5 \pi}{2}, \ldots \\
\Delta_{3}=\frac{\pi}{2}, \frac{5 \pi}{2}, \ldots \tag{3.23}
\end{gather*}
$$

In this case

$$
\begin{equation*}
S_{I 0}=\frac{1}{2}\left(S_{\text {out } 0}+S_{\text {out } 2}\right)=\frac{1}{2}\left(\left[I_{+}+I_{-}\right]+\left[I_{+}-I_{-}\right]\right)=I_{+} . \tag{3.24}
\end{equation*}
$$

[^6]
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If we want to detect the component of $S_{\text {out }}$ in -45 polarized (linear $-45^{\circ}$ polarized light), we need

$$
\begin{gather*}
\cos \Delta_{4}=0, \sin \Delta_{4}=1 \\
\cos \Delta_{3}=0, \sin \Delta_{3}=-1 \\
\Delta_{4}=\frac{\pi}{2}, \frac{5 \pi}{2}, \ldots \\
\Delta_{3}=\frac{3 \pi}{2}, \frac{\pi \pi}{2}, \ldots \tag{3.25}
\end{gather*}
$$

In this case

$$
\begin{equation*}
S_{I 0}=\frac{1}{2}\left(S_{\text {out } 0}-S_{\text {out } 2}\right)=\frac{1}{2}\left(\left[I_{+}+I_{-}\right]-\left[I_{+}-I_{-}\right]\right)=I_{-} . \tag{3.26}
\end{equation*}
$$

If we want to detect the component of $S_{\text {out }}$ in R polarized (right circularly polarized light), we need

$$
\begin{gather*}
\cos \Delta_{4}=0, \sin \Delta_{4}=1 \\
\cos \Delta_{3}=-1, \sin \Delta_{3}=0 \\
\Delta_{4}=\frac{\pi}{2}, \frac{5 \pi}{2}, \ldots \\
\Delta_{3}=\pi, 3 \pi, 5 \pi, \ldots \tag{3.27}
\end{gather*}
$$

In this case

$$
\begin{equation*}
S_{I 0}=\frac{1}{2}\left(S_{\text {out } 0}+S_{\text {out } 3}\right)=\frac{1}{2}\left(\left[I_{R}+I_{L}\right]+\left[I_{R}-I_{L}\right]\right)=I_{R} \tag{3.28}
\end{equation*}
$$

If we want to detect the component of $S_{\text {out }}$ in L polarized (left circularly polarized light), we need

$$
\begin{gathered}
\cos \Delta_{4}=0, \sin \Delta_{4}=1 \\
\cos \Delta_{3}=1, \sin \Delta_{3}=0 \\
\Delta_{4}=\frac{\pi}{2}, \frac{5 \pi}{2}, \ldots \\
\Delta_{3}=0,2 \pi, 4 \pi, \ldots
\end{gathered}
$$

In this case

$$
\begin{equation*}
S_{I 0}=\frac{1}{2}\left(S_{\text {out } 0}-S_{\text {out } 3}\right)=\frac{1}{2}\left(\left[I_{R}+I_{L}\right]-\left[I_{R}-I_{L}\right]\right)=I_{L} \tag{3.30}
\end{equation*}
$$

Again we can choose the modulation parameters for the retardances $\Delta_{3}(t)$ and $\Delta_{4}(t)$ to obtain the relationship between the Stokes parameters and the measurable intensities for the Polarization State Analyzer (PSA).

### 3.5 Calculation of the Mueller matrix

The calculation of the Mueller matrix from the experimental intensities data depends on the nature of the measurment technique. For instance, the Mueller matrix can be obtained from the spectral analysis of the polarimetric measurements [24] or from direct algebraic relations between the measurements [87].
It is possible to calculate the Mueller matrix of a sample through a Polarimetric Data Reduction Matrix method. For now we present the calculation method which is suitable for the experimental data obtained with the polarimeter that we describe in the next Chapter. This method was presented by Bickel and Bailey [87], and establishes four properties of the experimental data and their relation with the elements of the Mueller matrix:

- The kind of polarized light (incident and detected) used in a particular measurement establishes uniquely the matrix elements that will be mixed by that measurement.
- Various complimentary orientations of any polarizer configuration give matrix element combinations that differ only in the sign of the elements mixed.
- Each matrix element has a unique location in the matrix. $S_{11}$ occurs in every location, $S_{i j}(\mathrm{i}=\mathrm{j})$ occurs only along the diagonal.
- The matrix elements $S_{i j}$ where $i$ and/or $j=4$ contain information about circularly polarized light.

For our analysis the first 2 properties are the most relevant. The analytic relations describing the irradiance measured for a particular combination polarizer-analizer are used to determine what set of measurements is necessary to obtain each element of the Mueller matrix, it can be seen in Fig. 3.5.

| $m_{11} \stackrel{\text { ¢ }}{ \pm}$ | $m_{12} \longleftrightarrow \pm$ | $m_{13}$ | $m_{14} \circlearrowleft \pm$ |
| :---: | :---: | :---: | :---: |
| $I_{00}$ | $\frac{1}{2}\left[I_{H 0}-I_{V 0}\right]$ | $\frac{1}{2}\left[I_{+0}-I_{-0}\right]$ | $\frac{1}{2}\left[I_{\text {R0 }}-I_{L 0}\right]$ |
| $m_{21}$ | $\mathrm{m}_{22} \longleftrightarrow \longleftrightarrow$ | $m_{23} \swarrow \quad \longleftrightarrow$ | $m_{24} \circlearrowleft \longleftrightarrow$ |
| $I_{\text {OH }}-I_{\text {V }}$ | $\frac{1}{2}\left[\left(I_{H H}+I_{V V}\right)-\left(I_{V H}+I_{H V}\right)\right]$ | $\frac{1}{2}\left[\left(I_{+H}+I_{-V}\right) \cdot\left(I_{-H}+I_{+V}\right)\right]$ | $\frac{1}{2}\left[\left(I_{R H}+I_{L V}\right)-\left(I_{L H}+I_{R V}\right)\right]$ |
| $m_{31}$ | $m_{32} \longleftrightarrow \square$ | $m_{33}$ | $m_{34} \circlearrowleft$ |
| $I_{0+}-I_{0-}$ | $\frac{1}{2}\left[\left(I_{H+}+I_{V-}\right) \cdot\left(I_{V_{+}+}+I_{H-}\right)\right]$ | $\frac{1}{2}\left[\left(I_{++}+I_{--}\right) \cdot\left(I_{-+}+I_{+-}\right)\right]$ | $\frac{1}{2}\left[\left(I_{R+}+I_{L-}\right) \cdot\left(I_{L^{+}}+I_{R-}\right)\right]$ |
| $m_{41}$ | $m_{42} \longleftrightarrow \square$ | $m_{43} \nearrow \square$ | $m_{44} \square \bigcirc$ |
| $I_{\text {OR }}-I_{\text {OL }}$ | $\frac{1}{2}\left[\left(I_{H R}+I_{V L}\right) \cdot\left(I_{V R}+I_{H L}\right)\right]$ | $\frac{1}{2}\left[\left(I_{+R}+I_{-L}\right) \cdot\left(I_{-R}+I_{+L}\right)\right]$ | $\frac{1}{2}\left[\left(I_{R R}+I_{L L}\right) \cdot\left(I_{L R}+I_{R L}\right)\right]$ |
| * Unpolarized | $\leftrightarrow$ Linear horizontal | $\nearrow \quad$ Linearat $45^{\circ}$ | (2) Rightcircular |

Figure 3.5: Measurements and operations necessary to compute each of the 16 elements of the Mueller matrix [87]. The first symbol, and subscript of I, represents the polarization state of the incident light whereas the second symbol, and subscript, represents the analyzer used in the corresponding measurement. The convention followed for the subscripts is the same as in Chapter 2 with the extra ' 0 ' indicating unpolarized light, for the incident light, or total irradiance, for the analyzer [67].

For instance, $m_{12}$ can be obtained as:

$$
\begin{equation*}
m_{12}=\frac{1}{2}\left(I_{H 0}-I_{V 0}\right) . \tag{3.31}
\end{equation*}
$$

That is, we can obtain $m_{12}$ as the difference between the total scattered irradiance for incident light polarized in the horizontal direction and the total scattered irradiance for incident light polarized in the vertical direction. The sum of the horizontal and vertical irradiances gives the total irradiance and, thus, this quantity is obtained indirectly as the incoherent superposition of the horizontal and vertical components. Therefore, $m_{12}$ for our polarimeter is obtained as:

$$
\begin{equation*}
m_{12}=\frac{1}{2}\left[\left(I_{H H}+I_{H V}\right)-\left(I_{V H}+I_{V V}\right)\right] . \tag{3.32}
\end{equation*}
$$

Similar expressions can be found for the rest of the elements. Fig. 3.5 shows the
measurements and operations necessary to calculate the complete Mueller matrix of a sample.

We can write most elements of the Mueller matrix, except $m_{11}$ in terms of other elements previously calculated. As an example, let us consider again the element given by Eq. 3.32.

The first element of the Mueller matrix in the polarimeter is given by

$$
\begin{equation*}
m_{11}=\frac{1}{2}\left[\left(I_{H H}+I_{H V}\right)+\left(I_{V H}+I_{V V}\right)\right] . \tag{3.33}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
m_{11}+m_{12}=I_{H H}+I_{H V} \tag{3.34}
\end{equation*}
$$

from which

$$
\begin{equation*}
m_{12}=I_{H H}+I_{H V}-m_{11} . \tag{3.35}
\end{equation*}
$$

Thus, $m_{12}$ is given in terms of a pair of measurements and $m_{11}$. Again, similar relations can be found for the rest of the elements of the Mueller matrix [67, 87].

For the case of 36 intensity measurements, the relationship between the detected intensities $^{3}$ of light and the Mueller-matrix components are given by

$$
\begin{gather*}
m_{11}=I_{H 0}+I_{V 0}=I_{H H}+I_{H V}+I_{V H}+I_{V V} \\
m_{12}=\frac{1}{2}\left[I_{H 0}-I_{V 0}\right]=\frac{1}{2}\left[I_{H H}+I_{H V}-I_{V H}-I_{V V}\right] \\
m_{13}=\frac{1}{2}\left[I_{+0}-I_{-0}\right]=\frac{1}{2}\left[I_{+H}+I_{+V}-I_{-H}-I_{-V}\right] \\
m_{14}=\frac{1}{2}\left[I_{R 0}-I_{L 0}\right]=\frac{1}{2}\left[I_{L H}+I_{L V}-I_{R H}-I_{R V}\right] \\
m_{21}=I_{0 H}-I_{0 V}=I_{H H}+I_{V H}-I_{H V}-I_{V V} \\
m_{22}=\frac{1}{2}\left[I_{H H}+I_{V V}-I_{V H}-I_{H V}\right] \\
m_{23}=\frac{1}{2}\left[I_{+H}+I_{-V}-I_{-H}-I_{+V}\right] \\
m_{24}=\frac{1}{2}\left[I_{R H}+I_{L V}-I_{L H}-I_{R V}\right]  \tag{3.36}\\
m_{31}=I_{0+}-I_{0-}=I_{H+}+I_{V+}-I_{H-}-I_{V-} \\
m_{32}=\frac{1}{2}\left[I_{H+}+I_{H-}-I_{V+}-I_{H-}\right] \\
m_{33}=\frac{1}{2}\left[I_{++}+I_{--}-I_{-+}-I_{+-}\right] \\
m_{34}=\frac{1}{2}\left[I_{R+}+I_{L-}-I_{L+}-I_{R-}\right] \\
m_{41}=I_{0 R}+I_{0 L}=I_{H R}+I_{V R}-I_{H L}-I_{V L} \\
m_{42}=\frac{1}{2}\left[I_{H R}+I_{V L}-I_{V R}-I_{H L}\right] \\
m_{43}=\frac{1}{2}\left[I_{+R}+I_{-L}-I_{-R}-I_{+L}\right] \\
m_{44}=\frac{1}{2}\left[I_{R R}+I_{L L}-I_{L R}-I_{R L}\right]
\end{gather*}
$$

[^7]For the case of 16 intensity measurements, we used $H, V,+$ and $R$ and the equations for the Mueller matrix are:

$$
\begin{gather*}
m_{11}=\frac{1}{2}\left[I_{H 0}+I_{V 0}\right]=\frac{1}{2}\left[I_{H H}+I_{H V}+I_{V H}+I_{V V}\right] \\
m_{12}=I_{H 0}-m_{11}=I_{H H}+I_{H V}-m_{11} \\
m_{13}=I_{+0}-m_{11}=I_{+H}+I_{+V}-m_{11} \\
m_{14}=I_{R 0}-m_{11}=I_{R H}+I_{R V}-m_{11} \\
m_{21}=I_{H H}+I_{V H}-m_{11} \\
m_{22}=2 I_{H H}-m_{11}-m_{12}-m_{21} \\
m_{23}=2 I_{+H}-m_{11}-m_{13}-m_{21} \\
m_{24}=2 I_{R H}-m_{11}-m_{14}-m_{21} \\
m_{31}=I_{H+}+I_{V+}-m_{11}  \tag{3.37}\\
m_{32}=2 I_{H+}-m_{11}-m_{12}-m_{31} \\
m_{33}=2 I_{++}-m_{11}-m_{13}-m_{31} \\
m_{34}=2 I_{R+}-m_{11}-m_{14}-m_{31} \\
m_{41}=I_{H R}+I_{V R}-m_{11} \\
m_{42}=2 I_{H R}-m_{11}-m_{12}-m_{41} \\
m_{43}=2 I_{+R}-m_{11}-m_{13}-m_{41} \\
m_{44}=2 I_{R R}-m_{11}-m_{14}-m_{41}
\end{gather*}
$$

In practise we measured only for the case of 36 measured intensities, that is with six incident Stokes vectors and six detected Stokes vectors, it is the overdetermined and the optimized case. We present other two cases, for 24 and 16 measurements, the last one is a non-optimized case, which is the most important case in our work because we present in Chapter 5 a method for calibration and data-extraction for a non-optimized Mueller matrix polarimeter. The case for 24 measurements is a intermediate step only to validate the method. The retardance values used are shown in Table 3.2, for each of the 36 values of the intensity. The results for the cases of 24 and 16 measurements are obtained using only the appropriate values of the measured intensities from the same data set. This is to remove any effects due to variations in the measured values and only to study the variations due to the different analyses of the data.

|  |  | Retardance [unit of $\lambda^{\prime} s$ ] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Measurement | Intensities | LCVR 1 | LCVR 2 | LCVR 3 | LCVR 4 |
| 1 | $I_{H H}$ | $0=\lambda$ | $0=\lambda$ | $0=\lambda$ | $0=\lambda$ |
| 2 | $I_{H R}$ | $0=\lambda$ | $0=\lambda$ | 1/2 $\lambda$ | 1/4 $\lambda$ |
| 3 | $I_{H V}$ | $0=\lambda$ | $0=\lambda$ | $1 / 2 \lambda$ | 1/2 $\lambda$ |
| 4 | $I_{H+}$ | $0=\lambda$ | $0=\lambda$ | $1 / 4 \lambda$ | 1/4 $\lambda$ |
| 5 | $I_{H-}$ | $0=\lambda$ | $0=\lambda$ | $3 / 4 \lambda$ | $1 / 4 \lambda$ |
| 6 | $I_{H L}$ | $0=\lambda$ | $0=\lambda$ | $0=\lambda$ | $1 / 4 \lambda$ |
| 7 | $I_{R H}$ | 1/4 $\lambda$ | $0=\lambda$ | $0=\lambda$ | $0=\lambda$ |
| 8 | $I_{R R}$ | 1/4 $\lambda$ | $0=\lambda$ | 1/2 $\lambda$ | 1/4 $\lambda$ |
| 9 | $I_{R V}$ | $1 / 4 \lambda$ | $0=\lambda$ | $1 / 2 \lambda$ | $1 / 2 \lambda$ |
| 10 | $I_{R+}$ | 1/4 $\lambda$ | $0=\lambda$ | 1/4 $\lambda$ | 1/4 $\lambda$ |
| 11 | $I_{R-}$ | 1/4 $\lambda$ | $0=\lambda$ | $3 / 4 \lambda$ | 1/4 $\lambda$ |
| 12 | $I_{R L}$ | $1 / 4 \lambda$ | $0=\lambda$ | $0=\lambda$ | 1/4 $\lambda$ |
| 13 | $I_{V H}$ | 1/2 $\lambda$ | 1/4 $\lambda$ | $0=\lambda$ | $0=\lambda$ |
| 14 | $I_{V R}$ | 1/2 $\lambda$ | 1/4 $\lambda$ | 1/2 $\lambda$ | 1/4 $\lambda$ |
| 15 | $I_{V V}$ | $1 / 2 \lambda$ | 1/4 $\lambda$ | $1 / 2 \lambda$ | $1 / 2 \lambda$ |
| 16 | $I_{V+}$ | 1/2 $\lambda$ | 1/4 $\lambda$ | 1/4 $\lambda$ | 1/4 $\lambda$ |
| 17 | $I_{V-}$ | $1 / 2 \lambda$ | $1 / 4 \lambda$ | $3 / 4 \lambda$ | $1 / 4 \lambda$ |
| 18 | $I_{V L}$ | $1 / 2 \lambda$ | $1 / 4 \lambda$ | $0=\lambda$ | 1/4 $\lambda$ |
| 19 | $I_{+H}$ | 1/4 $\lambda$ | 1/4 $\lambda$ | $0=\lambda$ | $0=\lambda$ |
| 20 | $I_{+R}$ | $1 / 4 \lambda$ | 1/4 $\lambda$ | 1/2 $\lambda$ | 1/4 $\lambda$ |
| 20 | $I_{+R}$ | $1 / 4 \lambda$ | $1 / 4 \lambda$ | 1/2 $\lambda$ | 1/4 $\lambda$ |
| 21 | $I_{+V}$ | 1/4 $\lambda$ | 1/4 $\lambda$ | $1 / 2 \lambda$ | $1 / 2 \lambda$ |
| 22 | $I_{++}$ | $1 / 4 \lambda$ | $1 / 4 \lambda$ | 1/4 $\lambda$ | $1 / 4 \lambda$ |
| 23 | $I_{+-}$ | 1/4 $\lambda$ | 1/4 $\lambda$ | $3 / 4 \lambda$ | 1/4 $\lambda$ |
| 24 | $I_{+L}$ | 1/4 $\lambda$ | $1 / 4 \lambda$ | $0=\lambda$ | 1/4 $\lambda$ |
| 25 | $I_{L H}$ | 1/4 $\lambda$ | 1/2 $\lambda$ | $0=\lambda$ | $0=\lambda$ |
| 26 | $I_{L R}$ | 1/4 $\lambda$ | 1/2 $\lambda$ | 1/2 $\lambda$ | 1/4 $\lambda$ |
| 27 | $I_{L V}$ | 1/4 $\lambda$ | 1/2 $\lambda$ | $1 / 2 \lambda$ | 1/2 $\lambda$ |
| 28 | $I_{L+}$ | 1/4 $\lambda$ | 1/2入 | 1/4 $\lambda$ | 1/4 $\lambda$ |
| 29 | $I_{L-}$ | 1/4 $\lambda$ | 1/2 $\lambda$ | $3 / 4 \lambda$ | 1/4 $\lambda$ |
| 30 | $I_{L L}$ | 1/4 $\lambda$ | 1/2 $\lambda$ | $0=\lambda$ | 1/4 $\lambda$ |
| 31 | $I_{-H}$ | 1/4 $\lambda$ | $3 / 4 \lambda$ | $0=\lambda$ | $0=\lambda$ |
| 32 | $I_{-R}$ | 1/4 $\lambda$ | $3 / 4 \lambda$ | 1/2 $\lambda$ | 1/4 $\lambda$ |
| 33 | $I_{-V}$ | $1 / 4 \lambda$ | $3 / 4 \lambda$ | $1 / 2 \lambda$ | $1 / 2 \lambda$ |
| 34 | $I_{-+}$ | 1/4 $\lambda$ | $3 / 4 \lambda$ | $1 / 4 \lambda$ | 1/4 $\lambda$ |
| 35 | $I_{--}$ | 1/4 $\lambda$ | $3 / 4 \lambda$ | $3 / 4 \lambda$ | $1 / 4 \lambda$ |
| 36 | $I_{-L}$ | 1/4 $\lambda$ | $3 / 4 \lambda$ | $0=\lambda$ | $1 / 4 \lambda$ |

Table 3.2: Values of the retardances in each LCVR for each of the 36 measurements. The used polarization states are as follows: H, linear horizontal; V, linear vertical; L, left circular; + , linear at $+45^{\circ} ;-,-45^{\circ}, \mathrm{R}$, right circular; L, left circular.

## Chapter 4

## Experimental device

### 4.1 Instrument description

The motivation behind the development of this device is related to the metrology of periodic structures and scattering from rough surfaces. There are several applications of these systems, in particular for the control of processes in microelectronics [91]-[95].

There are different ways of approaching this problem, for example, through ellipsometric spectroscopy (or reflectometry) that almost always measures at normal incidence. As we have mentioned in Chapter 1, we are interested in measuring the Mueller matrix at a fixed wavelength and angle of incidence. In addition, the system can detect angular changes in the state of polarization produced by the sample. It is possible to take a wide range of polar and azimuthal angles, however in this work we will not move the sample or the instrument angularly, due to the fact that in a previous work [96] a detailed characterization of the angularly resolved scattering of light for rough surfaces was carried out. From the results presented in that work, we selected a fixed detection angle and performed a micrometric spot scan on the sample, then the Mueller matrix of the sample is obtained at each scanned point.
An important restriction for metrology in microelectonics is the size of the point that illuminates the sample. The diffraction gratings engraved on wafers for optical metrology are of the order of $50 \mu \mathrm{~m} \times 50 \mu \mathrm{~m}[77]$. The main idea of this work, is to illuminate with a spot size on the order of $5 \mu \mathrm{~m}$, with this we are sure that we can study local effects in samples which allows us to perform polarimetric analysis of them basen on a simulation using Kirchhoff approximation [16]-[18], [97].

### 4.2 Elements of experimental assembly ${ }^{1}$

### 4.2.1 Source

We use a 633 nm wavelength laser diode as a light source ${ }^{2}$. The beam is spatially filtered, suppressing intensity changes due to imperfections (dirt, scratches, etc.) in the optics. We present in Fig 4.1 the optical power measurement to verify its stability over a long period of time (we did one measurement every 30 seconds for 8.5 hours, each value was obtained by averaging 250 values of optical power, with an error of $\pm 0.0006 \mu \mathrm{~W})$. The detector was placed after the spatial filter to ensure that the filtered light beam was stable. As we can see in Fig. 4.1 the optical power has some variations (the maximum variation is $0.22 \%$ ) with time. To avoid effects of these small variations of optical power on the final polarimetric measurements, we place a beam splitter exactly at the laser output, so that the reflected beam incident on the second detector is synchronized to normalize the polarization measurements. With this we assure that any possible variations of the intensity in the source will be corrected and not affect the final results of the experiment.

### 4.2.2 Collimating lens

We implement two collimating lenses in the system, the first lens is to collimate the light spatially filtered, (CL1) and the other lens is used to collect the light (CL2) after it interacts with the sample. The lens CL2 projects a collimated beam on the PSA, to analyze its polarization state. The lenses used are achromatic doublets, designed to limit the effects of chromatic and spherical aberrations present in single lenses. Each doublet is composed of two lenses of different materials and refractive index, which makes it possible to focus different wavelengths at the same point. They also correct spherical aberration on the optical axis.
For all experiments presented in this work, the entire optical window of the LCVRs ( 9.5 mm ) was used for the measurements; uniform illumination was applied by expanding the light beam at the output of the source with the spatial filter, followed by the collimating lens that selects and collimates only the central and homogeneous intensity region of the expanded beam.
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Figure 4.1: Measurements of the Optical Power VS Time for a laser diode IIIb Class, $\mathrm{He}-\mathrm{Ne}$, Uniphase of 20 mW and a wavelength of 633 nm . We did one measurement every 30 seconds for 8.5 hours, each value was obtained by averaging 250 values of optical power, with a standard deviation of $\pm 0.0006 \mu \mathrm{~W}$ )

### 4.2.3 Polarization State Generator (PSG)

The configuration of the polarimeter PSG is the following (see Fig. 4.2): the linearly polarized laser beam of wavelength 633 nm is incident on the PSG after being spatially filtered and collimated. Then, a linear horizontal polarizer, P1, increases the purity of the incident polarization state. Two liquid crystal variable retarders with their fast axis at $45^{\circ}$ and $0^{\circ}$ from the horizontal, LCVR1 and LCVR2 respectively, are modulated to convert the linearly polarized incident light into the required polarization states over the Poincaré sphere. We will present details about the modulation of the LCVRs in Section 1.3. The light transmitted by the LCVR2 reaches the focusing system described in 4.2.4. The light is then directed onto the sample with a specific polarization state determined by the theoretical calculation for the PSG presented in Chapter 3.
We have the possibility to work with a polarimeter in reflection or transmission mode, as can be seen in Fig. 4.2. In both types of polarimeter, lens CL2 collects and collimates the light scattered by the sample and sends it to the PSA, as we will describe in section 4.2 .6 . That gives us the opportunity to perform the calibration in the transmission mode and make measurements by reflection or transmission depending on the sample. In this work we focus on reflective samples but the whole calibration process was performed in transmission mode.


Figure 4.2: Set-up of the Mueller matrix polarimeter a)Transmission and b) Reflection mode. We present schematically the light rays to understand how the optical system works.


Figure 4.3: Focus system to obtain a spot size of a few microns.

### 4.2.4 Focus system

One of the main ideas in this work is to use focused illumination and to measure the polarization state of the scattering pattern produced by each point of the studied sample. After the light goes through the PSG, it is possible to use an aspheric lens to focus the light on the sample. This lens allows spot-sizes of the order of microns ${ }^{3}$ (for example: $3 \mu \mathrm{~m}, 5 \mu \mathrm{~m}$ or $10 \mu \mathrm{~m}$ ), however, aspheric lenses typically have a focal length of $\approx 50 \mathrm{~mm}$ maximum. (Due to space constraints we needed to design an optical system that allows us to obtain an illumination beam smaller than $10 \mu \mathrm{~m}$, but that allowed us to use an image length around of $100 \mathrm{~mm})$. It is important to point out that the simulation with which we compare the experimental results in our experiment uses a Gaussian beam as a source of illumination[16]-[18]. So, we need to use the least number of optical components, so as to reduce the aberrations introduced to the beam.

Calculations were made in an optical design program to optimize our system and find what lenses should be used to obtain the desired parameters for the illumination spot. We obtained an optical system that uses only 2 lenses, the optical system is presented in Fig. 4.3. A fused silica aspheric lens (FL1) with a focal length of 25 mm and a numerical aperture of 0.50 was used to collect the collimated light that comes out of the PSG and focuses it on a point, which is then the object for the second focus lens (FL2, which is an aspherized achromatic lens of 50 mm focal length). The object length for the lens FL2 is 125 mm , which allows the system to increase the image length and in turn maintains the spot size in the order of a few microns, as required.

The spot was measured using the traditional method of the knife-edge [75, 98, 99]. The knife-edge technique was used to measuring the minimum size of the focused spot formed by our lens system. The relationship of the measured spotsize is shown in Fig. 4.4 as a function of the focus depth, note that the minimal
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Figure 4.4: The graph shows the size of the beam as a function of the focus depth, using the knife-edge test to estimate the spot-size. For the test automated linear positioning plates with resolution of one micrometer were used to perform the scan of the knife and with this measure the optical power that comes to the photodetector accurately. An error function was obtained from the intensity measurements as a function of the position and the derivative of that function is a Gaussian function. In this work is consider the width of that Gaussian beam to $1 / e$, as the spot-size.
spot-size measured was $3.7 \pm 0.06 \mu \mathrm{~m}$, with an image length of $90 \pm 0.025 \mathrm{~mm}$. An important fact is that the spot-size stays under $10 \mu \mathrm{~m}$ approximately in a focus depth of 3 mm , which is required for the experiment. A table with the precise values of the spot-size is presented in Appendix A.3.

However as we can see in Fig. 4.4 the spot-size changes when we take different focus depths. It is important to note that the curve presented is totally experimental, because we need to know precisely the size of the spot and the position where it is minimal to be able to guarantee that the sample is illuminated with known parameters.

### 4.2.5 Sample positioning system

The study surface is mounted on a pair of linear motorized control plates, which allow us to move the sample to scan it two-dimensionally point to point ${ }^{4}$. The

[^10]two-dimensional movement of the linear plates to move the sample is done by a pair of TDC001 T-Cube ${ }^{T M}$ DC Servo Motor Driver[100]. These are very compact individual channel controllers which have a manual and automatic control of the direct current servomotors, they also have an USB connectivity to operate through the PC. The cube has a graphical interface with the user which provides extensive software functions. In our particular case we used LabVIEW to add the control of the plates stages to the whole automation system of the experiment.

### 4.2.6 Polarization State Analyzer (PSA)

The experimental system for the polarization state analyzer, which is after a lens, CL2 that collects and collimates the light backscattered by the sample, is formed by two liquid crystal variable retarders LCVR3 and LCVR4 with axes at $45^{\circ}$ and $0^{\circ}$, respectively, followed by a linear horizontal polarizer, P2 at $0^{\circ}$, after them. The PSA in the polarimeter measure the polarization state of the collected light, through the combination of the LCVR3 and LCVR4 at $45^{\circ}$ and $0^{\circ}$ using the retardances of the Table 3.2 to generate a set of polarization states to allow us to construct the Mueller matrix of the sample.

The PSA, the collector lens and the detector are placed on a mechanical arm, which can move angularly to have a configuration by transmission or reflection, by means of a rotatory plate ${ }^{5}$. The device used to move the mechanical arm was a Universal Motion Controller (Driver Model ESP300 of Newport). The controller coupled to a rotating plate provides an automatic or manual control system, as required. The angular plate used provides a precision in the angular movement of a thousandth of a degree. The rotatory positioning system is controllable through the PC with RS232-C connection allowing us to use again LabVIEW programming for the automated control of the system.

### 4.2.7 Detector

The detector used in our polarimeter ${ }^{6}$ was a Dual Channel Optical Power and Energy Meter (PM320E), with its corresponding Power sensor Photodiode ( $S 120 C$ ) [101]. One of the advantages of this detector is the wide range of optical power $(50 \mathrm{nW}-50 \mathrm{~mW})$ and wavelength $(400-1100)$ that it detects. The photo-diode in conjunction with the power meter has two channels that allow differential, radiometric and simultaneous measurements using the input aperture of 9.5 mm . The instrument has compatibility with LabVIEW to perform manual or automated operation through the computer.
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Figure 4.5: Intensity variation due to the detector as a function of the angle between the two polarizers.

An important parameter to consider is the linearity of the detector to the wavelength that we used ${ }^{7}$. To test the linearity we used a setup with two linear polarizers in front of the detector. Gradually varying the angle between the two polarizers varies the intensity observed on the detector, and this should be proportional to $\cos ^{2}$ (angle), the angle is taken between the two polarizers (Malus's law) [75], Figure Fig. 4.5 shows the results obtained, with excellent precision (correlation coefficient $R=0.99997$ ).

### 4.2.8 Automated control system

The program used to perform the automation of the experimental system was LabVIEW, using a specific program to control the experimental set-up and allow the control, acquisition and analysis of the Mueller matrices obtained. With the program we have easy integration with the hardware used, specifically with the device controllers. Another very important part is that it allows the user a simple interaction with the interface. We will explain the functionalities in Appendix B. In Fig. 4.6 the block diagram of the algorithm used for the automation of our experiment is presented.

First we must define all of the initial parameters (two-dimensional motion range and step size in the horizontal and vertical direction, step size of stages,
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Figure 4.6: Block diagram of the program to automate the polarimeter with the most basic aspects of the operation of all devices. In Appendix B, the complete description of the program is presented.
detector sampling and the set of voltage-retardance values). After setting the parameters, all devices are initialized, the instrument connections are checked, and the program's logical procedure is initialized. The horizontal linear stage moves to the starting position, after which the LCVR sets the delay values and then the detector measures the optical power values and all data is saved. This procedure is performed iteratively for each position of the horizontal stage and the set of retardances that have been defined. Once the first cycle is complete, the second linear stage moves in the vertical direction, the value is saved and the previous cycle is repeated until it complies with the previously set parameters.

The Mueller matrices for each position are stored in a file that we can use to analyze the behaviour of the sample studied. With this program it is possible to scan the sample bi-dimensionally point to point with resolution up to 1 micrometer, and we can scan an area of 25 mm . Obviously if we scan a sample bigger it will take more time to acquire the data, but we can maintain the resolution in the measurements.

### 4.3 An overview of the liquid crystal variable retarders

### 4.3. An overview of the liquid crystal variable retarders

Liquid crystal (LC) are optically anisotropic media that act locally as a uniaxial retardation plate and exhibit optical birefringence [69]. They produce different polarization states depending on the external applied voltage and therefore can also be used in polarimeters $[70,71,89]$. These voltage-controlled LC devices are being used in many different applications ranging from optical rotators or protection sensors, to wavefront corrector devices. In this work the theoretical basis of a polarimeter using a set of LC variable retarders (LCVR), all of them in the input and output optical paths is presented. As we described before in this work, the first two LCVRs are combined to act as the polarization-state generator with the second two forming the polarization-state analyzer. In this way, 16 intensities are recorded, each corresponding to a different independent combination of states PSG-PSA. With this set of intensities the Mueller matrix of the sample and its polarization properties can be computed.

In a nematic liquid crystal the molecules are distributed randomly as in a liquid but orient themselves in the same direction. In their nematic phase, liquid crystal molecules have an ordered orientation, which together with the stretched shape of the molecules creates an optical anisotropy. When an electric field is applied, the molecules align to the field and the level of birefringence is controlled by the tilting of the LC molecules, as can be seen in Fig. 4.7


Figure 4.7: We present the diagram of operation from the LCVR implemented in this work, [102].

We use the Full Wave Liquid Crystal Variable Retarder LCC1223 from Thorlabs, this uses a nematic liquid crystal cell to function as a variable wave plate. The absence of moving parts provides quick switching times on the order of milliseconds. This retarder is used directly with the LCC25 liquid crystal controller also from Thorlabs. The LCC1223 has anti-reflection(AR) coating for visible light from 350 to 700 nm . The retarder features a 10 mm clear aperture. Each of the liquid crystal variable retarders consists of a transparent cell filled with a solution of Liquid Crystal molecules. The orientation of the LC molecules is determined by the alignment layer in the absence of an applied voltage. The alignment layer is composed of an organic polymide (PI) coating whose molecules are aligned in the rubbing direction during manufacturing. Due to the birefringence of the LC material, this LC retarder acts as an optically anisotropic wave plate, with its slow axis, marked on the mechanical housing, parallel to the surface of the retarder. Two parallel inner faces of the cell wall are coated with a transparent conductive film so that a voltage can be applied across the cell. When an AC voltage is applied, the LC molecules will reorient from their default alignment according to the applied $V_{r m s}{ }^{8}$.

## LCVR Characterization

We characterized the relationship between the observed retardance and the applied voltage in order to verify the manufacturer's characterization and to be able to produce a set of polarization states with high precision. Here we focus on the

[^13]most significant properties involved in the operation of the LCVRs for optical applications: the optical axes position, retardance and transmittance.

### 4.3.1 Measuring the optical axis position

In order to characterize the retarders, we need to find their fast axes. The experimental determination of the orientation of this axis can be performed by placing the retarder between two linear polarizers. The first polarizer is used to generate the linearly polarized light that will pass through the retarder and the second to analyze the light transmitted by it. The polarizers must be oriented so that the polarization direction of one of them is orthogonal to that of the other. By rotating the retarder until the transmitted intensity (or power according to what our detector measures) is minimal, the orientation of the retarder axis can be located, since the lack of detected light will indicate that one of the axes of the retarder is parallel to the direction of the incident polarization. Although this technique allows us to find the orientation of the axis, it does not distinguish between the two axis, then, it will be necessary to determine which axis it is (fast or slow), using known information of the optical elements or information provided by the manufacturer. Using that method, in Fig. 4.8 it is shown that for the first voltages (0-6 Volts) of each LCVR, the relative fast axes position presented a variation of less than $0.5^{\circ}$.

### 4.3.2 Measuring the retardance-voltage relationship

Fig.4.9, shows a schematic diagram of the typical set-up used to characterize the retardance function of the variable retarders. The light to be analyzed passes through a linear polarizer, then through a variable retarder with its optical fast axis at $45^{\circ}$ to the linear polarizer axis. Then, the light passes through a linear polarizer with its tranmission axis perpendicular to the axis of the first polarizer. Finally, the intensity of the light transmitted by the optical system is measured. The detected light intensity depends on the retardance, which also depends on the birefringence of the variable retarder [103].

## Theoretical modelling of the LCVR characterization

Analogously to the theoretical calculation made for the PSG and PSA in Chapter 3, we can make the calculation for the system presented in Figure 4.9. By using a combination of Stoke vectors and Mueller matrices, the optical system affects the Stokes vector of the light through the following relation:

$$
\begin{equation*}
\mathbf{S}^{\text {out }}=\mathbf{M}_{\text {sys }} \mathbf{S}^{\text {in }} \tag{4.1}
\end{equation*}
$$



Figure 4.8: Optical axes position for liquid crystal variable retarders. The resultant error bar for each measurement is smaller than its distinct symbol. If we average the relative axis position of each LCVR, we obtain $L C V R 1=355^{\circ} \pm 0.5^{\circ}$, $L C V R 2=357.5^{\circ} \pm 0.5^{\circ}, L C V R 3=358.62^{\circ} \pm 0.36^{\circ}, L C V R 4=357.38^{\circ} \pm 0.33^{\circ}$.


Figure 4.9: Set-up used to characterize the Liquid Crystal Variable Retarders.
where $\mathbf{S}^{\text {in }}$ is the Stokes vector of the light coming out of the source, $\mathbf{S}^{\text {out }}$ is the Stokes vector of the light at the detector. The detected intensity I is the first term of the Stokes vector $\mathbf{S}^{\text {out }}$, which is

$$
\begin{equation*}
I=S^{\text {out } 0} \tag{4.2}
\end{equation*}
$$

The term $\mathbf{M}_{\text {sys }}$ in Eq. 4.3 is the Mueller matrix of the system and can be written in terms of the Mueller matrices of each of the components in the system; namely,

$$
\begin{equation*}
\mathbf{M}_{s y s}=\mathbf{M}_{P 2}\left(90^{\circ}\right) \mathbf{M}_{R}\left(\delta, 45^{\circ}\right) \mathbf{M}_{P 1}\left(0^{\circ}\right) \tag{4.3}
\end{equation*}
$$

where $\mathbf{M}_{P 2}\left(90^{\circ}\right)$ and $\mathbf{M}_{P 1}\left(0^{\circ}\right)$ are the Mueller matrices of the linear polarizer with its transmission axis at $90^{\circ}$ and $0^{\circ}$, respectively. $M_{R}\left(\Delta, 45^{\circ}\right)$ is the Mueller matrix of a retarder of retardance $\Delta$ with its fast axis at $45^{\circ}$. Then, the Mueller matrix for the system becomes

$$
\begin{gather*}
\mathbf{M}_{\text {sys }}=\frac{1}{4}\left[\begin{array}{cccc}
1 & -1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \Delta & 0 & -\sin \Delta \\
0 & 0 & 1 & 0 \\
0 & \sin \Delta & 0 & \cos \Delta
\end{array}\right]\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
=\left[\begin{array}{cccc}
1-\cos \Delta & 1-\cos \Delta & 0 & 0 \\
-1+\cos \Delta & -1+\cos \Delta & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \tag{4.4}
\end{gather*}
$$

To perform the calculation of the output Stokes vector of the light in the detector, after passing through the second polarizer, we need a particular value of the input Stokes vector(for the light arriving at the first polarizer). We assume the incident light to be unpolarized. Substituting Eq. 4.2 into Eq. 4.3 with the Stokes vector of the incident light given by

$$
S^{i n}=\left[\begin{array}{l}
1  \tag{4.5}\\
0 \\
0 \\
0
\end{array}\right]
$$

and the detected intensity $I$ becomes

$$
\begin{equation*}
I=A(1-\cos \Delta), \tag{4.6}
\end{equation*}
$$

where $\Delta$ is the retardance of the liquid-crystal cell and A is a constant that depends on the experimental parameters such as the absorption and extinction ratio of the
poalrizers and the incident intensity. The maximum intensity $I_{\max }$, is achieved when $\cos \Delta=-1$. Thus, substituting this value in Eq. 4.6 we obtain

$$
\begin{equation*}
I_{\max }=A(1+1)=2 A \tag{4.7}
\end{equation*}
$$

so that in this case

$$
\begin{equation*}
A=\frac{I_{\max }}{2} \tag{4.8}
\end{equation*}
$$

and, Eq. 4.6 becomes

$$
\begin{equation*}
I=\frac{I_{\max }}{2}(1-\cos \Delta) \tag{4.9}
\end{equation*}
$$

Therefore, the retardance of a LCVR as function of the detected intensity is given by

$$
\begin{equation*}
\Delta=\cos ^{-1}\left(1-\frac{2 I}{I_{\max }}\right) \tag{4.10}
\end{equation*}
$$

## Experimental characterization and phase unwrapping procedure

We present in Fig. 4.10 the relationship between detected light intensity and the voltage applied to the liquid crystal variable retarder 1, for a wavelength of 633 nm . The error associated to each measurement is about $\pm 0.0006 \mu \mathrm{~W}$ which represents the standard deviation of a set of 100 optical power measurements performed for each applied voltage value. The measurement time was 0.001 seconds. Then, for each value of optical power measured by the system in Fig. 4.9 presented in Fig. 4.10 we can apply Eq. 4.10 to obtain the retardance in degrees as a function of the applied voltage to the LCVR1.

In Fig. 4.11, the variation of the retardance curve (in degrees) with the applied voltage is shown, but this phase is "wrapped" into a range from $0^{\circ}$ to $180^{\circ}$. This range is due to the application of Eq. 4.10, where the inverse cosine is limited to values between 0 and $\pi$. Because the actual retardance values cannot be extracted directly form the physical signal, it is necessary to perform a phase unwrapping.

## Phase unwrapping procedure

The experimental procedure described above generates data in the range between $0^{\circ}$ and $180^{\circ}$. Due to the trigonometric functions that are used in the analysis procedure an analysis known as "phase unwrapping" must be performed on the experimental data to indirectly obtain the original, continuous function of the applied voltage to retardance relationship by removing discontinuities known as "phase jumps" (as can be seen in Fig. 4.11). This problem can be solved for


Figure 4.10: Intensity of Light VS. Applied voltage to the liquid crystal variable retarder 1 (the same process was implemented to all LCVRs) using a wavelength of 633 nm at $T=22^{\circ} \mathrm{C}$. Measurements were made in steps of 0.01 V , from 0 to 25 V.


Figure 4.11: Optical retardance as a function of the voltage applied to the LCVR1 for a wavelength of 633 nm at $T=22^{\circ} \mathrm{C}$. The section labelled A need to be corrected using the phase unwrapping procedure.


Figure 4.12: Curve resulting from the first phase unwrapping procedure. It is necessary to repeat step 4 of the phase unwrapping in the section labeled B.
low-noise data by integrating the wrapped phase over the full domain of voltage values [104]-[107]. The final result is a continuous curve that shows the full range of variation of the optical retardance with applied voltage, which usually spans more than a wavelength $\left(0^{\circ}-360^{\circ}\right)$.
To perform the phase unwrapping on our experimental results, the following steps are used. First, it is necessary that the final shape of the experimental curve be smooth, with no discontinuities or sudden changes in the slope. Second, sections of the curve that need to be corrected (for phase jumps) must be identified. For Example, Fig. 4.11 shows section A on the curve of the experimental results that need to be corrected. Third, one must identify sections of the curve where the phase can be smoothed by multiplying the values of the phase by -1 (if it is the case). Fourth, in the sections where the phase exceeds the values of $180^{\circ}$, the curve can be corrected by correcting the phase using

$$
\begin{equation*}
\Delta^{\prime}=2 \Delta_{\max }-\Delta \tag{4.11}
\end{equation*}
$$

where $\Delta_{\max }$ is the largest value of the retardance on the current version of the curve. For example, in Fig. 4.11 the highest value is seen to be $\Delta_{\max }=180^{\circ}$. Here, $\Delta$ is the value of retardance that needs to be corrected and $\Delta^{\prime}$ is the corrected retardance value. Section A on Fig. 4.11 was corrected following steps 3 and 4, respectively, and the result is shown in Fig. 4.12. As can be seen, there is another section that needs to be corrected (section B). Thus, it is necessary to repeat step 4 (now with $\Delta_{\max }$ equal to $360^{\circ}$ ) to obtain the experimental curve given by Fig. 4.13. Each time the fourth step is repeated the value of $\Delta_{\max }$ is readjusted.


Figure 4.13: Curve resulting from the second phase unwrapping procedure.


Figure 4.14: Final characterization curve for the LCVR1 in nanometers, which was obtained applying the phase unwrapping procedure twice. The resulting curve has the same behaviour as the curve of the manufacturer.


Figure 4.15: Curves of the final characterization for the Liquid Crystal Variable Retarders used in the PSG and PSA of our polarimeter. We used the same procedure described by Fig. 4.10-4.14 for al LCVRs

| RETARDANCE <br> [ $\lambda$ ] | RETARDANCE <br> [ nm$]$ | LCVR 1 <br> [Volts] | LCVR 2 <br> [Volts] | LCVR 3 <br> [Volts] | LCVR 4 <br> [Volts] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{4}$ | $158 \pm 0.5$ | $2.422 \pm 6.67 \mathrm{E}-07$ | $2.635 \pm 8.00 \mathrm{E}-06$ | $5.48 \pm 8.67 \mathrm{E}-06$ | $2.659 \pm 3.47 \mathrm{E}-05$ |
| $\frac{1}{2}$ | $316 \pm 0.5$ | $1.632 \pm 4.67 \mathrm{E}-06$ | $1.750 \pm 2.00 \mathrm{E}-06$ | $3.720 \pm 6.07 \mathrm{E}-05$ | $1.761 \pm 6.67 \mathrm{E}-07$ |
| $\frac{3}{4}$ | $474 \pm 0.5$ | $1.131 \pm 4.67 \mathrm{E}-06$ | $1.371 \pm 2.00 \mathrm{E}-06$ | $2.971 \pm 6.87 \mathrm{E}-05$ | $1.402 \pm 4.56 \mathrm{E}-02$ |
| 1 | $633 \pm 0.5$ | $1.063 \pm 6.67 \mathrm{E}-07$ | $1.087 \pm 6.67 \mathrm{E}-07$ | $2.249 \pm 1.40 \mathrm{E}-05$ | $1.132 \pm 4.67 \mathrm{E}-06$ |

Table 4.1: Experimental values of the relationship retardance-voltage. These values were obtained using the characterization curves presented in Fig.4.15. The associated error is calculated considering the standard deviation of the average of voltage values chosen in the characterization curves, according to the retardance value required.

Therefore, by solving the phase unwrapping problem, we get a continuous curve
that shows the full range of variation of the optical retardance with the applied voltage, as seen in Fig. 4.14. This curve presented in nanometers has the same behaviour as the curve presented by the manufacturer [102].

Fig. 4.15 presents the characterization curves of the four liquid crystal variable retarders, these curves were used to choose the voltage and then the retardance applied to the PSG and PSA in our polarimeter, as shown in Table 4.1.

### 4.3.3 Optical transmittance behaviour of the LCVRs

The operational definition of the optical transmittance is given by[75]

$$
\begin{equation*}
T=\frac{I_{t}}{I_{i}}, \tag{4.12}
\end{equation*}
$$



Figure 4.16: Voltage dependence of the optical transmittance in the LCVRs for a wavelength of 633 nm . The associated error for each measurement is presented in Appendix G.
where $I_{t}$ is the irradiance transmitted by a sample (LCVR) and $I_{i}$ is the incident irradiance on the sample. This definition is only valid for light at normal incidence angle on the surface of a material. Hence, for a constant $I_{i}, I_{t}$ was measured for each applied voltage value as shown in Fig. 4.16. In this case, the lowest measured value corresponds to a transmittance reduction between $2.5 \%$ to $7 \%$ and the maximum

| POLARIZING ELEMENT | TRANSMISSION <br> COEFFICIENT |
| :---: | :---: |
| Quarter-wave Plate N/4 | $0.9334 \pm 8.7785 \times 10^{-6}$ |
| Nanoparticle Linear Film <br> Polarizer (P1) | $0.7901 \pm 2.7976 \times 10^{-6}$ |
| Nanoparticle Linear Film <br> Polarizer (P2) | $0.7581 \pm 3.1815 \times 10^{-6}$ |
| Glan Thompson Polarizer <br> (Calibration element) | $0.9190 \pm 4.4679 \times 10^{-6}$ |

Table 4.2: Transmission coefficients of the polarizing optical elements in the polarimeter built in this work. Although the nanoparicle linear polarizers have a lower transmission than the Glan Thompson polarizers, they are more compact for the implementation inside the polarimeter, besides that we only have a Glan Thompson polarimeter.
variation with the applied voltage represents a change of $0.6 \%$. This variation should produce a negligible effect on the results of the polarimetric measurement methods proposed in Chapter 2 and 3. This procedure was repeated on four LCVRs obtaining the results shown in Fig.4.16. On the other hand, measurements of the transmission coefficient for the rest of the optical elements of our polarimeter are presented in Table 4.2.

### 4.4 Mueller matrices of known samples

### 4.4. Mueller matrices of known samples

The experimental procedure to perform the measurement of the experimental Mueller matrix is as follows.

- We need to establish the parameters in the experimental set-up, for example the size of the movements in the linear stage.
- For known samples that are composed of transmitting materials, the number of measurements that will be made (for example 16, 24 or 36 intensity measurements), is chosen in the program, according to the Table 3.2.
- The measurement time is established (each measurement takes 1 ms ) in the program and is not modified unless variations are required to perform specific time-related tests.
- The angle of the polarimeter arm is set to fix the position at lens CL2, the PSA and the detector are placed. The default value is $45^{\circ}$, although it is possible to change it, if it is required. We should only consider that this angle is limited by the dimensions of the mounts, and is valid in the range of $30^{\circ}-90^{\circ}$. There are some works [96] where studies are carried out focusing on the variations of this angle, here we focus only on the effect on polarization changes when the light interacts with the sample at a fixed angle.
- The spot-size can be changed with the displacement of the surface and detection arm with a micrometric positioning linear stage (resolution $25 \mu \mathrm{~m}$ ), using the characterization curve presented in Fig. 4.4. We use a fixed spot of $3.7 \mu \mathrm{~m}$ and a image length of 90 mm , which allows us to concentrate our attention on the effects of the polarization changes produced by the surface when it is illuminated point to point with a focused beam.
- When we analyze unknown reflecting samples, it is necessary to include in the program the scan parameters of the sample, typically we are going to use a scan of $30 \mu \mathrm{~m} \times 30 \mu \mathrm{~m}$ with step of $1 \mu \mathrm{~m}$.
- The experimental data of the Mueller matrices are ordered and stored in a text file which we can easily analyze.

In Fig. 4.17 we present the experimental set-up of the final polarimeter. The measurements to calibrate the system and the measurement of the known samples are performed in transmission mode, because the samples used are made of transmitting materials. In Fig. 4.17 we also present the polarimeter in reflection mode, this configuration allows us to carry out the measurements of unknown samples in Chapter 5.

Before making measurements of the Mueller matrix of any unknown optical sample, it is advisable to first measure that of some element with known matrix, such as vaccum(air), a polarizer(with optical axes at $0^{\circ}, 45^{\circ}, 90^{\circ}$ and $-45^{\circ}$ ), a retarder (with optical axis at $30^{\circ}$ ), etc. In this way it is possible to make an assessment of the reliability of the method and the components of the system, as well as comparing the results that are obtained experimentally with the theoretical results reported in the literature [66].

In Eq. 4.13 to Eq. 4.17 we present the experimental Mueller matrices obtained with our polarimetric device, which are known matrices of the known samples.

## a)



## b)



Figure 4.17: Experimental device of the polarimeter design and built in the present dissertation. a) Polarimeter in transmission mode and b) Polarimeter in reflection mode.

$$
\mathbf{M}_{\text {air }}=\left[\begin{array}{cccc}
0.9997 & -0.0039 & -0.2492 & 0.2430  \tag{3}\\
-0.0383 & 0.9539 & 0.2910 & 0.1997 \\
0.1754 & -0.0088 & 0.8689 & -0.0160 \\
-0.0616 & -0.1997 & 0.0542 & 0.9181
\end{array}\right] \pm\left[\begin{array}{llll}
0.001 & 0.001 & 0.145 & 0.003 \\
0.001 & 0.001 & 0.193 & 0.002 \\
0.227 & 0.005 & 0.010 & 0.010 \\
0.001 & 0.004 & 0.001 & 0.001
\end{array}\right]
$$

$$
\mathbf{M}_{\text {Pol. } 0^{\circ}}=\left[\begin{array}{cccc}
1.0000 & 0.9210 & 0.2618 & 0.2613  \tag{4.14}\\
0.9597 & 0.8852 & 0.2521 & 0.2517 \\
-0.2051 & -0.1863 & -0.0620 & -0.0604 \\
0.0226 & 0.0230 & -0.0006 & 0.0014
\end{array}\right] \pm\left[\begin{array}{cccc}
0.001 & 0.0008 & 0.0083 & 0.0062 \\
0.0003 & 0.0010 & 0.0081 & 0.0062 \\
0.0026 & 0.0028 & 0.0065 & 0.0048 \\
0.0045 & 0.0045 & 0.0055 & 0.0043
\end{array}\right]
$$

$$
\mathbf{M}_{\text {Pol. } 45^{\circ}}=\left[\begin{array}{cccc}
1.0000 & -0.0440 & 0.9308 & 0.1712  \tag{4.15}\\
-0.0401 & -0.0021 & -0.0125 & 0.0061 \\
0.8672 & -0.0016 & 0.9749 & -0.0162 \\
0.2100 & 0.0597 & -0.0410 & -0.0897
\end{array}\right] \pm\left[\begin{array}{llll}
0.0001 & 0.0078 & 0.0436 & 0.2349 \\
0.0086 & 0.0081 & 0.0417 & 0.0084 \\
0.0160 & 0.0674 & 0.0212 & 0.3534 \\
0.0703 & 0.1243 & 0.5494 & 0.1337
\end{array}\right]
$$

$\mathbf{M}_{\text {Pol. } .0^{\circ}}=\left[\begin{array}{cccc}1.0000 & -0.8450 & -0.2410 & -0.2099 \\ -0.9556 & 0.8100 & 0.2307 & 0.2009 \\ 0.1834 & -0.1590 & -0.0419 & -0.0340 \\ -0.0283 & 0.0293 & 0.0068 & 0.0068\end{array}\right] \pm\left[\begin{array}{cccc}0.0001 & 0.0035 & 0.0013 & 0.0020 \\ 0.0001 & 0.0033 & 0.0013 & 0.0019 \\ 0.0004 & 0.0004 & 0.0025 & 0.0007 \\ 0.0001 & 0.0001 & 0.0008 & 0.0007\end{array}\right]$
$\mathbf{M}_{\text {Pol. } .135^{\circ}}=\left[\begin{array}{cccc}0.9596 & 0.1052 & -0.9535 & 0.1586 \\ 0.0165 & 0.0023 & -0.0947 & 0.0205 \\ -0.9547 & -0.0467 & 0.8245 & -0.0908 \\ -0.2708 & -0.0497 & 0.1811 & -0.1917\end{array}\right] \pm\left[\begin{array}{cccc}0.0700 & 0.0592 & 0.0007 & 0.0121 \\ 0.0102 & 0.0007 & 0.1259 & 0.1259 \\ 0.3419 & 0.0581 & 0.4984 & 0.0942 \\ 0.1802 & 0.0010 & 0.3065 & 0.0856\end{array}\right]$
(4.17)

As we can see from Fig. 4.18, the Mueller matrices are not exaclty the expected matrices. The differences between the experimental matrices and the theoretical matrices [66] are mainly due to errors in the angles of the fast axes of the retarders, errors in the values of the retardances used in the variable retarders to produce the required incident and detected Stokes vectors used, and it may be that, to a lesser extent, the quality of each polarizing element.

These differences between the theoretical Mueller matrices and the Mueller matrices measurements of our known samples, suggest that the precision of the
polarimeter for known samples will be reliable only up to the first significant figure, reaching errors of up to $22 \%$. To reduce the errors of our instrument, and improve the accuracy of the polarimeter it is possible to approach the problem in two different ways: manual adjustments can be made in the experiment, however there will always be systematics errors; the other option is to work with a calibration and data extraction program that considers the errors present in the instrument in such a way that accuracy of the instrument is improved. Details about the data extraction program will be presented in Chapter 5.


Figure 4.18: Mueller matrices of a known samples, blue lines show the experimental results and the orange lines the theoretical values for air, horizontal polarizer $\left(0^{\circ}\right)$, polarizer at $45^{\circ}$, vertical polarizer $\left(90^{\circ}\right)$ and polarizer at $135^{\circ}$, respectively.

## Chapter 5

## Calibration and data extraction method

In this Chapter we present a method for calibration and data-extraction for nonoptimized Mueller matrix polarimeters. The advantage of this method is that it is a very precise method to estimate the Mueller matrix, and allows a reduction in measurement time to compensate the time used by our polarimeter presented in Chapter 4, which is a scanning polarimeter. The calibration process requires the measurement of four known polarization devices. Here we use free-space transmission, a horizontal and a vertical linear polarizer, and a quarter-wave retarder with its fast axis at $30^{\circ}$ to the horizontal. Experimental measurements of rotating quarter-wave, half-wave retarders and a linear polarizer show that very good results can be obtained with the proposed fitting optimization method.

### 5.1 Fitting Optimization Method

The method proposed here does not require exact optimization of the experimental system to reduce the condition number, and uses calibration samples to calculate the errors in the experimental system. These errors include the experimental alignment errors, experimental errors in the retardance values in the variable retarders, and also the errors introduced in the calculation method. During calibration, all of these errors are calculated assuming that the data-extraction algorithm is perfect and introduces no errors, and that the only errors are alignment and retardance errors in the experimental system. Because of this, the calculated errors obtained in actual measurements for a fixed experimental system, but with different calculation methods, are different, reflecting the different error propagation for different calculation strategies.

In this work, although the retardance values were chosen to give the values
of the incident and detected polarization states required by the method of Bickel and Bailey [87], it is possible to use other methods to extract the sample Mueller matrix from the measured intensities. The Bickel and Bailey method was used so that the optimized and non-optimized cases could be studied with the same data set, only changing the calculation method.

In our system for measuring the polarization of scattered light, we are interested in measuring the Mueller matrix from one point to another in the studied sample. This means that a stable and accurate method for extraction of polarimetric data from non-optimized polarimeter must be implemented. As we presented in Chapter 3 , to change the condition number in the experiment, the number of independent polarization states should be changed. For an optimized system six incident Stokes vectors and six detected Stokes vectors were used; these were linear horizontal (H), linear vertical $(\mathrm{V})$, linear at $+45^{\circ}(+)$, linear at $-45^{\circ}(-)$, right circular (R), and left circular (L) polarized light. This meant that there were 36 intensity measurements made. The characteristic matrix for the PSG and the PSA in this case is given again by Eq. 3.1 and the condition number for this matrix is $\kappa_{6}=1.7321$, the optimized value.

For the non-optimized case we used only four incident Stokes vectors and four detected Stokes vectors; linearly horizontal, vertical, at $+45^{\circ}$ and right circular polarized light. This requires 16 intensity measurements and has a PSG and PSA characteristic matrix given by Eq. 3.2, with a condition number of $\kappa_{4}=3.2255$, wich indicates that the system is not optimized [90].

The relation between the measured intensity values and the unknown sample Mueller matrix values was given in Table 3.2. In practice we measured only for the case of 36 measured intensities, and then selected the appropriate data for the case of 16 (four incident and four detected Stokes vectors, see Fig. 5.1), to use the same dataset for each case and ensure that any variations in the results were due to the calculation method.

The experimental system shown in Fig. 5.2 was modeled using the Mueller matrix formalism presented in Chapter 3.3 and 3.4 , where we developed the model of the polarization state generator and analyzer. So, we can write the Mueller matrix of the complete system as:

$$
\begin{equation*}
\mathbf{M}=\mathbf{M}_{\left(P 2,0^{\circ}\right)} \mathbf{R}_{4}\left(\Delta_{4}, \theta_{4}\right) \mathbf{R}_{3}\left(\Delta_{3}, \theta_{3}\right) \mathbf{M}_{S} \mathbf{R}_{2}\left(\Delta_{2}, \theta_{2}\right) \mathbf{R}_{1}\left(\Delta_{1}, \theta_{1}\right) \mathbf{M}_{\left(P 1,0^{\circ}\right)} \tag{5.1}
\end{equation*}
$$

where $\mathbf{M}_{\left(P, 0^{\circ}\right)}$ is the Mueller matrix of a polarizer with the transmission axis at an angle $\theta_{P}=0^{\circ}$, and $\mathbf{R}_{i}\left(\Delta_{i}, \theta_{i}\right)$ is the Mueller matrix of a retarder with retardance $\Delta$ and angular position of the fast axis $\theta_{i} . \mathbf{M}_{S}$ is the Mueller matrix of the sample. The proposed method involves two steps: a calibration step, and the data-extraction step to obtain the sample Mueller matrix. In the calibration step,


Figure 5.1: Set of retardances for 16 and 36 measurements. The used polarization states are the same presented before: H, linear horizontal; V, linear vertical; +, linear at $+45^{\circ}$; - linear at $-45^{\circ} ; \mathrm{R}$, right circular; L, left circular.


Figure 5.2: Experimental setup for a Mueller-matrix polarimeter. The angles associated with each component refer to the relative angle of the optical axis of that component with respect to the horizontal plane.
four known samples were used: no sample (transmission in air), a horizontal linear polarizer, a linear polarizer at $45^{\circ}$, and a quarter wave retarder with its fast axis at $30^{\circ}$, Fig. 5.3. These were used as they are the samples often used for calibration with other methods. This gives four sets of intensity measurements obtained with known samples.


Figure 5.3: Schematic diagram of the four calibration samples used in the method.
The intensities will not be exactly the same as the ideal system model because of errors in the angles of the fast axes of the retarders (four error parameters, one for each variable retarder), and errors in the values of the retardances used in the variable retarders to produce the required incident and detected Stokes vectors. This second error source requires one error parameter for each different retardance value in the variable retarders, and depends on the particular combinations of retardance values and the number of incident and detected Stokes vectors used. In our case, we had 12 retardance values for 16 intensity measurements, and 15 retardance values for 36 intensity measurements. We also included errors in the angles of the two polarizers in Fig. 5.2 (two error parameters) and errors in the position of the transmission axis of the sample polarizer for the calibration samples (two error parameters) and in the fast axis angle and the retardance value of the sample retarder plate (two error parameters). This gives a total of 22 error parameters for the case of 16 intensity measurements, with a total 64 intensity measurements for the four calibration samples; and 25 error parameters for the case of 36 intensity measurements, with a total of 144 intensities for the four calibration samples. Then the model intensities were fitted to the measured experimental
intensity values using the error parameters described above as fitting parameters, using a standard non-linear fitting procedure, such as the "Powell" algorithm from Numerical Recipes in C, which we used. While it is true that the non-linear fitting algorithms can be unstable for large numbers of fitting parameters, we have found that, for the cases presented here, the algorithm was very stable and very fast (a few seconds on a 2.70 GHz PC ). We found that we required a double fitting procedure to have accurate results; the fitting algorithm was performed for a given tolerance parameter, then the optimization directions were reset to the unit vectors and the fitting algorithm was run again. This procedure was found to give better results than simply reducing the tolerance parameter, probably because of numerical errors in the calculations. Another important point for these algorithms is the proposed starting solution for the fitting process. In all cases here, we used the ideal designed experimental system as the starting solution.

The second step is the calculation of the Mueller matrix of an unknown sample. In this step the error parameters calculated in the previous step are assumed as known, fixed errors, so that we know the system parameters exactly, and the sixteen elements of the unknown Mueller matrix, $M_{S^{\prime}}$, are now the unknown parameters to be fitted. Again, we fit the model intensity values for the unknown sample, using $M_{S}$ as the fitting parameters. Notice that in the worst case we have 16 parameters with 16 measurement values, but again the "Powell" algorithm from Numerical Recipes in C [108] was very stable and fast, less than 5 seconds running time on a 2.70 GHz PC. The starting solution in all cases presented here was the unitary matrix, and was reset to the same matrix for each angle of the rotating samples presented in the results section.

### 5.1.1 Experiment details for calibration

Fig. 5.2 shows the configuration of the polarimeter with no focus system, however we are interested in calibrating the complete system described extensively in Chapter 4. The diagram in Fig. 5.4 implements a system which focuses the light beam on the study sample to be analyzed point by point. We use the transmission polarimeter to perform the calibration through the fitting method. We present results of the calibration and data extraction for this system, as well as the advantages and scopes of the calibration method that we are proposing. Thus a complete calibration of our polarimeter is obtained to measure polarization of scattered light of different samples in the next Chapter.

The calibration procedure consisted of measuring 36 consecutive intensities for a predefined set of voltages applied to the LCVR's for each orientation of the standard optical component used as calibration sample, we measured only for the case of 36 intensity values, that is with six incident Stokes vectors and six detected Stokes vectors. The retardance values used are shown in Table 3.2, for each of the


Figure 5.4: Schematic diagram of the four calibration samples used in the fitting method including the focusing system.

36 values of the intensity. The results for the case of 16 measurements (four incident and four detected Stokes vectors), were obtained using only the appropriate values of the measured intensities from the same data set. This was to remove any effects due to variations in the measured values and only study the variations due to the different analysis of the data.

The optical components were then rotated in steps of $10^{\circ}$ from $0^{\circ}$ to $180^{\circ}$. As we mentioned previously, we used as calibration samples known optical components, then we obtained data for simple transmission without any sample for which the expected Mueller matrix is the identity matrix. The data corresponding to the polarizer, quarter waveplate and no sample where then processed as the four sets of measurement samples required by the fitting method proposed in this chapter.

In order to reduce random errors and noise, each value of the intensity was averaged over 10 individual measurements, with each measurement taking 10 ms , that is a total of 100 ms per measurement but with a dead time due to the changes of retardance and the response time of the LCVRs of around 100 ms .

### 5.1.2 Results of the calibration

We implemented a quarter-wave plate (QWP), a half-wave plate (HWP) and a linear polarizer, all of them rotating over a range of $0^{\circ}$ to $180^{\circ}$. These samples
have been used as standard, known, samples in the literature [109],[110]. The results are presented in Fig. 5.5 to Fig. 5.10. The blue colour shows the ideal theoretical curves for the Mueller matrix element for a QWP (Fig. 5.5 and Fig. 5.6), a HWP (Fig. 5.7 and Fig. 5.8) and a Linear Polarizer (Fig. 5.9 and Fig. 5.10).


Figure 5.5: The ideal theoretical curves for the Mueller matrix element values(blue), the experimental results of the Mueller matrix element values calculated using the direct (Bickel and Bailey) method (green) and using the fitting method (red) for a rotating QWP, for the case of 16 intensity measurements.

Also in these figures we present the experimental results of the Mueller matrix element values calculated using the direct (Bickel and Bailey) method in green and using the fitting calibration method proposed here in red for the same samples (QWP, HWP and a Linear Polarizer). We present the results for both an optimized system (36 intensities) and the non-optimized case (16 intensities).

The first case we will analyze is the case of 16 intensity values, which is the nonoptimized case for the QWP. Fig. 5.5 shows the results of the direct calculation of the unknown Mueller matrices using the Bickel and Bailey equations presented in Eq.3.37, and the results of the fitting method proposed here. The ideal theoretical
values of the Mueller matrix elements for the rotating QWP are presented as the blue points. Figure 5.6 shows the same results as Fig. 5.5, but using the optimized case, that is the case of 36 intensity values. It can be seen that for the non-optimized case, the values of Mueller matrix elements using the fitting method are nearer to the theoretical case than the results presented using the direct method.


Figure 5.6: The ideal theoretical curves for the Mueller matrix element values (blue), the experimental results of the Mueller matrix element values calculated using the direct (Bickel and Bailey) method (green) and using the fitting method (red) for a rotating QWP, for the case of 36 intensity measurements.

The optimized case (see Fig. 5.6) presents the same results as for the case of 16 intensity values, i.e. the values of the Mueller matrix with the fitting method and closer to the theoretical values than the results using the direct calculation. Because we have an optimized system, the results presented using the direct calculation (Bickel and Bailey) present an improvement compared to the non-optimized case, however the fitting procedure continues to show a better behaviour when we make the element-by-element comparison of the Mueller matrix for the QWP. Thus, the calibration procedure using the fitting method presents very good results
for a quarter-wave plate.
For the HWP we find the same performance in the results as those presented for the QWP. As can be seen in Figures 5.7 and 5.8 using the fitting method to calibrate the Mueller matrix of the half-wave plate, it is possible to obtain better results when we compare the Mueller elements of the matrix with the ideal theoretical case, than when we make the comparison of the Mueller matrix elements using the direct method. The results show the same behaviour for both the optimized and non-optimized cases. It is very clear in Fig. 5.7 that the non-optimized case presents very poor results, and the Mueller matrix elements are very different from the theoretical case when the matrix elements are calculated using the direct method. The optimized case can improve these results, however they are not as good as when we use the fitting method to calibrate (see Fig. 5.8). Again, the calibration procedure using the fitting method presents very good results, in this case of a half-wave plate.


Figure 5.7: The ideal theoretical curves for the Mueller matrix element values (blue), the experimental results of the Mueller matrix element values calculated using the direct (Bickel and Bailey) method (green) and using the fitting method (red) for a rotating HWP, for the case of 16 intensity measurements.


Figure 5.8: The ideal theoretical curves for the Mueller matrix element values(blue), the experimental results of the Mueller matrix element values calculated using the direct (Bickel and Bailey) method (green) and using the fitting method (red) for a rotating HWP, for the case of 36 intensity measurements.

Analogous to the analysis carried out in previous paragraphs for the QWP and HWP, we can analyze the results for the Linear Polarizer rotating from $0^{\circ}$ to $180^{\circ}$. It can be seen in figures 5.9 and 5.10 that again the fitting method shows very good results when we do the element-by-element comparison of the Mueller matrix with the ideal theoretical case. In optimized and non-optimized cases, it is possible to observe the same behaviour. When performing the calculation with 36 intensity values for the direct method, we observe that the results improve considerably, however, we observe that the results are closer to the ideal theoretical case when we use the fitting method.


| $*$ | Ideal <br> method | $-\infty$ | Direct <br> method |
| :---: | :---: | :---: | :---: |
| Fitted |  |  |  |
| method |  |  |  |
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Figure 5.9: The ideal theoretical curves for the Mueller matrix element values (blue), the experimental results of the Mueller matrix element values calculated using the direct (Bickel and Bailey) method (green) and using the fitting method (red) for a rotating linear polarizer, for the case of 16 intensity measurements.


Figure 5.10: The ideal theoretical curves for the Mueller matrix element values (blue), the experimental results of the Mueller matrix element values calculated using the direct (Bickel and Bailey) method (green) and using the fitting method (red) for a rotating linear polarizer, for the case of 36 intensity measurements.

The errors between the calculated Mueller values and the theoretical values are given in Figures 5.11, 5.12 and 5.13, for a QWP, a HWP and a Linear Polarizer, respectively. We present the error in terms of the root mean square error ( $\mathrm{RMS}^{1}$ ) differences between the calculated cases and the theoretical values, for each Mueller matrix element. For each sample we present the RMS error for the direct method and the fitting method, for both optimized a non-optimized cases. It can be seen that the fitting method proposed in this work has a smaller total RMS error than the direct method in all cases.

If we analyze Fig. 5.11, it can be seen that for the non-optimized case the RMS is reduced for each element between $12.91 \%$ to $97.04 \%$, with an average reduction of the RMS error of $77.08 \%$, when we do the calibration using our fitting

[^14]

Figure 5.11: Values of the RMS differences between the calculated values an the theoretical values for the direct and fitting calculation methods, for non-optimized and optimized polarimeters, using a rotating QWP as a sample. The X-axis represent each of the sixteen Mueller matrix elements.


Figure 5.12: Values of the RMS differences between the calculated values an the theoretical values for the direct and fitting calculation -methods, for nonoptimized and optimized polarimeters, using a rotating HWP as a sample. The X-axis represent each one of the sixteen Mueller matrix element.


Figure 5.13: Values of the RMS differences between the calculated values an the theoretical values for the direct and fitting calculation methods, for non-optimized and optimized polarimeters, using a rotating Linear Polarizer as a sample. The X -axis represent each one of the sixteen Mueller matrix element.

|  | RMS AVERAGE REDUCTION <br> $[\%]$ | MINIMAL RMS <br> $[\%]$ | MAXIMUM RMS <br> $[\%]$ |
| :---: | :---: | :---: | :---: |
| RMS 16 INTENSITIES-QWP | 77.08 | 12.91 | 97.04 |
| RMS 36 INTENSITIES-QWP | 69.78 | 11.58 | 92.51 |
| RMS 16 INTENSITIES-HWP | 62.65 | 12.67 | 91.79 |
| RMS 36 INTENSITIES-HWP | 53.41 | 2.90 | 87.10 |
| RMS 16 INTENSITIES-LP | 62.64 | 9.36 | 91.77 |
| RMS 36 INTENSITIES-LP | 53.75 | 8.34 | 85.19 |

Figure 5.14: Percentage values of the total RMS differences between the calculated values and the theoretical values for the different calculation methods after the calibration procedure.
method. For the case the QWP using 36 intensity values we obtain that the RMS error is reduced by the calibration between $11.58 \%$ and $92.51 \%$, with an average reduction of the RMS error for all cases of $69.78 \%$. For completeness in Fig. 5.14 the percent RMS error between the calculated Mueller values and the theoretical values for a QWP, a HWP and a Linear Polarizer are presented, and which show consistent performance. The RMS average reduction is bigger for the 16 intensity values than the case of the 36 intensity values in all samples studied, because the optimized cases should be better than the non-optimized cases, which is true in our experiment.

Finally we can conclude this chapter highlighting the advantage of having developed a calibration system through a nonlinear fitting algorithms to find the real parameters of an experimental polarimeter with four known calibration samples. The calibration samples used were free-space propagation, a horizontal and a vertical linear polarizer, and a quarter-wave retarder with its fast axis at $30^{\circ}$ to the horizontal direction. Then the errors in the polarimeter are assumed fixed and a new adjustment is made to find the 16 elements of an unknown sample Mueller matrix. Experimental data for a rotating quarter-wave, half-wave and a linear polarizer showed very good results. The results presented show that the RMS is even smaller for the case of a non-optimized system using our fitting method, than when an optimized polarimeter is implemented using the direct method of Bickel and Bailey to measure the Mueller matrix of the measured intensities. We found that the average reduction of the RMS when calibrating a polarimeter using our fitting method is up to 77.08 percent, which is an extremely important result in this thesis because it will allow us to measure very accurately the Mueller matrix of a structured surfaces in the next Chapter, this will allow us to reduce the time used for the measurements of the Mueller matrix on a sample point-to-point.

## Chapter 6

## Polarimetry Application

Through the implementation of the polarimeter developed in this work, an application for the study of structured surfaces is presented. Firstly, the present work will be put into context within the techniques of optical microscopy, describing the most used techniques and the implementation of Mueller polarimetry for the characterization of surfaces. The principles of the Kirchhoff approximation will be described and numerical results presented for the restriction of variables for our system. The manufacturing methods of the surfaces will be presented to be able to make the comparison of the theory and the experiment, concluding with the validity and scope of the system.

### 6.1 Overview of Metrology and Polarization

Polarized light micro-imaging that combines optical microscopy with polarization modulation techniques plays an important role in various research fields, such as optical mineralogy [111], optical crystallography [112], biomedicine [113]-[115] and metrology [116]-[119]. To acquire more details of spatially distributed information of a sample, a high-numerical-aperture (high-NA) objective lens (OL) is often employed for a high lateral resolution [67, 120]. Another point of view is of a diffuser system illuminated by a beam of determined wavelength, the Mueller matrix (MM) is a polarimetric result as it contains all the information on the intensity and state of polarization of the emerging light. This implies that the measure of the MM of a system is a tool to characterize the behaviour of that system, while it may not be unique, it can be part of the solution of the inverse problem. The are numerous works that address the connections between the MM of a system and its properties, both optical and geometric [30, 121, 122].

The semiconductor industry continues to drive pattering solutions that enable devices with higher memory storage capacity, faster computing performance, and
lower cost per transistor. These developments in the field of semiconductor manufacturing along with the overall minimization of the size of transistor require continuous development of metrology tools used for characterization of these complex three-dimensional device architectures [91].

Ellipsometry-based scatterometry has been introduced to monitor the critical dimension (CD) and overlay of grating structures in semiconductor manufacturing. It measures the change of ellipsometric angles in the zeroth-order difracting beam that is scattered from the periodic structure. Among the various types of ellipsometry, Mueller matrix polarimetry (MMP), can obtain up to 16 quantities of a 4 x 4 Mueller matrix. Consequently, MMP-based scatterometry can acquire much more useful information about the sample and thereby can achieve better measurement sentitivity and accuracy than the conventional ellipsometric scaterometry [62]-[64]. MMP is thus expected to provide a powerful tool for metrology in high-volume manufacturing [36].

In [36] Liu et. al. implement Mueller matrix imagining ellipsometry for nanostructure metrology, in order to achieve effective process control. Fast, inexpensive, non-destructive and reliable nanometre scale feature measurements are extremely useful in high-volume nano-manufacturing. Among the possible techniques, optical scatterometry is ideal due to its high throughput, low cost, and minimal sample damage. However, this technique is inherently limited by the illumination spot size of the instrument and the low efficiency in construction of a map of the sample over a wide area. In order to attack these issues, it is possible to combine conventional imagining techniques and optical scatterometry based on ellipsometry of the Mueller-matrix, the combination of these techniques is expected to be a powerful tool for measuring nanostructures in the future of high volume nano-fabrication. In this work we are not seeking to achieve spatial resolution of nanometres. We uses a beam of light of a few microns spot size to illuminate surfaces with spatial variations of the same order and study the effects produced in the polarization state by the surface, through the Mueller matrix formalism, which has been described extensively in this thesis. In this way, a quantitative method is proposed that could allow the study of spatial variations in structured surfaces. Then, in this chapter, we present the comparison of numerical and experimental results for a structured surface and verify the potential of the proposed method.

### 6.2 Overview of Microscopy Techniques

Traditional techniques based on electron microscopy exist for routinely measuring sub-micron dimensions but these techniques have some limitations, for example, it is difficult to extract from this type of image, reliable information of the slopes and height, for which sophisticated simulations of the propagation of the electrons
in the material are required. It is possible to use electron microscopy for very thin sections of a sample, but it is a very expensive and limited sampling technique. In response to this, a new interest in diffraction based optical methods has arisen. The determination of important, critical dimensions via optical techniques is appealing for several reasons: The sample is exposed to only visible light and is not susceptible to charging effects. The technique is capable of measuring the critical dimensions of grating structures down to approximately 40 nm . Minimal facilities are required for installation (no high vacuum, cooling or shielding of electromagnetic fields). Like optical thin film metrology, the optical critical dimension technology can be integrated into process tools enabling advanced process control.

There are techniques with the advantage of being able to directly visualize structured or rough surfaces, but they have several limitations: on the one hand, the images are not free of artefacts and their quantitative interpretation can be complicated. On the other hand, for a large number of techniques, the measurement time can be too long for real-time quality control. The next section presents advantages and disadvantages of electronic techniques and optical techniques

### 6.2.1 Electronic Techniques

Electron microscopy tools have naturally taken over optical microscopy as soon as the patterns become too small to be properly resolved in optical wavelengths. From an instrumental point of view, electron microscopy can be implemented in two ways:
-Scanning electron microscopy (SEM): The beam is focused on the sample, the focal point is scanned spatially and the secondary electrons emitted by the studied object are used to make the image.
-Transmission microscopy or (TEM): the beam passes through the sample and the image is formed with the beam transmitted.

Scanning microscopy can be used nondestructively in a view from above (technique called CDSEM). This technique, relatively fast to implement, is certainly the most widespread and has long been considered as the reference technique. In practice, we have a good estimate of the width of the pattern and its roughness, but it is difficult to extract from this kind of image reliable information on the slopes and on the height: for this it is necessary to implement sophisticated simulations of the propagation of electrons in the material. These simulations are also essential to have a good absolute accuracy. To overcome CDSEM limitations, electron microscopy can be used for a range of ad hoc specimens. In addition, scanning microscopy (this is called XSEM for SEM Cross-section) or Transmission microscopy (TEM) can be performed. In both cases, these are destructive techniques that are costly and allow for limited sampling. This is particularly true for TEM, which requires not only to divide, but also to dilute the sample studied to
allow good beam transmission. This technique is still used because of its ability to characterize complex structures and its resolution, which allows the visualize of the atomic planes and, therefore, provide a very reliable absolute scale for the characterization of dimensional standars [123].

## Atomic force microscopy

This is the most recent technique, and probably the most functional for images in real space. The principle of operation is based on scanning mechanically, by means of piezoelectric elements, a point along the structure to be characterized, and the profile is reconstructed from the movement of the point. The point is guided by its interaction with the material, which causes a force measured in general by changing the frequency of a resonant system. Like the CDSEM, the AFM has the essential advantage of being non-destructive. Its main limitations are related to the shape of the tip on the one hand, and on the other hand the measurement time [124].

These two limitations are continuously being reduced: today there are points with the shape of an elephant'sfoot to describe the slopes, or carbon nanotubes, very suitable for the characterization of narrow grooves. The useful life of these tips also increases constantly. The latest generation of AFM, once calibrated by ad hoc standards, are probably the reference instruments for other metrological techniques [123]. However, this device can only characterize the external profile of the structure studied, and is totally insensitive, for example, to the presence of internal layers.

### 6.2.2 Optical techniques

Since they are based on the exploitation of optical measurements, these techniques have the advantage of being non-destructive. In addition, the measurement itself can be rapid (in the order of one second) and does not require a vacuum as in electron microscopy. This advantage of speed, if retained by a sufficiently efficient digital data processing scheme, makes these techniques very competitive for the control of online processes, possibly even on all wafers and not just in a small sample.

However, unlike image techniques in real space that can be implemented practically anywhere in the wafer, given their lack of spatial resolution, optical techniques cannot work on some particular structures, which are sometimes a representative structures of the shape of the lithographed lines.

In general, the techniques of optical metrology consists of making one or more measurements in the structure to be characterized, and then in solving the inverse diffraction problem by adjusting the measurements to the simulations provided
by a model that is supposed to correctly describe the structure and includes adjustable parameters. However, the resolution of the inverse problem is notoriously difficult. For example, if we try to characterize a one-dimensional network with a known period, we can assume that the feature of the profile is rectangular: the parameters to be determined are simply the height H and the width L (also called CD for critical dimension) of the lines. If we assumed symmetric trapezoidal: it is necessary to add a parameter to describe the difference between the width in the upper part and in the lower part of the lines. For an asymmetric trapezoidal shape: in comparison with the previous case, we still need an additional parameter to describe the asymmetry [77].

This brief enumeration shows the difficulties that are normally encountered in this type of problem: the data must be sufficiently numerous and not redundant so that it is possible to unequivocally separate the different models, choose "the correct one" and refine the relevant parameters. It is easy to believe that the quality of the adjustment is sufficient; if the adjustment is good, the model must be adequate. We can be sure there is a problem when the adjustment is bad, but on the other hand, if the adjustment is good, the model still may not be "correct", for example, because it includes "too many" parameters: these parameters show strong correlations, which means that if we change one of them, we can find the same answer by appropriately modifying the others. Then it is impossible to choose, among all the set of parameters that give the same answer, the one that really corresponds to the profile. It is therefore essential for the effective use of these methods, to expand as much as possible all the measures to restrict the choice of the model and the values of the relevant parameters, as much as possible.

## Spectroscopic techniques

We now briefly describe two spectroscopic techniques: Spectroscopic refractometry, almost always implemented under normal incidence, which is easy to implement from a practical point of view [126]. Spectroscopic ellipsometry, at an angle of $70^{\circ}$, near the angle of Brewster for silicon, which for studies of thin films on Si [37], offers the best sensitivity [127]-[132]. These techniques do not require beam movement during the measurement, which is a significant advantage given the small size of the targets ( $50 \mu \mathrm{~m}$ squares).

## Goniometric techniques

These techniques are based on the measurement of the optical response, not as a function of the wavelength, but of the polar and/or azimuthal angles. An instrument of this type has been marketed, which measures the reflectivity in the incidence variable [133]. Other techniques that use measurements of the variable
azimuthal angle, such as scatterometry [134] or reflectivity of the Fourier transform [135], have also been studied. This last technique uses a principle similar to that of the polarimeter developed during this work, but with optics designed specifically to allow measurements in a very wide angular range for a particular angle of the reflectivity in the intensity of the object studied. Compared to our method, this instrument is complementary, in the same way that an ellipsometer differs from a reflectometer.

## Mueller Matrix Polarimetry

As we have seen, metrology through optical measurements is linked to the resolution of an inverse problem, it is advantageous to gather as much information as possible to better limit the choice of model and the value of the parameters. From this point of view, Mueller polarimetry seems a priori particularly interesting, since it provides fifteen quantities (for the matrix normalized by m11) instead of two for the other techniques: $R_{p}$ and $R_{s}$ for the reflectometry at normal incidence [75], $\alpha$ and $\beta$ or $\Delta$ and $\Psi$ for classical ellipsometry in flat diffraction geometry (with the plane of incidence perpendicular to the lines) [77].

We will use properties of symmetry of the Mueller matrices to validate the results. And from the measurement of the Mueller matrix, we will try to obtain information from the surface. From the information presented in previous paragraphs on the different methods of microscopy and using a numerical simulation based on the Kirchhoff approximation, we will limit the variables of our problem presenting some theoretical cases to establish the parameters that according to the simulation could give us more information from the measurements of the experimental Mueller matrix.

### 6.3 Kirchhoff Approximation Simulation

One of the most used theories for calculating the scattering of light from rough surfaces is the Kirchhoff approximation [1],[136]-[142]. With this theory it is assumed that the local curvatures of rough surfaces are small enough to approximate (locally) the reflection of light as the reflection of a plane wave from a flat surface, i.e., the Fresnel reflection coefficients can be used. Assuming that the surface curvature condition is satisfied, it is possible to use the Kirchhoff approximation to calculate scattering from smooth surfaces with small surface solpes. In this case the reflected light is mostly directed away from the surface, so the surface itself does not intercept any of the light and there is no shadowing or multiple scattering. Increasing the slopes increases the range of angles with which the light is reflected from the surface and shadowing and multiple scattering become more
important. At this point the normal (single-scatter) Kirchhoff approximation is inaccurate. However, multiple-scattering methods based on the Kirchhoff approximation have been developed to extend the range of applicability of the method [136, 137, 140, 141].

Therefore there appears to be no limit on the surface slopes for the Kirchhoff approximation if shadowing and multiple scattering are taken into account. However, in practice, there is a problem with surface sampling. The usual implementation of the Kirchhoff approximation for numerical calculation requires a discretization in the x direction, which means that for steeper solpes more points are required to have a reasonable sampling of the field distribution on that part of the surface. This problem becomes worse for surface with infinite slopes, such as surfaces with rectangular grooves. Since the equation for the Kirchhoff approximation contain a term that includes the surface slope, when the slope is infinite, the equations cannot be resolved, i.e., the Kirchhoff approximation cannot be used in its usual formulation for rectangular surfaces. This type of surface shape has importance as we mentioned before. In [16] Bruce presented a simple reformulation of the usual Kirchhoff approximation equations to allow the calculation of single- and double-scatter intensity distributions of surfaces with high or even infinite slopes. Therefore, in this work we implement a simulation on the Kirchhoff approximation, firstly to restrict the problem and then to validate our experimental results [16]-[18],[35].


Figure 6.1: Schematic system for a structured sample.
To restric the problem using the Kirchhoff approximation we need to define some variables. We use the same parameters and calculate the variation of the
detected intensity with the position of the illumination beam. We present the system schematically in Fig. 6.1, where a Gaussian beam of 632.8 nm is used as a source of illumination, both in the simulations and in the experimental cases. The system works in the plane of incidence, so that both the PSG and the PSA are located in this plane. The PSG is normal to the surface and the angle theta in the figure represents the angular variation of the PSA as has been described throughout this work, however, using the fact that in [96] an analysis was performed for this system using only intensity measurements and for practical reasons, we used $\theta=45^{\circ}$. Using other design in our instrument we could increase this angle by around 5 degrees, which does not change the scattered light patterns significantly.

Fig. 6.2 describes the parameters used to generate the simulated surface, which consists of rectangular structures (we will refer to these structures as ribs or steps). The design of the surfaces obeys the need to generate deterministic profiles defined in 1D or 2D that present, to a greater or lesser degree, changes in the polarization state. The range of structures studied includes those with a two or three ribs with a height $h t$, a width $w d$, and a separation sep, all these parameters varying between 7, 10 and 15 microns. Since the surfaces are studied by reflection, it is necessary to introduce the metallic character in them through the index of refraction of the material, which for this study were aluminium $(\mathrm{Al})$, silver $(\mathrm{Ag})$ and gold $(\mathrm{Au})$.


Figure 6.2: Parameters used in the Kirchhoff simulation to construct the surface.

In Figures 6.3 and 6.4, examples are shown of simulated surfaces for which the scattered signal variation is calculated. It is important to note that the modification of the number of ribs, the width or the separation, for example, requires a modification in a variable that is defined in Fig. 6.2 as a range (rang), this variable basically gives us the total length of the surface, a quantity that must be modified if any of the other parameters is modified.

So, the length of the surface is given in wavelengths depending on the parameters defined, and it is necessary to discretize the surface. The variation of the scattered signal is calculated as a function of the position of the incident beam. The calculation takes between 2 and 5 minutes depending on the surface on a 2.7 GHz speed PC. It is important to remember that results include the changes
in the polarization state produced by the sample present in the system, these polarization effects are represented in terms of the calculation of the Mueller matrix point to point in the particular area of the surface.


Figure 6.3: Structure with 1 and 2 blocks and same size of block, i.e., $h t=15 \mu \mathrm{~m}$, $s e p=15 \mu \mathrm{~m}$ and. $w d=15 \mu \mathrm{~m}$.


Figure 6.4: Structure with 3 steps and different separation between blocks. sep $1=$ $10 \mu \mathrm{~m}$, sep $2=20 \mu \mathrm{~m}$, sep $3=30 \mu \mathrm{~m}$, sep $4=40 \mu \mathrm{~m}$.

### 6.3.1 Mueller Matrix Numerical Results



## Scanning Points [lambdas]

Figure 6.5: Structure with 3 ribs with $\operatorname{sep}=7 \mu \mathrm{~m}, w d=7 \mu \mathrm{~m}, h t=7 \mu \mathrm{~m}$. An illumination beam of a) spotsize $=5 \mu \mathrm{~m}$ and b) spotsize $=40 \mu \mathrm{~m}$. The material used for the simulation was Aluminium.

In Fig. 6.5, we present the Mueller matrix (MM) for a structured surface with 3 steps, with dimensions of sep $\times w d \times h t=7 \mu \mathrm{~m} \times 7 \mu \mathrm{~m} \times 7 \mu \mathrm{~m}$ and an illumination beam spot size of $5 \mu \mathrm{~m}$ and $40 \mu \mathrm{~m}$. It can be seen clearly that when the illumination spot is smaller, the Mueller matrix shows well-defined intensity variations in all its elements, and when the spot is larger compared to the size of the structure, the MM shows some variations in intensity but practically does not present significant changes related to the structure. This result demonstrates our initial hypothesis that using a small illumination beam it is possible obtain more information about the sample in terms of the changes in the polarization state.

When we change the number of ribs for fixed geometric parameters as in Fig.6.6, we note that the variation of intensity in the elements of the MM depends on the number of ribs in the sample, if the number of ribs grows, then the number of maxima and minima of intensities increases in the signal for each one of the MM elements.


Figure 6.6: MM for structures with different number of ribs, a) 1, b) 2, c) 3 and d) 4 respectively and with dimensions of $\operatorname{sep}=7 \mu \mathrm{~m}, w d=7 \mu \mathrm{~m}, h t=7 \mu \mathrm{~m}$. For an illumination beam of 5 microns. The material used for the simulation was Aluminium.

In Figures 6.7 and 6.8, we show the Mueller matrices for a surface of 21 x 7 x 7 and $45 \times 15 \times 15$ (sep $\times w d \times h t$ ) micrometers which have the parameter sep 3 times larger than the parameter $w d$, with three ribs each one. In both figures it can be seen that the magnitude in each MM element is associated with the changes in the spatial form of the surface, since there are flat areas and structured areas which have well-defined intensity changes. Comparing element by element in the matrix it is clear in Fig. 6.7 that maximum and minimum magnitude are not defined with high precision, this is because when scanning the illumination beam on the sample, it is not possible to define the maximum and minimum as in the case of the figure for 15 microns which has longer flat sections and this allows us to define the elements of the MM with more resolution. Although in Fig. 6.7, the surface does not show a perfectly defined behaviour as in the case of Fig. 6.8, it can be seen that there are changes in the polarization state due to the spatial structure of the sample.


Figure 6.7: MM for a structure of 3 steps with 21 x 7 x 7 micrometers.


Figure 6.8: MM for a structure of 3 steps with $45 \times 15 \times 15$ micrometers.

Fig. 6.9 shows the graph for each of the 16 elements of the Mueller matrix, as in the previous figures the scan is over the point-to-point structure. As can be seen in the different elements of the Mueller matrix, the intensity of the light depends on the section of the structure that we are illuminating. Therefore, it provides intensity changes depending on the position in which the illumination beam interacts with the surface. In Fig. 6.9 the results are presented for a surface with different materials: aluminium, gold and or silver. With dimensions of $45 \times 15 \times 15$ micrometres and a spot size of 5 micrometer. The magnitude in each element is consistent and regular for all the elements of the Matrix, the simulation's results do not present significant changes in the polarization state for different materials.

The general behaviour of the MM elements also allows us to realize that there is a symmetrical behaviour with respect to other components of the matrix, as should be expected from the independent elements of the Mueller matrix of a one-dimensional surface.

Based on the numerical results presented in Figures 6.5 to 6.9, it is possible to reduce the parameters in the polarimeter for the experimental measurement of the MM of a structured surface with known dimensions and parameters. To determine the validity of the measurement and therefore the validity of the instrument, the experimental results are compared with the Mueller matrix obtained with the same parameters through the numerical calculation using the Kirchhoff approximation.


Figure 6.9: Comparison of the MM of a surface with different materials, aluminium, silver and gold, with 3 ribs of $15 \times 15 \times 15$ microns and spot-size illumination of 5 microns.

### 6.4 Fabrication Method of Structured Surface

The flat samples studied in this work consist of structures on a square profile substrate (ribs or steps), the design of these is with the idea of studying well-defined patterns that have structures of the order of the size of the beam of illumination to be able to measure changes produced by the spatial variation of the sample. It is possible to fabricate structures that includes those that have different ribs, for example between 1 and 6 ribs with a height $(h t)$, height ( $h t$ ), width ( $w d$ ) and separation (sep), varying from 5, 7, 10 and 15 microns, all those parameters as those defined in the theoretical case. The samples are surfaces with micrometric structures, which were manufactured in the The National Laboratory of Biomimetic Solutions for Diagnosis and Therapy (LaNSBioDyT for its acronym
in Spanish), of the Faculty of Sciences of the National Autonomous University of Mexico (UNAM).

The structures were manufactured by a process that uses the new generation of Nanoscribes 3D laser lithography systems, Photonic Professional GT [143], which provides a fast and powerful platform for micro- and nano-fabrication up to the third dimension. Almost arbitrarily complex shaped polymer structures with finest feature sizes in the sub-micrometer range are achieved by means of two-photon polymerization [145]-[147]. A speed-up of the writing process is driven by an embedded ultra-high precision galvo technology, which laterally deflects the laser focus position by use of a galvanic mirror system. Thus, the fabrication of large area 3D micro- and nano-structures is feasible in short times. In addition to rapid $x$-y-beam-scanning, a piezoelectric scanning stage provides ultra-precise $x$ -
 laser lithography systems are fully automated. Structures were designed in 3D printer compatible CAD software programs.

Surfaces were printed in configuration Dipin Laser Lithography (DiLL) on a $20 \times 20 \mathrm{~mm}$ glass substrate. IP-Dip serves as immersion and photosensitive material at the same time by dipping the microscope objetive into this liquid photoresist. Due to its refractive index matched to the focusing optics IP-Dip gurantees ideal focusing hence the highest resolution technology in DiLL [144].


Figure 6.10: Microfabricated surface with dimensions of $15 \times 15 \mathrm{xh}$ and $h=5,10$, 15 micrometers.

The structures were verified by optical microscopy(Fig. 6.10) and were analyzed
also by scanning microscopy (SEM) to review the depth or height parameter, as can be seen in Fig. 6.11, the sample was coated with a layer of gold not greater than 400 nm thick for the analysis by SEM microscopy. The difference in dimensions in the structures between the ideal and experimental cases were below the tolerable value (5\%) [148].


Figure 6.11: Micro-fabricated surface with dimensions of 15 x 15 xh and $h=5,10$, 15 micrometers.

On the structured substrate another nanometer-controlled thin film was deposited of gold $(\mathrm{Au})^{1}$, silver $(\mathrm{Ag})$ or aluminium ${ }^{2}$, introducing the metallic characteristic in them by means of two techniques:

- Thermal evaporation; this technique works through the heating of the material until melting is carried out by an electrical current through a filament or metal plate on which the material is deposited (Joule effect). The material in the form of vapor is then condensed on the substrate. The assembly of the technique is simple, and is very appropriate for depositing metals and

[^15]some compounds with low melting point ( $\mathrm{Al}, \mathrm{Ag}, \mathrm{Au}, \mathrm{SiO}$, etc.), details of the process used can be found in [149].

- Sputtering deposition; the samples of aluminium and silver were thin films grown onto the micro-manufactured surface, using the DC-sputtering technique with an aluminium/silver target in argon, respectively. The film thickness was approximately 200 nm , corresponding to a deposition time of 5 min , at a pressure of 22 mbar and a discharge power of 10 W . This film thickness does not affect the shape of our samples.


### 6.4.1 Surface profile



Figure 6.12: Section Image of a microfabricated surface using AFM microscope Witec ${ }^{4}$.

Although with SEM microscopy it is possible to observe the depth uniformity of our surfaces, atomic force microscopy was used to guarantee that the study surface
really has the desired depth. As an example we take the surface profile of $10 \times 10 \times 10$ micrometers, in Fig. 6.12 can be seen a section of the surface, with the 3D image and the profile for a cross section of the structure. From Fig. 6.12 c) we can verify that the depth has a difference with respect to the ideal value of less than $5 \%$, showing a consistency of all the parameters of the surface.

### 6.5 Experimental VS Theory results

Based on the restriction of variables presented in Section 6.3, which is based on numerical simulation using the Kirchhoff approximation and the fact that surfaces were micro-manufactured with the same characteristics as the simulations, a comparison of the experimental and simulated Mueller matrix is presented.


Figure 6.13: Theoretical Mueller matrix elements using Kirchhoff Approximation for one rib of $15 \mu \mathrm{~m}$ and a thin film of aluminium as a reflective material. The parameters introduced in the simulation are the same as the experimental parameters used in Fig. 6.14. The intensity in each of the MM elements is in arbitrary units (AU) because the elements in blue points in the graph have a larger scale in comparison with the elements in red points, and we want to show the changes in the polarization state for all elements.


Figure 6.14: Mueller matrix elements for one rib of $15 \mu \mathrm{~m}$ and a thin film of aluminium as a reflective material. The magnitude in each MM elements is in arbitrary units (AU) because the elements in blue points in the graph have a larger scale in comparison with the elements in red points, and we want to show the changes in the polarization state for all elements.

Using the polarimeter developed in this thesis, working in reflection mode, with the PSG illuminating normally to the surface, the PSA is at $45^{\circ}$ as shown in Fig. $4.17 \mathrm{~b})$. With a spot-size of $5 \mu \mathrm{~m}$, a structured surface of one rib of $h t=15 \mu \mathrm{~m}$ and $w d=15 \mu \mathrm{~m}$, with aluminium as a reflective material, we performed the measurement of the 16 MM elements, scanning point-to-point the beam on the surface with a resolution of one micrometer. The changes in the polarization state of the intensity of light scattered by the sample were measured and calculated using the calibration and data exaction proposed method in this work, obtaining the results presented in Fig. 6.13. and Fig. 6.14.

In Fig.6.13 the elements of the MM for a simple structure (one rib) with $h t=$ $15 \mu \mathrm{~m}$ and $w d=15 \mu \mathrm{~m}$ are presented. There is a strong symmetry in the matrix for the simulated case, however, this symmetry is not so good as expected for experimental structures (Fig. 6.14), showing the presence of inhomogeneities due to the manufacturing process of the sample. The matrix must contain all the
polarimetric information available for the geometry studied and the wavelength used, however its study and use cannot be done in a direct way.

To start the analysis of the results obtained with the polarimeter developed in this thesis, we will begin by explaining the types of symmetry appearing in these matrices, which are the consequence of: a) the geometric symmetries of the samples, b) the symmetries in the Matrix sense between different elements, and c) the symmetry due to the angles of incidence and detection of the implemented system.

For example, for spectroscopic ellipsometry the Mueller matrix becomes symmetric and there are components in $\mathrm{m} 11, \mathrm{~m} 12$, $\mathrm{m} 21, \mathrm{~m} 22$, $\mathrm{m} 33, \mathrm{~m} 34$, m 43 and m 44 , in which there is no dependence on $\varphi$ [77](as in our polarimeter), and then the matrix is corresponding to the matrix of an isotropic sample. This reduces the analysis of the Mueller matrix. In our system it is seen that the elements described above present the most significant changes and the rest of the elements, although they behave symmetrically, have a lower order of magnitude. The elements m13, $\mathrm{m} 14, \mathrm{~m} 23, \mathrm{~m} 24, \mathrm{~m} 31, \mathrm{~m} 32, \mathrm{~m} 41$, and m42, (elements outside the diagonal) do not cancel each other and the Mueller matrices are different from zero.

The symmetry between different elements of the matrix will be analyzed in terms of the sign of the elements of MM, which is described by the matrix in Eq. 6.1. Where, for example elements in $\mathrm{m} 11, \mathrm{~m} 12, \mathrm{~m} 21$ and m 22 have positive sign and the elements m33, m34, and m44 have negative sign, which was to be expected because we are working the system by reflection. On the other hand the elements m 23 and m32 also have the same sign. It can be seen in the figures that elements m 13 and m14 are anti-symmetrical with the elements m31 and m41, in the same way that m 24 and m 34 are with m 42 and m 43 , respectively.

$$
\left[\begin{array}{llll}
+ & + & - & -  \tag{6.1}\\
+ & + & + & + \\
+ & + & - & - \\
+ & - & + & -
\end{array}\right]
$$

For symmetry due to the symmetries of the sample studied we can see in Fig. 6.13 and Fig.6.14 that since this is a symmetric surface of $h t=15 \mu \mathrm{~m}$ and $\mathrm{w} d=15 \mu \mathrm{~m}$, then we find the maximum and minimum of intensity in the elements of the MM around the edges of the rib. The most representative relationship is attributed to the elements m 11 and m 22 with m 33 and m 44 , which shows a clear anti-symmetry in sign and shape with respect to zero intensity. On the other hand the elements m 12 and m 21 present symmetry in form. In the same way at the edges of the structure the elements m34 and m43 present anti-symmetry with respect to the zero of intensity. The m23 and m32 elements show a shape symmetry around the same points of the surface, described before. The rest of the elements also present relationships of shape but to a lesser extent.

The analysis of symmetries is the first step to obtain information related to the geometry of the surface, from the study of the changes in polarization of the incident beam and scattered by the sample described in terms of the MM.

## Discussion of results

In general terms, measurements of polarization were carried out through the Mueller matrix, for a micro-fabricated and previously characterized sample, and fixed angle of incidence, size of the spot of illumination and type of the reflective material to reduce the parameters. Varying the position of the surface a micrometric scan was made to obtain at each point, the 16 measurements of intensity that through our system of acquisition and calibration allowed us to obtain the Mueller matrix of the sample point to point in each part of the illuminated surface.

Based on the study of a structured surface, it was possible to analyze the symmetries due to: the shape of the surface, the angular parameters of the polarimeter and the relation of the elements of the Mueller matrix. The numerical and experimental results in Fig. 6.14 y Fig. 6.13 show in both cases the same symmetry of shape and angle and between the elements of the matrix, so it is possible to conclude that the experimental results are consistent with the theoretical case, validating our polarimeter system which uses variable liquid crystal retarders as generating elements of polarization states.

Although it is possible to carry out other types of polarimetric analysis which has been widely studied in the literature, for example, spectroscopic ellipsometry, reflectometry or analysis through the Polar Decomposition of the Mueller matrix [78], for now with the results presented, our system meets the objectives posed in this thesis, which consisted in the design, construction, calibration and extraction of data from a polarimeter using liquid crystal variable retarders, using a spot focused as an illuminating source of the measurement of previously characterized structured surfaces. The polarimeter compensates the information of the wavelength or the angular variation used in other similar systems, with the study of the changes in polarization state from one point to another of the surface, which allowed us to validate the correct performance of the system.

## Chapter 7

## Conclusions

The last two chapters presented the advantages of measuring the polarization effects in the scattering pattern from one point to another in a studied sample using focused illumination. The results presented constitute an experimental proof-ofconcept when compared with numerical calculations results that allow us to validate the proposed method.

In this chapter, we shall give the final remarks about the results obtained and we present the perspective for the current instrument and its potential reach.

### 7.1 Polarimetry using LCVRs

Although there are different ways to measure the changes in the polarization state of light when it varies after interaction with an optical system, in this work we focused on the study of the measurement of these variations by Mueller matrix polarimetry.

The implementation of our polarimeter involve a controlled modulation of input polarization states. These states are modified during passage through the system, then analyzed, to extract the Mueller matrix of the sample studied from these measurements. Light polarization can be modulated and analyzed by a variety of approaches: rotating retardation plates, rotating compensator, Pockels cells, photoelastic modulators or liquid-crystal variable retarders, the last one used in this work. LCVRs have some limitations, in particular, the accessible spectral range, but also significant advantages, such as the absence of moving parts and high driving voltages.

We built a polarimeter choosing the retardance values given the values of the incident and detected polarization states required by the method of Bickel and Bailey to extract the sample Mueller matrix from the measured intensities. To change the condition number in the experiment, the number of independent polarization
states was changed. So, with the same experimental system it was possible to change from an optimized system (36 intensity measurements) to a non-optimized system (16 intensity measurements). For the non-optimized case we used only four incident and four detected Stokes vectors.

The experimental device built in this thesis illuminates the sample with a spot size on the order of a few micrometers, and studies local effects in samples through a polarimetric analysis of the intensity measurements. The polarimeter was built to work by transmission (for calibrations process) and reflection (study of samples) mode, in both cases it was necessary to obtain the characterization of the optical components such as, polarizers, retarders, LCVRs, and lenses.

For the LCVR it was necessary to study its optical properties to improve results and estimate errors, as in any application using these devices. So, a set of experimental procedures to measure optical properties as a function of the voltage applied were implemented. In chapter 4.3, we presented the experimental characterization and phase unwrapping of the LCVR which showed good accuracy and good agreement with the expected results.

The polarimeter was automated using LabVIEW, which allowed us to systematically and with good accuracy control the LCVRs, the detector and the positioning plates simultaneously, and allowed us to develop an interface for the control of all parameters of the instrument.

In Chapter 4 the experimental procedure to perform the measurement of the experimental Mueller matrix was presented. We presented the experimental Mueller matrices obtained with our polarimetric device, which are known matrices of the known samples. These Mueller matrices were not exactly the expected matrices. The differences between the experimental matrices and the theoretical matrices were mainly due to errors in the angles of the fast axes of the retarders, errors in the values of the retardances used in the variable retarders to produce the required incident and detected Stokes vectors, and it may be that, to a lesser extent, the quality of each polarizing element.

These differences between the theoretical Mueller matrices and the measured Mueller matrices of known samples created the necessity of work in the precision of the polarimeter, because we obtained errors for known samples of up to $22 \%$. Initially we tried to correct the errors with manual adjustments in the experiment, however there will always be systematic errors. Then, we developed a calibration and data extraction program that considers the errors present in the instrument in such a way that the accuracy of the instrument is improved.

### 7.2 Calibration and data extraction method

A fundamental contribution of this work is a method for calibration and dataextraction for non-optimized Mueller matrix polarimeters. The proposed method is very precise to estimate the Mueller matrix, and allows a reduction in measurement time to compensate the time used by our polarimeter which is a scanning polarimeter.

The calibration process requires the measurement of four known polarization devices. We used free-space transmission, a horizontal and a vertical linear polarizer, and a quarter-wave retarder with its fast axis at $30^{\circ}$ to the horizontal. The method proposed here does not require exact optimization of the experimental system to reduce the condition number, and uses calibration samples to calculate the errors in the experimental system. Experimental data for a rotating quarterwave retarder, half-wave retarder and a linear polarizer showed very good results. The results presented show that the RMS is even smaller for the case of a nonoptimized system using our fitting method, than when an optimized polarimeter is implemented using the direct method of Bickel and Bailey to measure the Mueller matrix of the measured intensities. We found that the average reduction of the RMS when calibrating a polarimeter using our method was up to $77.08 \%$, which was an extremely important result in this thesis because it allowed us to measure very accurately the Mueller matrix of a structured surface, and as the method gives good results for a non-optimized polarimeter then we could reduce the time used for the measurements of the Mueller matrix on a sample with a point-to-point scan.

The method proposed in this thesis for calibration and data extraction has more relevance because it is well known that in LCVR there is a dependence on temperature with optical retardation, especially for low voltages. When we repeated measurements on different days and climate conditions, the characterization curves of the LCVRs changed significantly, which produced an unreliable experimental system. After performing the calibration of the system with the method developed, the experimental results obtained showed good accuracy and good agreement with the results calculated using a numerical simulation based on the Kirchhoff Approximation.

### 7.3 Calculation of the scattered field using the Kirchhoff Approximation

Based on a simulation that implements the Kirchhoff approximation calculating the Mueller matrix from a specific area of the micro-structured surface, we found the most significant parameters in the developed polarimeter. For this, it was
necessary to restrict the variables in the system.
The results presented in Chapter 6 allowed us to fix the angle of incidence and detection of the PSG and the PSA, respectively and the type of reflective material to reduce the parameters.

It was shown that by changing the properties of width, height and separation between the structures, considerable changes are presented in the elements of the MM.

The hypothesis was validated that when illuminating with a smaller spot-size (of the order of the structure dimensions) it is possible to observe more significant changes in the elements of the MM.

Therefore, the presented results allowed us to guarantee that the simulation is a good tool to limit the variables of our problem, which helped to establish the parameters in the experimental device.

### 7.4 Polarimetric studies of structured surfaces

Using the parameters defined by the numerical simulation and the instrument developed in this thesis, a polarimetric study was performed for a surface with only one step (rib) of height equal to $15 \mu \mathrm{~m}$ and width equal to $15 \mu \mathrm{~m}$, with aluminium as a reflective material. The changes in the polarization state of the intensity of light scattered by the sample were measured and calculated using the calibration and data extraction method proposed in this work.

The structured surface used to make the comparison with the numerical simulation was micro-fabricated and characterized, showing very good agreement and consistency with the design parameters. Multiple surfaces with different sizes were manufactured, although we only present the case for a step of $15 x 15$ micrometers because it is the easiest case to analyze. The geometric parameters of the ideal surface and the experimental surface showed a difference of less than $5 \%$, guaranteeing a consistency in the theoretical-experimental comparison.

Numerical and experimental data were compared in Chapter 6 and showed good agreement. We found that the elements of the matrix presented symmetries due to: the shape of the surface, the angular parameters of the polarimeter and the relation of the elements of the Mueller matrix, showing good consistency.

In conclusion, the proposed polarimetric system, which uses variable liquid crystal retarders to perform the polarization state changes of the PSG and PSA, respectively, and that uses a focused illumination works according to the theory, and the experimental results are consistent with results of numerical calculation based on the Kirchhoff Approximation, demonstrating the validity of the proposed polarimeter and the calibration and data extraction method.

### 7.5 Future work

Once the validity of the proposed method was demonstrated, which included the design, construction, calibration and extraction of data from a polarimeter using LCVRs, using a focused spot as a source of illumination, we performed a polarimetric study of structured surfaces with defined parameters. The next step will be to implement more sophisticated techniques of polarimetric analysis. A viable option is to analyze the results using the Polar Decomposition of the Mueller matrix, which allows a quantitative interpretation of the matrix. Although in the present work it was demonstrated that the elements of the matrix have symmetries, it is not possible to relate these symmetries directly with the size and geometric structure of the studied surface.

After carrying out the polar decomposition process of the Mueller matrix for our system, it will be possible to analyze the changes due to the particular shape and the different materials on the study sample. Therefore, with the surfaces that were already micro-fabricated with different parameters, a quantitative polarization study will be carried out, to study the effects of the geometric changes of the sample.

Our polarimeter compensates the variation of the scatter pattern with the wavelength or the angular variation used in other systems, with the study of the changes in polarization state from one point to another of the surface, which allowed us to validate the correct performance of the system. However, it is very easy to add angular variations to our current system, so we will study these angular variations to obtain complementary information of the sample.

Finally, after carrying out the studies presented in this section, the system will be able to study unknown structured samples, so that we can implement our instrument for the study of scattering on rough or structured surfaces, which has diverse applications in scientific and technological areas, such as measurement of critical dimensions or testing of printed circuits. The system will be able to study unknown structured samples, so that we can implement our instrument for the study of remote sensing images and security validation of packages and documents.
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## Appendix A

## Experimental details of the experiment

## A. 1 Spatial Filtering

A spatial filter is based on Fourier optics [150] to filter a coherent beam of light or other electromagnetic radiation. In the developed system, it is used to filter the output of a laser, suppressing intensity changes due to imperfections in optics. A converging lens is used to focus the beam that, because, of the additional structure on the beam will not focus to a single point, but in the focal plane it will create a point surrounded by the light from additional structure. This corresponds to the Fourier transform of the distribution of transverse energy intensity of the beam and the pupil of the lens. The center light corresponds to an almost perfect Gaussian wave in the plane of the transformation, the additional light is the contribution with a higher spatial frequency.

The spatial filter device used consists of a microscope objective with a focal length of 8 mm , which has a pinhole with a diameter of $15 \mu \mathrm{~m}$ and a positioning mechanism [151]. The precision positioning mechanism has XY movements that center the pinhole on the focal point of the objective lens by passing the central beam through the pinhole. The size of this pinhole depends on the wavelength of the light and the focal length of the lens. An almost perfect Gaussian beam is obtained at the cost of reducing the intensity. The beam diameter can be calculated as shown in equation A. 1

$$
\begin{equation*}
D_{\text {beam }}=\frac{\lambda * f}{r} \tag{A.1}
\end{equation*}
$$

Where $D_{\text {beam }}$ is the diameter of the central beam in $\mu \mathrm{m}, \lambda$ the laser wavelength in $\mu \mathrm{m}, f$ the focal length of the objective lens in mm and $r$ is the input beam radius at the $1 / e^{2}$ point, in mm .


Figure A.1: Schematic representation to show how the spatial filtering works[151].

## A. 2 Aspheric Lens

Aspherical surfaces are those that are not spherical or flat. These surfaces are used in optical systems, so the importance of these surfaces is that with them it is possible to avoid the defects present in the images (aberrations) such as: spherical aberration, coma, astigmatism and barrel-type distortion, which are inevitable consequences of spherical surfaces. The ability of aspheric surfaces to produce well-corrected images (or without aberrations) allows optical systems to increase their field of view by reducing the number of optical elements.

The aspheric surfaces are divided into two groups: 1) surfaces of revolution with an axis of symmetry; 2) surfaces of revolution with two planes of symmetry.

The aspherical surfaces most used in optics, belong to the first group and among them are parabolas, ellipses and hyperbolas. These are the simplest aspherical shapes and are generated by the revolution of a conical section. To solve optical problems that do not have rotational symmetry, the surfaces of revolution are used with two planes of symmetry.

## A. 3 Results of the knife-edge test

We present in Table A. 1 the values of the spot-size including the percent error, which is very small (lower than $\simeq 3 \%$ ). The values of the spot-size are for the optical system, which consists of two aspheric lenses. With this system it is possible to reach a size of the focused beam of $3.70 \pm 1.89 \mu \mathrm{~m}$, with an Image length $=90 \mathrm{~mm}$.

If we need another size of beam, we need only to move the focus position. For example, we have a spot-size $=10 \mu \mathrm{~m}$ with an Image length $=210 \mathrm{~mm}$ or the case with a single lens spot-size $=5 \mu \mathrm{~m}$ with an Image length $=50 \mathrm{~mm}$.

| SPOT SIZE <br> $[\mu \mathrm{m}]$ | ERROR SPOT-SIZE <br> $[\mu \mathrm{m}]$ | PERCENT <br> ERROR |
| :---: | :---: | :---: |
| 61.94 | 1.38 | $2.22 \%$ |
| 43.38 | 0.88 | $2.03 \%$ |
| 23.42 | 0.51 | $2.18 \%$ |
| 13.32 | 0.28 | $2.10 \%$ |
| 5.95 | 0.17 | $2.85 \%$ |
| 3.70 | 0.07 | $1.89 \%$ |
| 5.30 | 0.16 | $3.01 \%$ |
| 9.36 | 0.14 | $1.49 \%$ |
| 13.51 | 0.20 | $1.48 \%$ |
| 20.97 | 0.27 | $1.28 \%$ |
| 30.18 | 0.38 | $1.25 \%$ |
| 48.89 | 0.61 | $1.24 \%$ |
| 67.52 | 0.98 | $1.34 \%$ |

Table A.1: Knife-edge test for the beam used in this work to illuminate a structured surface.

## A. 4 Complete data of the transmittance

|  | LCVR 1 |  |  | LCVR 2 |  |  | LCVR 3 |  |  | LCVR 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| VOLTAGE[V] | TRANSMITTANCE | ERROR | VOLTAGE[V] | ITRANSMITTANCE | ERROR | VOLTAGE[V] | RANSHITTANCE | ERROR | VOLTAGE[V] | TRANSMITTANCE | ERROR |
| 0.50 | 0.9349 | 0.0486 | 0.50 | 0.9352 | 0.0508 | 0.50 | 0.9512 | 0.0504 | 0.50 | 0.9727 | 0.0498 |
| 1.00 | 0.9331 | 0.0486 | 1.00 | 0.9350 | 0.0508 | 1.00 | 0.9510 | 0.0504 | 1.00 | 0.9728 | 0.0498 |
| 1.50 | 0.9331 | 0.0486 | 1.50 | 0.9353 | 0.0508 | 1.50 | 0.9503 | 0.0504 | 1.50 | 0.9722 | 0.0498 |
| 2.00 | 0.9342 | 0.0486 | 2.00 | 0.9352 | 0.0508 | 2.50 | 0.9506 | 0.0504 | 2.00 | 0.9733 | 0.0498 |
| 2.50 | 0.9330 | 0.0486 | 2.50 | 0.9349 | 0.0508 | 2.50 | 0.9499 | 0.0504 | 2.50 | 0.9728 | 0.0498 |
| 3.00 | 0.9339 | 0.0486 | 3.00 | 0.9362 | 0.0508 | 3.00 | 0.9498 | 0.0504 | 3.00 | 0.9728 | 0.0498 |
| 3.50 | 0.9333 | 0.0486 | 3.50 | 0.9355 | 0.0508 | 3.50 | 0.9504 | 0.0504 | 3.50 | 0.9740 | 0.0498 |
| 4.00 | 0.9324 | 0.0486 | 4.00 | 0.9352 | 0.0508 | 4.00 | 0.9499 | 0.0504 | 4.00 | 0.9732 | 0.0498 |
| 4.50 | 0.9336 | 0.0486 | 4.50 | 0.9357 | 0.0508 | 4.50 | 0.9507 | 0.0504 | 4.50 | 0.9738 | 0.0498 |
| 5.00 | 0.9333 | 0.0486 | 5.00 | 0.9360 | 0.0508 | 5.00 | 0.9497 | 0.0504 | 5.00 | 0.9738 | 0.0498 |
| 5.50 | 0.9338 | 0.0486 | 5.50 | 0.9370 | 0.0508 | 5.50 | 0.9509 | 0.0504 | 5.50 | 0.9739 | 0.0498 |
| 6.00 | 0.9333 | 0.0486 | 6.00 | 0.9355 | 0.0508 | 6.00 | 0.9500 | 0.0504 | 6.00 | 0.9743 | 0.0498 |
| 6.50 | 0.9338 | 0.0486 | 6.50 | 0.9366 | 0.0508 | 6.50 | 0.9508 | 0.0504 | 6.50 | 0.9744 | 0.0498 |
| 7.00 | 0.9340 | 0.0486 | 7.00 | 0.9363 | 0.0508 | 7.00 | 0.9505 | 0.0504 | 7.00 | 0.9755 | 0.0498 |
| 7.50 | 0.9343 | 0.0486 | 7.50 | 0.9379 | 0.0507 | 7.50 | 0.9510 | 0.0504 | 7.50 | 0.9746 | 0.0498 |
| 8.00 | 0.9341 | 0.0486 | 8.00 | 0.9376 | 0.0507 | 8.00 | 0.9514 | 0.0504 | 8.00 | 0.9745 | 0.0498 |
| 8.50 | 0.9344 | 0.0486 | 8.50 | 0.9372 | 0.0508 | 8.50 | 0.9513 | 0.0504 | 8.50 | 0.9741 | 0.0498 |
| 9.00 | 0.9349 | 0.0486 | 9.00 | 0.9374 | 0.0508 | 9.00 | 0.9523 | 0.0504 | 9.00 | 0.9741 | 0.0498 |
| 9.50 | 0.9351 | 0.0486 | 9.50 | 0.9388 | 0.0507 | 9.50 | 0.9527 | 0.0504 | 9.50 | 0.9746 | 0.0498 |
| 10.00 | 0.9345 | 0.0486 | 10.00 | 0.9368 | 0.0508 | 10.00 | 0.9517 | 0.0504 | 10.00 | 0.9739 | 0.0498 |
| 10.50 | 0.9353 | 0.0486 | 10.50 | 0.9378 | 0.0508 | 10.50 | 0.9522 | 0.0504 | 10.50 | 0.9761 | 0.0498 |
| 11.00 | 0.9348 | 0.0486 | 11.00 | 0.9374 | 0.0508 | 11.00 | 0.9515 | 0.0504 | 11.00 | 0.9755 | 0.0498 |
| 11.50 | 0.9346 | 0.0486 | 11.50 | 0.9371 | 0.0508 | 11.50 | 0.9522 | 0.0504 | 11.50 | 0.9747 | 0.0498 |
| 12.00 | 0.9346 | 0.0486 | 12.00 | 0.9367 | 0.0508 | 12.00 | 0.9517 | 0.0504 | 12.00 | 0.9748 | 0.0498 |
| 12.50 | 0.9347 | 0.0486 | 12.50 | 0.9378 | 0.0507 | 12.50 | 0.9530 | 0.0503 | 12.50 | 0.9752 | 0.0498 |
| 13.00 | 0.9346 | 0.0486 | 13.00 | 0.9372 | 0.0508 | 13.00 | 0.9514 | 0.0504 | 13.00 | 0.9753 | 0.0498 |
| 13.50 | 0.9346 | 0.0486 | 13.50 | 0.9382 | 0.0507 | 13.50 | 0.9524 | 0.0504 | 13.50 | 0.9745 | 0.0498 |
| 14.00 | 0.9352 | 0.0486 | 14.00 | 0.9386 | 0.0507 | 14.00 | 0.9523 | 0.0504 | 14.00 | 0.9747 | 0.0498 |
| 14.50 | 0.9350 | 0.0486 | 14.50 | 0.9374 | 0.0508 | 14.50 | 0.9521 | 0.0504 | 14.50 | 0.9745 | 0.0498 |
| 15.00 | 0.9347 | 0.0486 | 15.00 | 0.9382 | 0.0507 | 15.00 | 0.9521 | 0.0504 | 15.00 | 0.9740 | 0.0498 |
| 15.50 | 0.9339 | 0.0486 | 15.50 | 0.9374 | 0.0507 | 15.50 | 0.9521 | 0.0503 | 15.50 | 0.9737 | 0.0498 |
| 16.00 | 0.9337 | 0.0486 | 16.00 | 0.9369 | 0.0507 | 16.00 | 0.9514 | 0.0503 | 16.00 | 0.9726 | 0.0498 |
| 16.50 | 0.9337 | 0.0486 | 16.50 | 0.9373 | 0.0507 | 16.50 | 0.9517 | 0.0504 | 16.50 | 0.9732 | 0.0498 |
| 17.00 | 0.9332 | 0.0486 | 17.00 | 0.9371 | 0.0507 | 17.00 | 0.9501 | 0.0504 | 17.00 | 0.9726 | 0.0498 |
| 17.50 | 0.9338 | 0.0486 | 17.50 | 0.9374 | 0.0507 | 17.50 | 0.9496 | 0.0504 | 17.50 | 0.9721 | 0.0498 |
| 18.00 | 0.9337 | 0.0486 | 18.00 | 0.9377 | 0.0507 | 18.00 | 0.9512 | 0.0504 | 18.00 | 0.9731 | 0.0498 |
| 18.50 | 0.9338 | 0.0486 | 18.50 | 0.9375 | 0.0507 | 18.50 | 0.9515 | 0.0504 | 18.50 | 0.9727 | 0.0498 |
| 19.00 | 0.9339 | 0.0486 | 19.00 | 0.9374 | 0.0507 | 19.00 | 0.9512 | 0.0504 | 19.00 | 0.9720 | 0.0498 |
| 19.50 | 0.9333 | 0.0485 | 19.50 | 0.9368 | 0.0507 | 19.50 | 0.9506 | 0.0504 | 19.50 | 0.9721 | 0.0498 |
| 20.00 | 0.9336 | 0.0486 | 20.00 | 0.9374 | 0.0507 | 20.00 | 0.9518 | 0.0503 | 20.00 | 0.9721 | 0.0498 |
| 20.50 | 0.9335 | 0.0486 | 20.50 | 0.9381 | 0.0507 | 20.50 | 0.9510 | 0.0504 | 20.50 | 0.9717 | 0.0498 |
| 21.00 | 0.9333 | 0.0486 | 21.00 | 0.9371 | 0.0507 | 21.00 | 0.9512 | 0.0504 | 21.00 | 0.9720 | 0.0498 |
| 21.50 | 0.9336 | 0.0486 | 21.50 | 0.9379 | 0.0507 | 21.50 | 0.9518 | 0.0503 | 21.50 | 0.9724 | 0.0498 |
| 22.00 | 0.9337 | 0.0486 | 22.00 | 0.9369 | 0.0507 | 22.00 | 0.9512 | 0.0504 | 22.00 | 0.9722 | 0.0498 |
| 22.50 | 0.9335 | 0.0486 | 22.50 | 0.9366 | 0.0507 | 22.50 | 0.9516 | 0.0503 | 22.50 | 0.9717 | 0.0498 |
| 23.00 | 0.9342 | 0.0486 | 23.00 | 0.9376 | 0.0507 | 23.00 | 0.9516 | 0.0504 | 23.00 | 0.9729 | 0.0498 |
| 23.50 | 0.9336 | 0.0486 | 23.50 | 0.9357 | 0.0508 | 23.50 | 0.9513 | 0.0504 | 23.50 | 0.9723 | 0.0498 |
| 24.00 | 0.9336 | 0.0486 | 24.00 | 0.9366 | 0.0508 | 24.00 | 0.9516 | 0.0503 | 24.00 | 0.9725 | 0.0498 |
| 24.50 | 0.9340 | 0.0486 | 24.50 | 0.9366 | 0.0508 | 24.50 | 0.9516 | 0.0504 | 24.50 | 0.9724 | 0.0498 |
| 25.00 | 0.9336 | 0.0486 | 25.00 | 0.9359 | 0.0508 | 25.00 | 0.9512 | 0.0504 | 25.00 | 0.9724 | 0.0498 |

Figure A.2: We present the complete values of transmittance measurements of the liquid crystal variable retarders with the associated error.

## Appendix B

## Program to control the polarimeter

The interface with the user is presented in Fig. B.1. This interface was developed to be as friendly as possible for a more optimal manipulation of the system. As can be seen in Fig. B.1, we have controls to establish the position parameters of the study surface (horizontal-X and vertical-Y), we have set the step size of the rotating stage and the parameters of the detector. With the central part of the program it is possible to determine the section of surface to be scanned. In addition, you can monitor all the parameters with their corresponding display. Here we present a summary of the most important options in the main program and describe their functionalities.

## B. 1 Controls

1. Retarder 1. Define the set of retardances for the first LCVR, we need to introduce three parameters: start voltage, end voltage and the magnitude of the increment that we want for the voltage which produces a specific value of retardance. The set of the retardances is given by the values in Table 3.2 for polarimetric measurements.
2. Retarder 2. This control works in the same way as that for Retarder 1, only changing to LCVR2
3. Retarder 3. This control works in the same way as that for Retarder 1, only changing to LCVR3
4. Retarder 4. This control works in the same way as that for Retarder 1, only changing to LCVR4


Figure B.1: LabVIEW program to control the experiment.
5. Power Averaging. Number of measurements averaged by the detector to reduce possible power variations. We typically use a value of 10 .
6. Time Interval. Time that the detector takes to acquire the N averages of optical power defined by Power Averaging.
7. Measurements averaged by step. It is possible to repeat the measurement at each point of the sample, this control allows us to define how many averages of optical power we want to make. The number of required averages is saved separately in the text file.
8. Number of measurements in $\mathbf{X}$. We define how many points in the horizontal direction we want to scan on the sample, this value is not limited, however it should be considered that the larger this value then the program will take more time.
9. Number of measurements in Y. With this function we define how many points we use in the vertical direction and we complete the bi-dimensional scan of the sample.
10. Step size in X. Typically we use a resolution of 1 micrometer for this parameter, however is possible extend the measurement up to 2500 micrometers, but again this will take more time. It is possible to change the resolution in multiples of a micrometer.
11. Step size in Y. Vertical movement has a resolution of 1 micrometer and we can synchronize the step size in both directions.
12. Home position X. Control to return the motor that moves the sample in the X-direction to the position defined as the initial setting or home. The motor returns to the start position when the program completes the entire cycle.
13. LCC25 1. Defines the connection port of the LCVR1 on the computer.
14. LCC25 2. Defines the connection port of the LCVR2 on the computer.
15. LCC25 3. Defines the connection port of the LCVR3 on the computer.
16. LCC25 4. Defines the connection port of the LCVR4 on the computer.
17. Number of elements LCVR1. Selects the number of measurements to be made by LCVR1. Typically there are 16 blocks of intensity, but with the methods presented in this work it is also possible to implement measurements of 36 blocks of intensity.
18. Number of elements LCVR2. Selects the number of measurements to be made by the LCVR2.
19. Number of elements LCVR3. Selects the number of measurements to be made by the LCV3.
20. Number of elements LCVR4. Selects the number of measurements to be made by the LCVR4.
21. Dead Time LCVR1. Sets the time needed by the molecules to produce the required retardation in the liquid crystal cell 1. It is important to synchronize the downtime of the 4 LCVRs.
22. Dead Time LCVR2. Sets the time needed by the molecules to produce the required retardation in the liquid crystal cell 2.
23. Dead Time LCVR3. Sets the time needed by the molecules to produce the required retardation in the liquid crystal cell 3.
24. Dead Time LCVR4. Sets the time needed by the molecules to produce the required retardation in the liquid crystal cell 4.

## B. 2 Indicators

1. Sensor. Systematized selection of the two detectors used to measure the optical power with the PM320 Power Meter.
2. Channel 1. Value of the optical power averaged for each measurement carried out by the detector 1 . The units are in Watts [ $W$ ]
3. Channel 2. Value of the optical power averaged for each measurement carried out by the detector 2 , used to normalize and reduce the noise due to possible variations in the laser intensity.
4. X-Position Scan. Real value of the motor position in the horizontal direction, shown on the display.
5. Y-Position Scan. Real value of the motor position in the vertical direction, shown on the display.
6. Set of retardances step by step. Indicators with step-by-step voltage values, which produce the required in each block to produce and detect the polarization states required.
7. Real Time Curve LCVR1. Schematic curve with real time voltage values for 16 or 36 blocks of the LCVR1.
8. Real Time Curve LCVR2. Schematic curve with real time voltage values for 16 or 36 blocks of the LCVR2.
9. Real Time Curve LCVR3. Schematic curve with real time voltage values for 16 or 36 blocks of the LCVR2.
10. Real Time Curve LCVR4. Schematic curve with real time voltage values for 16 or 36 blocks of the LCVR3.
11. Normalized Intensity. Normalized and ordered intensity values in a $4 x 4$ matrix. This data is also saved as a text file.
12. Mueller matrix. Experimental Mueller matrix obtained with the method proposed in this dissertation which implements the program described above.

## Appendix C

## Datasheet of optical devices

We present the data-sheets with the technical information about the optical compoents used in this word.

- Data sheet Liquid Crystal Variable Retarder.
- Power meter PM300E-Silicon Photodiode S120.
- Servo Linear Motor TDC001.
- JDS Uniphase Laser Source.
- Nanoparicle Linear Film Polarizer.
- Ghan Thompson Polarizer.
- Mounted Zero-Order Quarter Waveplate at 633 nm .
- 1-3 Axis Motion Controller/Driver for Rotatory Stages.


NOTES/SPECIFICATIONS:

1. MATERIAL: NEMATIC LIQUID CRYSTAL
2. RETARDANCE RANGE: $\sim 30 \mathrm{~nm}$ TO $>1 \lambda$
3. CLEAR APERATURE: 10 mm
4. SURFACE QUALITY: $40-20$ SCRATCH-DIG
5. AR COATING: ON GLASS TO AIR INTERFACES
6. WAVELENGTH RANGE: $350-700 \mathrm{~nm}$


Overview Apos Ferformanoe Awitohing Time Applloatlone Danage Thrscholds LIOT Caloutationc LC Confroller Cactom Capablittec Pattermed Retarders Fsechack

| Itame |  | LCC1413－A | LCCCIEE3－A | LCC1413－8 | LCCS423－8 | LCCS413－C | LCCH423－C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wrualencth Range |  | 750－700 min |  | 650－1050 mm |  | 1050－1700nm |  |
| Retardimoe Range |  | Drmbork |  |  |  |  |  |
| Cloar Apertare |  | 910 mm | 9120 mm | B10mm | 920 mm | （210 mm | 1620 mm |
| Houstrg Oufar Dimenclons |  | $\begin{gathered} 01^{-6} \\ \{105.4 \mathrm{~mm}\} \end{gathered}$ | $\frac{100.27^{4}}{1085.8 \mathrm{~mm}}$ | $001^{20}$ | $\begin{gathered} 0225^{6} \\ 055.8 \mathrm{~mm} \end{gathered}$ | $\begin{gathered} 96 \\ \text { aris } \end{gathered}$ | $00.20^{4}$ |
| Liquldi Cryctal Mathertal |  | Nematic Upula Coystal |  |  |  |  |  |
| Tarface Qualty |  | cr－40 Surath－Dig |  |  |  |  |  |
| Bintohing Fipeed （R1sulFal，Typloaly |  | $394 \mathrm{~ms} / 310 \mathrm{ys} 385{ }^{\circ} \mathrm{C}$ |  | $129 \mathrm{~ms} / 650 \mathrm{us} 925.5 *$ |  |  |  |
| Dannage Threchold | Puticed（inc） | $\begin{gathered} 2.04 . \sqrt{\mathrm{cm}^{2}} \\ (532 \mathrm{~mm}, 10 \mathrm{~Hz}, 8 \mathrm{~mm}, \operatorname{locm} \mathrm{~mm}) \end{gathered}$ |  |  |  | $\left(1542 \mathrm{~mm}, \frac{25 \mathrm{~Hz}, 10 \mathrm{~ms}}{20 \mathrm{~m}}, 0458 \mathrm{~mm}\right)$ |  |
|  | Pulced（tia） |  |  | $(800 \mathrm{~nm}, 100 \mathrm{~Hz} 36,4$ 年 010189 mm$)$ |  |  |  |
| AR Coating |  |  |  |  |  |  |  |
| Whrvetroet Distarition |  | $5 \mathrm{~s} 440 \mathrm{e} 635 \mathrm{~mm})$ |  |  |  |  |  |
| Fetardanoe Unilformity（pNasp |  | $4 \sqrt{20}$ |  |  |  |  |  |
| Housting Thioltiness |  | B．6mm（0．34） | 15.0 mm （0．39］） | 8.6 mm （1135） | 15.0 mm （10．53） | 8.5 mm \｛0．34） | 15.0 mm （0．59） |
| Etorage Tengerahure |  | $-3010700^{\circ} \mathrm{C}$ |  |  |  |  |  |

Oparation Tanperahara
$-201045^{\circ} \mathrm{C}$
Uncompensated Full－Weve LC Retarders

| Uncormpensated Full－Whwe LC Retarders |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Itams： |  | LCCI113－A | LCC1223－A | LCCIIt3－8 | LCC1223－8 | LCCIt13－C | LCC1223－6 | $\frac{\text { LCC1115-D }}{1650-3000 \mathrm{~mm}}$ | $\begin{aligned} & \text { LCCI113-MIR } \\ & 3600-5600 \mathrm{~mm} \end{aligned}$ |
| Wavalencth Range |  | 358－700 nmi |  | 650－1050 nm |  | 1050－1700 mm |  |  |  |
| Retardinne Range |  | ～30 rmitosk |  |  |  |  |  |  |  |
| Clasar Aperture |  | 910 mm | 820 mm | arlom | 020 mm | \％10 mm | 0.20 mm | 910 mm | 210 mm |
| Houaing Outar Dimnenelans |  | $1025.4 \mathrm{~mm}$ | $\begin{gathered} 9289 \\ 0050.8 \mathrm{~mm} \end{gathered}$ | 016 <br> 1305.4 mm | $\begin{gathered} 922 \\ 0050.8 \mathrm{~mm} 0 \end{gathered}$ | $\begin{gathered} 016 \\ 0025.4 \mathrm{~mm} \end{gathered}$ | $\begin{gathered} 920 \\ 4050.5 \mathrm{mmm} \end{gathered}$ | $\begin{aligned} & 91 \omega^{2} \\ & (025.4 \mathrm{~mm}) \end{aligned}$ | $01^{1-6}$ |
| Uquldi Cryctal Matertal |  | Newatc Lloid Crystal |  |  |  |  |  |  |  |
| Purfose Qualty |  | 40－30 Scratch－Dig |  |  |  |  |  | 60－40 8cratitioly |  |
| Iwitiohing Epeed （RlemiFal Typloary ${ }^{4}$ |  | 127 mar 310 ms <br> A $22^{\circ} \mathrm{C}$ |  | $150 \mathrm{~ms} / 356 \mathrm{~ms}$ <br> Q $25.6^{\circ} \mathrm{C}$ |  | 23.6 ms／489 48 <br> ． $25.6^{\circ} \mathrm{C}$ |  | $\begin{gathered} 536 \text { ms } / 70 \mu 5 \\ 025.6^{\circ} \mathrm{C} \end{gathered}$ | $\begin{aligned} & 443 / 9415 \\ & 0256^{\circ} \mathrm{C} \end{aligned}$ |
| Dannage Threchold | Pulced（na） | $\qquad$ |  | $\begin{gathered} 356.3 \mathrm{~cm}^{2} \\ 4810 \mathrm{~mm}, 10 \mathrm{~Hz}, 7.5 \mathrm{~mm}, 6234 \mathrm{~mm}) \end{gathered}$ |  | $2.53 \mathrm{~mm}^{2}$ <br> （ $1542 \mathrm{~nm} 10 \mathrm{~Hz}, 10 \mathrm{na}$ ges |  | $\begin{gathered} 0.082,310 \mathrm{~m}^{2} \\ (2000 \mathrm{rm}, 10 \mathrm{~Hz} \\ 6.5 \mathrm{~ns}, 6292 \mu \mathrm{~mm}) \end{gathered}$ | NOA |
|  | Putced（ta） |  |  | $\left[\begin{array}{c} 0023,5 \mathrm{ma}^{2} \\ (800 \mathrm{~mm}, 100 \mathrm{~Hz} 36.4 \mathrm{fi}, 9189 \mathrm{~mm}) \end{array}\right.$ |  | $0.161 \mathrm{Jcm}{ }^{2}$ <br> （ $1550 \mathrm{~nm}, 100 \mathrm{~Hz}$ 而会 9145 ym ） |  |  | NEA |
| AR Costing |  | $\mathrm{R}_{\text {mg }}$＊0．5\％${ }^{\text {c }}$ |  |  |  |  |  |  | $\mathrm{R}_{\text {max }}<1 \mathrm{~m}^{\text {\％}}$ |
| Wirvetroet Distarfion |  | $5 \mathrm{~N} 4(9635 \mathrm{~mm})$ |  |  |  |  |  | Rップ |  |
| Fistardanae Uniformity（PMAs） |  | －V150 |  |  |  |  |  | ＜1／10 |  |
|  |  |  |  |  |  |  |  |  |  |
| Itams |  | LCCL1118－A | LCC1223－A | LCCIIt3－8 | LCC1223－8 | LCC1113－C | LCC1223－C | LCCIT13－D | LCCIIt3－MIR |
| Houcting Thiolimess |  | 6.0 mm（0．327） |  |  |  |  |  |  |  |
| Biorage Tenperature |  | $-307670 \%$ |  |  |  |  |  |  |  |
| Opriration Tampoerative |  | -20 to $45^{\circ} \mathrm{C}$ |  |  |  |  |  |  |  |











## THORLAOS

## Specifications

| Detector Type | Silicon Photodiode |
| :---: | :---: |
| Wavelength Range | $400-1100 \mathrm{~nm}$ |
| Optical Power Working Range | $50 \mathrm{nW}-50 \mathrm{~mW}$ |
| Max Average Power Density | $20 \mathrm{~W} / \mathrm{cm}^{2}$ |
| Max Pulse Energy | $20 \mu \mathrm{~J}$ |
| Linearity | $\pm 0.53$ |
| Resolution " | 1nW |
| Measurement Uncertainty ${ }^{\text {2 }}$ | $\begin{aligned} & \pm 33440-930 \mathrm{~nm} \\ & \pm 5 \%-400-439 \mathrm{~nm}, \pm 74681-1100 \mathrm{~nm} \end{aligned}$ |
| Typical Application | Low Power Lasers |
| Laser Types | Diode, Diode Arrays, He-Ne, Dye, Ion Lasers (Art, Krr ) |
| Coating /Diffuser ${ }^{\text {3/ }}$ | Reflective ND (OD1) |
| Cooling | Convection |
| Head Temperature Measurement | NTC Thermistor 4.7 k n |
| Console Compatibility | PM100D, PM100A, PM100USB, PM200, PM320E |
| Response Time | $\leqslant 1 \mathrm{ps}$ |
| Sensor Dimensions | $030.5 \mathrm{~mm} \times 12.7 \mathrm{~mm}$ |
| Active Detector Area | $9.7 \mathrm{~mm} \times 9.7 \mathrm{~mm}$ |
| Input Aperture | 09.5 mm |
| Cable Length | 1.5 m |
| Connector | Sub-D 9p male |
| Weight | 0.07 kg |
| Post ${ }^{3}$ | \#8-32 \& M4 thread |
| Aperture Thread | SM1, outer thread |
| Fiber Adapters (optional) | FC, SC, LC, SMA, ST |

Mecured with PwiOCO console in bandwidth low seming.
Beam dlaneter > 1 mim

Please note that the S120C power meter head is not compatible with the older Thorlabs power meter consoles (PM100, PN30, PM300, PM300E, S100).

Typical Response Graph


## THORLAES

## Drawings



## TDC001 - February 3, 2016

Item \# TDC001 was discontinued on February 3, 2016. For informational purposes, this is a copy of the website content at that time and is valid only for the stated product.

T-CUBE DC SERVO MOTOR CONTROLLER

- Drives Brushed DC Servo Motors Up to 2.5 W
- Seamless Operation with Thorlabs Z8 Series Actuators
$\Rightarrow$ Control via Local Panel or USB Computer Connection
- Optional USB Hub for Multi-Channel Applications



## OVERVIEW

Features

- Compact Foctprint $60 \mathrm{~mm} \times 60 \mathrm{~mm} \times 47 \mathrm{~mm}\left(2.4^{7} \times 2.4^{-} \times\right.$ 1.8)
- Difterential Encoder Feedback (QEP Inputs) for Closed Loop Positioning
- Auto-Conflgure Function for al Thoriabs 28 Equipped Stages/Actuators
- Range of PSU Optons Avallable Separately
- USB Plug-and-Play - Multh-axds Expansion
- Easy to Use Manual Controis with Velocity Silder and Jog Buttons

| T-Cube Motion Control Modules |
| :---: |
| Brushed DC Servo Motor Controller |
| Brushless DC Servo Motor Controller |
| Stepper Motor Controlier |
| Single-Channel Plezo Controler |
| Singe-Channel Strain Gauge Reader |
| Dual-Cnannel NanoTrak Auto-Algner |
| Quadrant Delector |
| Soienold Controler |



Click to Enlarge Back View of the TDCOO1 T-Cube (See the Fin Dutgrams Tab for More Information)

- Ful Software Control Sulte Suppled
- Extenslve ActveXe Programming interfaces
- Fuly Sotware Integrated with Other APT¹ Famly Controlers

The T-Cube APT ${ }^{\text {TM }}$ USB DC Driver (TDCOD1) is a very compact single channel DC servo cortrolieridriver for easy manual and automatic control of DC Servo motors. This driver has been designed to operate with a variety of lower powered DC brushed motors (up to 15 W/2.5 W operaton) equipped wth encoder feedback. The TDCOD1 has been optimized for 'out of the box operation wth the Thoriabs range of 28 serles DC motor equpped opto-mecharical products.

Please note that oider urits will requre a fimacre upgrade before they can be used with the 28 series motors. An upgrade is included with the iatest ApT sotware, which can be downioaded here. The hignly fexible software settings and ciosed loop tuining aiso supports operation with a wide range of third party

## TDC001 - February 3, 2016

Item \# TDC001 was discontinued on February 3, 2016. For informational purposes, this is a copy of the website content at that time and is valid only for the stated product.

T-CUBE DC SERVO MOTOR CONTROLLER

- Drives Brushed DC Servo Motors Up to 2.5 W
- Seamless Operation with Thorlabs Z8 Series Actuators
- Control via Local Panel or USB Computer Connection
- Optional USB Hub for Multi-Channel Appilcations



## overview

## Features

- Compact Footprint $60 \mathrm{~mm} \times 60 \mathrm{~mm} \times 47 \mathrm{~mm}\left(24^{-1} \times 2.4^{-1} \times\right.$ 1.8")
- Difterential Encoder Feedback (QEP Irputs) for Closed Loop Postioning
- Auto-Conflgure Function for all Thoriabs 28 Equipped Stages/Actuators
- Range of PSU Optons Avallable Separately
- USE Plug-and-Play - Mutti-axos Expansion
- Easy to Use Manual Controis with Velocty Sider and Jog Buttons

| T-Cube Motion Control Modules |
| :---: |
| Brushed DC Sevo Motor Cortroler |
| Bnushiess DC Servo Motor Controller |
| Stepper Motor Controller |
| Single-Chamel Plezo Controler |
| Single-Channel Strain Gauge Reader |
| Dual-Cnannel NanoTrak Auto-Aligner |
| Quadrant Detector |
| Solenoly Controler |



Gick to Enlarge Back View of the TDCDO1 T-Qube (See the Pin Ditgrams Tab for More Information)

- Ful Sotware Contral Sulte Suppled
- Extensive ActiveXe Programming interfaces
- Fuly Sotware integrated with Other APT" Famly Controllers

The T-Cube APTTM USB DC Driver (TDC001) is a very compact single channel DC servo cortrcleridriver for easy manual and automatic control of DC Servo motors This driver has been designed to operate with a variety of lower powered DC brushed motors (up to $15 \mathrm{~V} / 2.5 \mathrm{~W}$ operaton) equpped with encoder feedback. The TDCOD1 has been optimized for 'out of the Dox operation with the Thorlabs range of 28 serles DC motor equipped opto-mecharical products.

Pleasenote that oider units will require a fimuare upgrade before they can be used with the 78 series motors. An upgrade is included with the latest APT sofware, which can be downioaded here. The highy fexible soltware settings and closed loop aning also supports operation with a wide range of tird party

| Compatible Motor Specifications |  |
| :--- | :---: |
| $\qquad$Motor Type Erushed DC Servo <br> Peak Power 2.5 W <br> Rated Current $10-200 \mathrm{~mA}$ (Nominal) <br> Motor Type Brushed DC <br> Coll Reslstance (nominal) 5 to 50 Q <br> Coll Inductance 250 to $1500 \mu H$ <br> Posttion Control Incremental Encoder <br> Resolution Encoder Specinc |  |

PIN DIAGRAMS

## Motor Control Connector

D-type Female


| Pin | Description | Pin | Deecription |
| :---: | :---: | :---: | :---: |
| 1 | Ground | 9 | Ident |
| 2 | Forward Limit Swith | 10 | 5 V Encoder Supply |
| 3 | Reverse Lenit Switch | 11 | Encoder Channel A |
| 4 | Not Cornected | 12 | Not Connected |
| 5 | Motor - | 13 | Encoder Channet B |
| 6 | Not Connected | 14 | Not Connected |
| 7 | Motor + | 15 | Not Connected |
| 8 | Not Connected |  |  |

## Computer Connection

 USB Mini- ${ }^{*}$
"USB type Mini-B to type A incluced

## FURTHER INFO

introducion
The T-Cibe DC Servo Controler (TDCOO1) is a very compact single channel USE controleridiver, designed to operate with a variety of 12-15 V DC brushed motors up to 2.5 W operation and equipped with encoder feedback - It is idealy sutted for driving the 28 motor series offered by Thoriabs (see Related itens tab). The unlt contains a full embedded controller and driver clrcut that can be operated with and whthout a PC. Although compact in footprint, the T-Cube DC Servo controler ofters a fuly featured moton control capability incuding veocity profie settings, limst switch handiling, "on the fy changes in notor speed and directon tor more advanced operation, control over the closed loop PID parmeters and adjustment of settings such as lead screw pitch and geartox rato allowing support for many aiferent achuator confgurations. When used with ihe extensive range of Thorlabs 28 motorized opto-mecharical products, mary of these parameters are automaticaly set to allow Immediate "out of the bor" operation with no further tuning required.

## 1100 semies

| 3 |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Specifications |  |  |  |  |  |  |  |  |  |  |  |

## 4

| Specifications |  | Continued |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | 1101/P | 1103/P | 1107/P | 1108/P | 1122/P | 1125/P | 1135/P | 1137/P | 1144/P | 1145/P |
| General |  |  |  |  |  |  |  |  |  |  |
| Maximum starting voltage | 10 kV DC |  |  |  |  |  |  |  |  |  |
| Mode purity | >95\% |  |  |  |  |  |  |  |  |  |
| Storage Iifetime | Indefinite (hard-sealed) |  |  |  |  |  |  |  |  |  |
| Static alignment | Center to outer cyfinder within $\pm 0.01$ inch. Parallel to outer cylinder within $\pm 1 \mathrm{mR}$. |  |  |  |  |  |  |  |  |  |
| Environmental |  |  |  |  |  |  |  |  |  |  |
| Temperature | -40 to $70^{\circ} \mathrm{C}$ (operating) -40 to $150^{\circ} \mathrm{C}$ (non-operating) |  |  |  |  |  |  |  |  |  |
| Atitude | 0 to 10,000 feet (operating, 0 to 70,000 feet (non-operating) |  |  |  |  |  |  |  |  |  |
| Relative humidity (no condensation) | 0 to $100 \%$ |  |  |  |  |  |  |  |  |  |
| Shock | 25 g for $11 \mathrm{~ms}, 100 \mathrm{~g}$ for 1 ms |  |  |  |  |  |  |  |  |  |
| Physical |  |  |  |  |  |  |  |  |  |  |
| Shipping weight | 5 lb . ( 1100 Series heads); 10 lh . (1100 Series head and 1200 Series power supply) |  |  |  |  |  |  |  |  |  |

## Ordering information

For more information on this or other products and their availability, please contact your local JDS Uniphase account manager or IDS Uniphase directly at 1-800-254-3684 in North America and $+800-5378$-DDSU worldwide or via e-mail at saleseridsu.com.

[^16]
## NANOPARTICLE LINEAR FILM POLARIZER

## LPVISB050-MP2 - Dec. 15, 2016

Item \# LPVISB050-MP2 was discontinued on Dec. 15, 2016. For informational purposes, this is a copy of the website content at that time and is valid only for the stated product.
$>$ UV, Visible, NIR, and IR Spectral Ranges

- Unmounted and Mounted Versions
- Extinction Ratios up to 100 000:1
- Laser Damage Thresholds up to 25 W/cm²



## dVEnviEw

Features

- High Erthction Rato and Laser Damage Threshoid (See Tables Befow)
- Two Polarizer Stzes: 012.5 mm and 925.0 mm
- Unnourted or Mourted in SUA-Threaded Houaing
- Unnourted Versions Have Protective Giass Subatrate (Except LPNRA 3 LPMR)
- Resiatant to UV Raslation and Chemicas

These Nanoparticle Unear Fim Folartzers conslat of spherical ellocod ranoportcies that have been enbedded in sodum-alicate gass. They ofter superior performasce conpared to conventonal polymerbased poarzera. Whie both convertionai and nancpartce polarizers stosoth the lght that $t$ polarized perpendicular to the tranamisaion axis, the nanoparticies have a agrifcantly nigher damsge threshoid and a dramsticaly better exanction rato. The polarzerts trangmiasion are is indicated by two black marks on the edge of every Inmourted polarizer except the LPMMRDSD and LPMMR100. On the mourted polarizers, the

| Linear Polanzer Selection Guide |  |
| :---: | :---: |
| Eem $\#$ Prefix | Waveiength Range |
| LPUV | $365-395 \mathrm{~cm}$ |
| LPMEA | $450-550 \mathrm{rm}$ |
| LPMEE | $500-720 \mathrm{rm}$ |
| LPMSC | $510-800 \mathrm{~nm}$ |
| LPVIS | $550 \mathrm{~mm}-1.5 \mathrm{rm}$ |
| LFNIR | $650 \mathrm{~nm}-2.0 \mu \mathrm{~m}$ |
| LPNRA | $1.0-3.0 \mathrm{~mm}$ |
| LPMR | $1.5-5.0 \mathrm{~mm}$ | polarzaton ans is indcated by engraved whte ines on the houshg.

 index-matched Schott giass (B270) for addional sjergth. The mounted polarzers, as abl as LFNIRA and LPMAR unmounted polarzers, are not iarinated, alowing for a higher laser darage threshold. They only consist of tre thin aodum-alicate polarizer, which is beheen 0.20 mm and 0.28 mm thick; an a reaut they are more delicate to handle. However, they may atil be cieaned uaing standard optas cieaning methods and aolverts.

Please note that the mourted polarzers carnot be seporated from thei housings. Due to their thickness and precibe algrmert, trey are bounded by a retaing ring and epoxy.

| Item $=$ Prefix |  | LPUV | LPVISA | LPVEE* | LPVISC* | LPMS | LPNIR | LPNIRA | LPMMIR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wavelength Range |  | $\begin{gathered} 365-395 \\ \mathrm{~mm} \end{gathered}$ | $\begin{gathered} 430-550 \\ \mathrm{~nm} \end{gathered}$ | $\begin{gathered} 500- \\ 720 \mathrm{~nm} \end{gathered}$ | $510-800 \mathrm{~nm}$ | $\begin{gathered} 550-1500 \\ n m \end{gathered}$ | 650-2000 mm | $1000-3000 \mathrm{~mm}$ | 1500-5000 nm |
| Extinction Ratios ${ }^{\text {b }}$ |  |  |  |  |  |  |  |  |  |
| > $1000000: 1$ |  | $\begin{gathered} 372-388 \\ \mathrm{~mm} \end{gathered}$ | - | - | 530-640 nm | $\begin{gathered} 600-1200 \\ \mathrm{~nm} \end{gathered}$ | 850-1600 mm | - | - |
| > $10000: 1$ |  | $\begin{gathered} 359-390 \\ \mathrm{~mm} \end{gathered}$ | $\begin{gathered} 480-550 \\ \mathrm{~cm} \end{gathered}$ | $\begin{gathered} 500- \\ 720 \mathrm{~nm} \end{gathered}$ | 530-740 nm | $\begin{gathered} 550-1500 \\ m \end{gathered}$ | 750-1800 mm | $1200-3000 \mathrm{~mm}$ | 2000-4500 nm |
| $>1000: 1$ |  | $\begin{gathered} 365-395 \\ \mathrm{~mm} \end{gathered}$ | - | - | 510-800 nm | - | 650-2000 mm | 1000-3000 rm | $1500-5000 \mathrm{~nm}$ |
| Qeneral Specifications |  |  |  |  |  |  |  |  |  |
| Polarzer Material |  | Nanopartcies in Sodum-sicate Qlass |  |  |  |  |  |  |  |
| Subotrate Matera |  | Unmounted Version: Schot Class B270 Mourted Verzion: None |  |  |  |  |  | None |  |
| Optac Diameter |  | $\begin{aligned} & 912.5 \mathrm{~mm}\left(\oslash 0.45^{\prime}\right)=0.2 \mathrm{~mm}\left(0.008^{\prime}\right) \\ & 925.0 \mathrm{~mm}\left(00.98^{\prime}\right) \pm 0.2 \mathrm{~mm}\left(0.003^{\prime}\right) \end{aligned}$ |  |  |  |  |  |  |  |
| Opbs <br> Thickness | Unmounted | $20=0.2 \mathrm{~mm}$ |  |  |  |  |  | $250 \pm 65 \mathrm{pm}$ | $200 \pm 50 \mu \mathrm{~m}$ |
|  | Mourted ${ }^{\text {f }}$ | $220=50 \mathrm{~mm}$ | $290=50 \mu \mathrm{~m}$ | $280=50 \mathrm{~mm}$ | $280=50 \mathrm{~mm}$ | 250 $\pm 50 \mu \mathrm{~mm}$ | $220 \pm 50 \mu \mathrm{~m}$ | $250=65 \mathrm{~mm}$ | $200 \pm 50 \mu \mathrm{~m}$ |
| Houring Dameter ${ }^{\text {d }}$ |  | 017.8 mm (c0.70) or 030.5 mm (01.20) |  |  |  |  |  |  |  |
| Housing Depth ${ }^{\text {F }}$ |  | 10.4 mm for 012.5 mm Folarizers or 11.4 mm tor 025.0 mm Folarizers |  |  |  |  |  |  |  |
| Clear Aperture |  | Unmourted Versions $\mathbf{9 0 \%}$ of Surface Dimension; Mourted Versbor: 010.90 mm (D0.43') or 022.50 mm ( 00.90 ) |  |  |  |  |  |  |  |
| Wavefront Detorton |  | <h/4 98633 nm |  |  |  |  |  | c3x ac 633 nm |  |
| Paralelsm | Unmounted | <1 arcmin |  |  |  |  |  | <20 arcmin |  |
|  | Mourted | <0, arcmin |  |  |  |  |  |  |  |
| Sur'ace Quaity |  |  |  |  |  |  |  | N/A |  |
| Acceptance Angle* |  | $220^{*}$ |  |  |  |  |  |  |  |
| Laser Damsge Trreshoid |  | Unmounted Version: 1 Womi Contnuous Bock, 5 Wocm²$^{2}$ Contmuous Pass Mourtied Versionc: 10 W $\mathrm{cm}^{2}$ Condruous Bock, 25 Wicm² Conthucus Pass |  |  |  |  |  | 10 W/cm' Cortnuous Elock 25 Wicm' Contnuous Pass |  |
| Operating Temperature |  | $-20 \mathrm{~b}+120^{\circ} \mathrm{C}$ |  |  |  |  |  | -50 to $+100^{\circ} \mathrm{C}$ (Unrourted) $-2010+120^{\circ} \mathrm{C}$ (Mounted) |  |
| Martenance |  | Clean whe Standard Cleaning Solvents |  |  |  |  |  |  |  |

2. We do not offer unmounted $\sigma 25.0 \mathrm{~mm}$ LPVIBE polazters or any 012.5 mm LPVISC polarizers, but unmounted G25.0 mm LPVISC polarizers are avalable.
A. The extinction rato (ER) ia Pe ratio of the vaximum tranameaion of alinear polarzed aignal when the polorcer's aris is aigned with the algnal to the miricum irarsmission when the polarker is rolated by $90^{\circ}$. These polarizers maintan an extinction rato of at east $1000: 1$ over the full operating bandatath. Extnction ratios of $>10,1000.1$ or $>100,000: 1$ are martained over specifc woveiength ranges (see the Graphs tab for detals).
= Optics in mourted pobarizers are permanerty epoxed and not removabie.
d. Apples to mounted polarizers onty-
3. The acceptance angle E limited by iceses due to Freansi refectiona.

## GRAPHs

The plots beiow show tre messured tranamission as a tunction of awviength (bue Ines) and the theoreticaly calculated extinction rato (ER) as afunction of waveiengh (red Ines) for each Inear polarzer when the Ight is nornaly incident. For measured extnction rato values which are guaranteed, please see the Specs bab. The percentiransmiesion is the percentage of ight wth a inear state of polarization (30F) aloned with the tranamission avs that ia trarsmited through the Inear polarter. This number is iess than $100 \%$ because of surtace refectons and intemal absorption. The ER is the rato of the trangitted $r$ iensty of a inearty polarized beam of light with the orientation of the SOP poralel to the transmission axis to the iraramited niensty of the asme inearty polarized beam of light wth the orientation of the SOP perpendcular to the transmission axis. For reference, an ER of $1 \times 10^{\prime}$ is t/pical of a top-ol-the-line Gian-Laser Caicte Pobrizer, athough a cacte polarzer has a significanty higher darroge threshoid.
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[^17]| Dtawnic Provecrom |  |  | THORUABS <br> www, Ih ot inha_cem GLAN THOMFSON POLARIZER |  |
| :---: | :---: | :---: | :---: | :---: |
|  | funt | $\frac{\text { DAIt }}{\frac{D}{2} / 2+/ 20 t 1}$ |  |  |
| $\frac{\text { DRAWM }}{\text { AMPROVA: }}$ | is |  |  |  |
|  | MCO | $20 ¢$ ¢ 711 | MSIETAL | Hev |
| corrman ta anti at hectuak |  |  |  | SEENOTES |
|  <br>  |  |  | IIEM 8 GTH1OM | APFPOX WFOMI 0.15 kg |


|  |  |  |
| :---: | :---: | :---: |
| CROEP | Ithu NCMESt | Mat Erias |
| (1) | ETCRAVEO HOUSNS | ALUMSHLM |
| (2) | O-RNO | NEOPEAENL |
| (3) | S3Sim WAVEPATE | cerstal OLaktz |
| (4) | 3Maser | ALUMALUM |



NOTESSPFCEICATONS:

1. UiNOUNITO CRAMFIER, $0.50 \pm 000041127 \mathrm{~mm} \pm 0.11$



SAFACEGualer ghoscoatchoc


| Dedwnc: peorectioni |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nasy | $\frac{\text { Daif }}{23(2 \operatorname{lig} / 3}$ |  |  |  |  |
| crawn | tMI |  | MOUNTED ZERO-ORDER QUARTER WAVEPLATE AT 633 nm |  |  |  |
| AlWhoval | NGT | 12\%fa/l3 | SEETABLE |  |  | RE |
|  |  |  |  |  |  |  |
|  <br>  |  |  | $\begin{aligned} & \text { HEM 4 } \\ & \text { WPQO5M-633 } \end{aligned}$ |  | $\begin{gathered} \text { APFROX WEICNI } \\ 4.0 \mathrm{~g} \end{gathered}$ |  |

## Key Features

- 1-3 axe univeral motan

- Usas ane difive andidie fir siqpoer, $D C$ open-hop and dosed-loop motors at 3 A (max) per arts
- ESP Stage compaithe fir "thig and play" capability
 readition for uitra-smoadh haw speed stapper pasitunitigy
- Syrchronimed cirnular/itrear interpolation and cariumous path castaring fir amplax motion prodiling
- RS232-C communtiatians link for any compuiterinterfacing
- Optional front panal, joystick, trachball, hand-hind heypad, UEEE-488 interfans, and rack mount


Tie aphonment leypal ESF $K$ ailine the user to acess the fiff cummend ser withour the use if a has emputro The digal joyswit and trakheI puride camenient manual $A g$ contral


The ESP300 motion control platform offers excellent functionality at an affordable price. The ESP300 is an Integrated controller and driver in one chassis which stmplifies system hookup and provides improved rellablity. The ESP300 can drive and contral up to three axes of motion using any combination of DC and/or stepper motors. Each driver module will drve 2- or 4 - phase stepper and brush DC servo motors at 3 A (max.) per axis. This capability will allow you to drive a large selection of stages and actuators.

## Technology

The ESP300 uses a 32 -bit, floating point, DSP processor for high precision synchronized control. A digital PID-FF (feed-forward) servo loop ensures preclse velocity profile tracking anid accurate positioning, A 1000x programmable microstep resalution provides ultra-smooth Iow-speed stepper positioning capability. and 18-bit DC motor command output ensures improwed stability for precision applications.

## Motion

The ESP300 provides several moodes of positioning including symchronized and nor-synchrontzed point-to-point, jogging, linear or circular Interpolation, and conitinuous path contoiring. With electronic gearing, any axis of the ESP300 can be "slaved" to any other axks, even if they have different motor/gearhead ratlos or lead screw pitches. Other sophisticated motion features include on-the-fly position, velocity, or trajectory changes for complex motion and allgnment routtines. Software limits can be set to Improve systems safety. An advaniced origin search routine includes encoder index pulse consideration for preciston homing. Backlash and linear error compensation eliminate repeatable system errors.

## Inputs/Outputs

16 bi-directlonal digital VO can be user programmed as etther inputs or outputs for Internal or external event synchronization. When conflgured as inputs, they

## ESP300 Compatible Rotary Stages



## Accessories

| Model | Description |
| :---: | :---: |
| ESP300R | $\begin{aligned} & 19 \text { in rack Mouni } \\ & \text { gracksts } \end{aligned}$ |
| ESP-K | Hant-hald Kaypad |
| ESP300] | Joystick (figtel) winchsticil |
| ESP300.T | Tracteal (ifgta) |
| ESP300.CMACL | Catie Adaptar for CMMACE |

## How to Order

The ESP300 is conflgured by first specifying driver opttors for each axds. Next, options are chosen for the front panel, communications Interface, and power supply. The example here specifles a ESP300 conffgured with a front panel display, drivers for 2 axes, and a 350 W power supply. No other options are selected.

A passthrough board is avallable to connect to an external amplifter. If interested, please contact our technical support group.

NOTE: Please refer to the max. motor driver power consumption table ([T-727475]) when conflguring your system. The total power consumption of all stages must be smaller than the avallable drtve power of the ESP300 ( 150 W or 350 W) in order to operate all stages slrmultaneously and at maximum speed.

## Specifications

| Number if Axas | 1-3 ams of ary comtination of strigper andic motors |
| :---: | :---: |
| Compaiting Power | 400ps sano cycle ip in 3 axis |
|  |  |
|  | Digla PD sorvoloop with volocky and accoloraton foot fowari |
| Mation | Traperoidal ands carve viliscty prolin |
|  | 5pctronisod and non-synctronesd point: in-point |
|  | Joging Corimuous minss |
|  |  |
|  | Master shane. Elecronic gaving |
|  | On-the-fy irajociary mothication, chunges if targot postion spood, americration, PD |
| Comitourng | 20 Conturing with cortimusus buflur loabing |
| Examal Evort Synctronization |  |
| Oparating Madis |  |
|  | Stand-sione exociutint of siornd progams |
|  | Frort panel manal motion command encutun (eptionti) |
|  | Digtal joysick, fracteal tand hold keypad (all optional) |
| Progaming | 100+ irlutive, 2 laftir ASCl commans |
|  |  zurol, lincir aror and backizith comporsation, otc. |
| Softwarn Prives |  |
|  | Orvars fir LatMow fl |
|  |  progam, Mation Waard jesad to conhguro nom-ESP conpatole stages! |
| Computer iniafacos |  |
| 10 |  |
|  | "Watchdog" imme and /amile ritarioct |
| Mamory |  |
|  | 512 kB Flas noo-volativ finware minory |
| Frort Panal Display (Oppicnay |  |
| DC. Matir Coritral | DC brest motirs at $41 \mathrm{~V}, 3 . \mathrm{Amax}$ |
|  | Opent. -r cisand - |
|  | 18-bit INE resolition |
|  | \& $\mathrm{M}-12 \mathrm{max}$ ancoar imput froquancy |
| Stapker Motar Contai |  |
|  | Opath or clasat loop uperaition |
|  | $20 \mathrm{El} / \mathrm{c}_{\text {cormmbation ramp }}$ |
|  | 1000r max (proyammatidi micro-siop resolation |
| Tolail Avalatic Motar Fown | 150 W or 350 W , 4 E V, 3 A max por ais |
| Powar Reqursmarts |  |
|  |  <br>  supply option |
| Waigit | $\$ \mathrm{~kg}$ ras for 130 W power supply apton ikg ma for 350 W pwer surply action |


[^0]:    ${ }^{1}$ The root-mean-square (RMS).

[^1]:    ${ }^{2}$ Institute of Applied Sciences and Technology of the National Autonomous University of Mexico.

[^2]:    ${ }^{1}$ Usually the ellipticity is given as $e= \pm \tan (\epsilon)$ where the + and - signs correspond to rightand left-handed polarizations, respectively. In these cases $\epsilon$ is referred to as ellipticity angle.

[^3]:    ${ }^{2}$ For a homogeneous optical element, this direction is that of a natural state of polarization, and $T_{\text {max }}$ and $T_{\text {min }}$ in 2.110 are the transmission rates of the eigenstates. These properties are not true for an inhomogeneous element.

[^4]:    ${ }^{3}$ This condition is only enough if the matrix $\mathbf{M}$ is physically feasible. Otherwise, it is only necessary [84],[85], [86].

[^5]:    ${ }^{1}$ The condition number is defined as the ratio of largest singular value of the measurement matrix divide by the smalles singular value of the measurement matrix[90].

[^6]:    ${ }^{2}$ Notice that the symbol $\star$ here represent that the value of $\Delta_{3}$ does not affect the measured intensity.

[^7]:    ${ }^{3}$ The notation $I_{a b}$ is the detected intensity with polarization $a$ incident and polarization $b$ detected from the sample.

[^8]:    ${ }^{1}$ In Appendix A are presented complementary experimental details, for example all data of the experimental graphs presented in this chapter with their associated error.
    ${ }^{2}$ In Appendix C are presented the data-sheet with all details

[^9]:    ${ }^{3}$ In appendix A. 3 we present de complete data of spot-size obtained with the optical system used in this work.

[^10]:    ${ }^{4}$ Each point with precision of a micron.

[^11]:    ${ }^{5}$ In the Appendix C we present the data-sheet with the specification of the rotatory plate
    ${ }^{6}$ This detector was used in all experiments of this work.

[^12]:    ${ }^{7}$ Details presented in Appendix C.

[^13]:    ${ }^{8}$ In the Appendix C is include the data sheet of the LCVRs used.

[^14]:    ${ }^{1}$ The RMS is defined $R M S=\sqrt{\frac{1}{N}} \sum_{n=1}^{N}\left(M_{i}^{\text {exp }}-M_{i}^{\text {theo }}\right)^{2}$ where the subindex $i$ indicates one particular Mueller matrix element, the subindex n indicates the angle at which the Mueller matrix is calculated, and N is the number of rotation angles in the measurement of each Mueller matrix.

[^15]:    ${ }^{1}$ The deposition of the thin film of gold was made in the Photonics of Microwaves Laboratory at ICAT, Mexico [149].
    ${ }^{2}$ Sputtering deposition was made in the Thin Film Laboratory at ICAT, Mexico.

[^16]:    Sample: 1122p

[^17]:    
    MATEFMAL OFRC OHCAL CRADE CALCIT:
    HCUSNO. BLACX ANODTED WCEI-TA ALMUNLM
    FOR INFORMATION ONLY NOT FOR MANUFACTURING PURPOSES

