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riA
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Ψ0

Ĥ |Ψ⟩ = E |Ψ⟩ ,

Ĥ |Ψ⟩ E

Ĥ
α

Ĥ |Ψα⟩ = Eα |Ψα⟩ α = 0, 1, 2, ...,∞

{Eα}

E0 ≤ E1 ≤ E2 ≤ ... ≤ Eα ≤ ...

Ĥ Eα

⟨Ψα|Ψβ⟩ = δαβ .

1.10 ⟨Ψβ|

⟨Ψβ| Ĥ |Ψα⟩ = Eαδαβ .



Ĥ
|Ψ̃⟩ {|Ψα⟩}

Ĥ |Ψα⟩

|Ψ̃⟩ =
∑

α

|Ψα⟩ cα =
∑

α

|Ψα⟩ ⟨Ψα|Ψ̃⟩

⟨Ψ̃| =
∑

α

c∗α⟨Ψα| =
∑

α

⟨Ψ̃|Ψα⟩⟨Ψα|.

|Ψ̃⟩
E0 ⟨Ψ̃|Ψ̃⟩ =

1

⟨Ψ̃|H|Ψ̃⟩ ≥ E0.

|Ψ̃⟩ |Ψ0⟩

⟨Ψ̃|Ψ̃⟩ = 1,

⟨Ψ̃|Ψ̃⟩ =
∑

αβ

⟨Ψ̃|Ψα⟩⟨Ψα|Ψβ⟩⟨Ψβ|Ψ̃⟩ =
∑

αβ

⟨Ψ̃|Ψα⟩δαβ⟨Ψβ|Ψ̃⟩

=
∑

α

⟨Ψ̃|Ψα⟩⟨Ψα|Ψ̃⟩ =
∑

α

|⟨Ψα|Ψ̃⟩|2.



⟨Ψ̃|H|Ψ̃⟩ =
∑

αβ

⟨Ψ̃|Ψα⟩⟨Ψα|H|Ψβ⟩⟨Ψβ|Ψ̃⟩ =
∑

α

Eα|⟨Ψα|Ψ̃⟩|2 .

Eα ≥ E0 α

⟨Ψ̃|H|Ψ̃⟩ ≥
∑

α

E0|⟨Ψα|Ψ̃⟩|2 = E0
∑

α

|⟨Ψα|Ψ̃⟩|2 = E0 .

|Ψ̃⟩
⟨Ψ̃|H|Ψ̃⟩

ψi(r) r

|ψi(r)|2 dr

dr r

{ψi} ⟨ψi|ψj⟩ = δij

f(r)

f(r) =
∞∑

i=1

aiψi(r),

ai



k {ψi|i = 1, 2, ..., k}

α(ω) β(ω)

ω ↑ ↓

∫
α∗(ω)α(ω) dω =

∫
β∗(ω)β(ω) dω = 1

⟨α|α⟩ = ⟨β|β⟩ = 1
∫
α∗(ω)β(ω) dω =

∫
β∗(ω)α(ω) dω = 0

⟨α|β⟩ = ⟨β|α⟩ = 0.

r

ω x

x = (r,ω) .

χ(x)

ψ(r) α(ω) β(ω)

χ(x) =

{
ψ(r)α(ω)

ψ(r)β(ω).

k {ψi|i = 1, 2, ..., k}
2k {χi|i = 1, 2, ..., 2k}

⟨χi|χj⟩ = δij



χ2i−1(x) = ψi(r)α(ω)

χ2i(x) = ψi(r)β(ω)

}
i = 1, 2, ..., k.

N

Ψ(x1,x2, ...,xN)

x

Ψ(x1, ...,xi, ...,xj, ...,xN) = −Ψ(x1, ...,xj, ...,xi, ...,xN).

+
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Ψ N

N N
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Ĥ = T̂ + V̂Ne + V̂ee,
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N χi(xi)
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N !
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χi(x1) χj(x1) · · · χk(x1)
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χi(xN) χj(xN) · · · χk(xN)
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1/
√
N !

N N



Ψ

x1,x2, ...,xN

Ψ (x1,x2, ...,xN) = |χi(x1)χj(x2) · · ·χk(xN)⟩ ,

Ψ (x1,x2, ...,xN) = |χiχj · · ·χk⟩ .

{χi}

E =
Ψ →N

E
[
Ψ

]
.

E0 ≤ E = ⟨Ψ |Ĥ|Ψ ⟩.

E =
∑

i
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i|ĥ|i

]
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1

2

∑

ij

[ii|jj]− [ij|ji]

=
∑

i
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1
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ij
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]
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∫
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i (x1)
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2
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A=1

ZA

r1A

]
χi(x1) dx1,



Jij = [ii|jj] =
∫ ∫

χ∗
i (x1)χi(x1)

1

r12
χ∗
j(x2)χj(x2) dx1dx2,

Kij = [ij|ji] =
∫ ∫

χ∗
i (x1)χj(x1)

1

r12
χ∗
j(x2)χi(x2) dx1dx2.

hi

Jij Kij

|Ψ|2

ĥ(x1)χi(x1) +
N∑
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[∫ |χj(x2)|2
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r12
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]
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⟨χi|χj⟩ =
∫

χ∗
i (x)χj(x) dx = δij
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N∑

j ̸=i

Ĵj(x1)−
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]
χj(x1) = Eiχi(x1),
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Ĵj(x1)χi(x1) =
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1

r12
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]
χi(x1)

=

[∫
|χj(x2)|2

1

r12
dx2

]
χi(x1),

K̂j(x1)χi(x1) =
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χ∗
j(x2)χi(x2)

1

r12
dx2

]
χj(x1).

χi χj

1/rij 1/r12

1/r12

x2 dx2

x2 |χj(x2)|2 dx2 j ̸= i

χi N−1

χi(x1)



K̂j(x1) χi(x1)

Kj(x1) x1

K̂j(x1) χi(x1) χi

x1

F̂ j ̸= i

F̂(x1) = ĥ(x1) +
N∑

j=1

[
Ĵj(x1)− K̂j(x1)

]
.

v (x1)

F̂(x1) = ĥ (x1) + v (x1),

v (x1) =
∑

j

[
Ĵj(x1)− K̂j(x1)

]
.

F̂ |χi⟩ = Ei |χi⟩ .

Ei



χi

N

E0
⟨Ψi|Ĥ|Ψj⟩

N {|Ψi⟩} = {|Ψ0⟩, |Ψr
a⟩, |Ψrs

ab⟩, ...}

N

E

E0 E

E = E0 − E .
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− −

ρ(r)

ρ(r1) = N

∫
· · ·
∫

|Ψ (r1,ω1, r2,ω2, ..., rN ,ωN)|2 dω1dr2dω2...drNdωN .

ρ(r) N

dr N − 1

Ψ



r1

N ρ(r)

ρ(r)

∫
ρ (r) dr = N.

ρ (r → ∞) = 0.

ρ (r) ∝ e−2(2I)1/2r,

I

ρ(r)

−ZA/riA riA → 0

ZA

lim
r→0

[
∂

∂r
+ 2ZA

]
ρ̄ (r) = 0,

ρ̄ (r) ρ(r)



ρ(r) ρ(x)

N dr1

ω

ρ(x1,x2)

α β dr1 dr2 N−2

ρ2(x1,x2) = N(N − 1)

∫
· · ·
∫

|Ψ (x1,x2, ...,xN)|2 dx3...dxN .

N (N − 1)

γ2

ρ(x1,x2)

γ2(x1,x2;x
′
1,x

′
2) =

N(N − 1)

∫
· · ·
∫

Ψ (x1,x2,x3, ...,xN)Ψ
∗ (x′

1,x
′
2,x3, ...,xN) dx3...dxN .

ρ2 γ2

x1,x2 x′
1,x′

2

γ2(x1,x2;x′
1,x′

2)

1
2N(N − 1).



Ψ x1,x2 x′
1,x′

2 γ2

γ2(x1,x2;x
′
1,x

′
2) = −γ2(x2,x1;x

′
1,x

′
2).

x1 = x′
1 x2 = x′

2 γ2

ρ2(x1,x2) x1 = x2

ρ2(x1,x1) = −ρ2(x1,x1).

ρ2(x1,x1) = 0

Ψ

1/rij

ρ2 (x1,x2) = 2
[
1/
√
2 {ψ1(r1)σ1(ω1)ψ2(r2)σ2(ω2)}

]2

= ψ2
1(r1)σ

2
1(ω1) ψ

2
2(r2)σ

2
2(ω2) + ψ2

2(r1)σ
2
2(ω1) ψ

2
2(r1)σ

2
2(ω1)

− 2ψ1(r1)σ1(ω1)ψ2(r1)σ2(ω1) ψ2(r2)σ2(ω2)ψ1(r2)σ1(ω2),

σ = α, β



σ1 ̸= σ2

⟨α |β⟩ = 0 ⟨β |α⟩ = 0 ρ2 (r1, r2) = ρ(r1)ρ(r2)

σ1 = σ2

⟨α |α⟩ = 1 ⟨β |β⟩ = 1 ρ2 (r1, r2)

r1 = r2

ρ2 (x1,x1) = 0

f(x1;x2)

ρ2(x1,x2) = ρ(x1)ρ(x2) [1 + f(x1;x2)] .

f(x1;x2) = 0

ρ2 (x1,x2) N2 N(N − 1)

Ω2(x1,x2)

Ω2(x1,x2) =
ρ2(x1,x2)

ρ(x1)
.

x2 x1

(N−1)

x1 Ω2(x1,x2)

x2



Ω2(x1,x2)− ρ(x2) =
ρ2(x1,x2)

ρ(x1)
− ρ(x2) = ρ(x2)f(x1;x2) = hXC(x1;x2).

x2 hXC(x1;x2)

hXC

hXC

x2

∫
hXC(x1;x2)dx2 = −1.

Vee

hXC

Vee =

〈
Ψ

∣∣∣∣∣

N∑

i

N∑

j>i

1

rij

∣∣∣∣∣Ψ
〉

=
1

2

∫ ∫
ρ2(r1, r2)

r12
dr1dr2

=
1

2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2 +

1

2

∫ ∫
ρ(r1)hXC(r1; r2)

r12
dr1dr2,



J [ρ]

hXC

hσ1=σ2
X (r1, r2) hσ1,σ2

C (r1, r2)

hXC(r1; r2) = hσ1=σ2
X (r1, r2) + hσ1,σ2

C (r1, r2).

σ1 = σ2

σ1, σ2

−1

∫
hX(r1; r2)dr2 = −1.

hXC (Nσ − 1)

r1

hX

r2 → r1

hX(r1; r2 → r1) = −ρ(r1).



r2

hX(r1; r2) = ρ(r2)fX(r1; r2).

∫
hC(r1; r2)dr2 = 0.

hC 1/r12

4N

N

ρ(r)

N

RA ZA

&

V (r)

ρ(r) V (r) Ĥ
ρ(r)



ρ0 V
ρ0 N,ZA RA

ρ0 → {N,ZA,RA} → Ĥ → Ψ0 → E0

E0[ρ0]

.

E0 [ρ0]

E0 [ρ0] = T [ρ0] + Eee [ρ0]︸ ︷︷ ︸ + ENe [ρ0]︸ ︷︷ ︸ ,

Ne

N,ZA RA

ENe [ρ0] =
∫
ρ0(r)VNedr

F [ρ0]

E0 [ρ0] =

∫
ρ0(r)VNedr+ F [ρ0] ,

F [ρ0] = T [ρ0] + Eee [ρ0] .

F [ρ0]

T [ρ0] Eee [ρ0]



Eee [ρ0]

J [ρ0] E [ρ0]

Eee [ρ0] = J [ρ0] + E [ρ0] =
1

2

∫ ∫
ρ(r1)ρ(r2)

r12
+ E [ρ0] .

T [ρ0] E [ρ0]

ρ̃(r)

Ṽ E0

E0 [ρ0] ≤ E [ρ̃] = T [ρ̃] + ENe [ρ̃] + Eee [ρ̃] .

ΨX ρX

ΨX ρX

ρΓ

Γ = A,B, ..., X, ...

E0 =
ρ→N

(

Ψ→ρ
E [ρ]

)
,



ρΓ

ΨΓ

E0 =
ρ→N

(

Ψ→ρ

∫
ρ0(r)VNedr+ F [ρ]

)
.

F [ρ] F [ρ]

E0 =
ρ→N

(∫
ρ0(r)VNedr+ F [ρ]

)
,

F [ρ] =
Ψ→ρ

F [ρ] .

∫
ρ0(r)VNedr + F [ρ]

&

ρ0(r) E0

F [ρ]

F [ρ]

F [ρ]

& &



F [ρ] = T [ρ] + J [ρ] + E [ρ] ,

J [ρ]

&

N

N &

N

Ĥ v (r)

Ĥ = −
N∑

i

1

2
∇2

i +
N∑

i

v (ri).

Φ

Φ (x1,x2, ...,xN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣

ϕi(x1) ϕj(x1) · · · ϕk(x1)

ϕi(x2) ϕj(x2) · · · ϕk(x2)

ϕi(xN) ϕj(xN) · · · ϕk(xN)

∣∣∣∣∣∣∣∣∣∣

,

&



F̂

F̂ = −1

2
∇2

i + v (r).

&

F̂ ϕi = εiϕi.

&

v

&

TS

TS = −1

2

N∑

i

〈
ϕi

∣∣∇2
∣∣ϕi

〉
.

TS T

F [ρ]

F [ρ] = TS [ρ] + J [ρ] + EXC [ρ] ,

EXC [ρ]

EXC [ρ] = TR [ρ] + E [ρ]

= (T [ρ]− TS [ρ]) + (Eee [ρ]− J [ρ]) .

EXC [ρ] TR



E [ρ] = TS [ρ] + ENe [ρ] + J [ρ] + EXC [ρ]

= TS [ρ] +

∫
VNeρ(r)dr+

1

2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2 + EXC [ρ]

= −1

2

N∑

i

〈
ϕi

∣∣∇2
∣∣ϕi

〉
+

N∑

i

∫ M∑

A

ZA

riA
|ϕi(r1)|2 dr1

+
1

2

N∑

i

N∑

j

∫ ∫
|ϕi(r1)|2

1

r12
|ϕj(r2)|2 dr1dr2 + EXC [ρ] .

EXC [ρ]

⟨ϕi|ϕi⟩ = δij &

(
−1

2
∇2 +

[
−

M∑

A

ZA

riA
+

∫
ρ(r2)

r12
dr2 + VXC(r)

])
ϕi =

(
−1

2
∇2 + V (r)

)
ϕi = εiϕi,

VXC(r) EXC [ρ]

&



EXC [ρ]

EXC [ρ]

EX [ρ] = −3

4

(
3ρ

π

)1/3

.

EXC [ρ] &

EXC [ρ] = EX [ρ] + EC [ρ]

EX [ρ] =

∫
ρ (r)EX (ρ) dr.

EX [ρ] = −3

4

(
3

π

)1/3 ∫
ρ (r)4/3 dr,

ρα (r) = ρβ (r) =
1
2ρ (r)



EX [ρα, ρβ] =

∫
ρ (r)EX (ρα, ρβ) dr.

EC [ρ]

−
ρ(r)

∇ρ(r)

EXC [ρα, ρβ] =

∫
f (ρα, ρβ,∇ρα,∇ρβ) dr.

(EXC = EX + EC )

EX = EX −
∑

σ

∫
F (sσ) ρ

4/3
σ dr,

F (sσ) sσ

sσ =
|∇ρσ|
ρ4/3

.



−

EXC =

∫
ρ4/3f

(
ρ,∇ρ,∇2ρ, τ(r)...

)
dr,

τ(r) =
1

2

∑

i

|∇ϕi|2 dr.



EXC = cEX + (1− c)EX + EC ,

c

c − −

1

r12
=

(ωr12)

r12
+

(ωr12)

r12
,

r12 = |r12| = |r1 − r2| (ωr12) = 1 − (ωr12)

ω

EXC = EX + EX + EC .

ω − −1

ω



ω

EXC = EX + cEX + EX + EC .

ω ω

Eω
XC = EX + EX + EC

Eω
XC = EX + cEX + EX + EC .

−C6/R6

E = E + E .

E = −
∑

j>i

f (Rij)
C6ij

R6
ij

.



E

ij C6ij

ij

f (Rij)

1/R6
ij

ω



Precisión  
Química 

Densidad local 

Gradiente de la densidad 

Densidad de energía cinética 

Orbitales ocupados 

Orbitales virtuales 

LDA 

GGA 

meta-GGA 

Híbridos GGA / meta-GGA 

Dobles híbridos 

Mundo de Hartree 

C6 simple 
DFT-D 

C6 dep. química  
DFT-D2/D3 

SR/LR 
LC-DFT 

Muchos cuerpos 
MBD 



T P

V i

Fuente 
de poder 

Electrodo de 
trabajo 

(a) 

Electrodo de 
referencia 

+

−

V

Electrodo Electrolito (A) 

LUMO 

HOMO 

Nivel de 
energía 

de e−

⇪

⤾

A + e− → A  

Electrodo Electrolito (A)

LUMO 

HOMO 

⤿

A → A+ + e−

Nivel de 
energía 

de e−

⇪

(b) (c) 

Electrolito 



Eo

i E

+ ne ! ,



E = Eo +
RT

nF

C

C
,

E Eo n

C C

∆G

∆G = −nFE.

i E

i−E

6

Ei

Eo

Eo

+



E 
(+

)  
 

Ei   

0   t   

i   

Ei   Eo   E (o t)   

0   t   Tiempo de  
inversión λ   

E 
(+

)  
 

Eλ   i   

E (+)   

Eλ   Eo   

A+ + e− → A 

A → A+ + e−

(a) (b) 

(c) (d) 

A → A+ + e−

Ecp 

Eap 

Ei i E

Eo

i− E

+

Eo



i E

E E

Eo = E1/2 = 1/2(E + E )

E1/2

Eo

E E

−

+ e− → − E

− → + e− −E

+ − → − + Eo = E − E

+
2

+

∆G



Oxg + eg Redg

Oxs + es Reds

ΔGg
o,redox

ΔGs
o,redox

ΔGsolv (Ox)o ΔGsolv (Red)o

∆Go,redox
s

∆Go,redox
g

∆Go
solv ∆Go

solv

∆Go,redox
s = ∆Go,redox

g +∆Go
solv −∆Go

solv .

Eo
calc F n

∆Go,redox
s = −nFEo

calc



d4 − d7

d6 d5

dn

− −

χMT

γ

T

T1/2 γ = γ = 0.5

−



0.5 

0 

1.0 (a) 

T1/2 T 

γHS

0.5 

0 

1.0 (b) 

T1/2 T 

0.5 

0 

1.0 (c) 

T1/2↓ T T1/2↑ 

0.5 

0 

1.0 (e) 

T 

0.5 

0 

1.0 (d) 

T1/2 T T1/2 
1 2 

γHS

LS 

HS 

T1/2 ↓ T1/2 ↑



Oh nd

dxy dxz dyz t2g

dx2−y2 dz2 eg

t2g eg

10Dq ∆O

− 10Dq

d 1/rij

d

10Dq

6A1(t 3
2g e 2

g )

10Dq

t2g 2T2(t 5
2g)

campo débil campo fuerte
10Dq < 1/rij 10Dq > 1/rij

eg*

t2g

eg*

t2g

alto espín (HS) bajo espín (LS)

Fe III

6A1 (t2g
3 eg

2) 2T2 (t2g
5)

dn



d5

10Dq −
− 1/rn n = 5, 6

−

e∗g
t2g

−

−

E

r(M–L) 
ΔrHL 

ΔE0
HL∼ kBT

LS HS 

➝
 

➝
 ➝

 
➝

 
➝

 

➝
 

➝
 

➝
 

➝
 

➝
 

T1/2 

r( − )

∆E0

∼ kBT

∆E0 = E0 − E0

∼ kBT



∆G

∆G = G −G = ∆H − T∆S ,

∆H ∆S

i =

Ei
el Ei

vib TSi

Gi(T ) = H i − TSi = Ei
el + Ei

vib − TSi.

∆G T

K = γ /γ

∆G (T ) = −RT Keq = −RT
γ

γ
= −RT

γ

1− γ
,

γ γ

γ

γ =
[
1 + e∆G (T )/RT

]−1

.



µ

µ = γ (T )µ (S = 5/2) + γ (T )µ (S = 1/2),

µ (S = 5/2) µ (S = 1/2)

µi = g
√
S(S + 1).

µB i =

g = 2

χMT =

(
µ (T )

)2

.

T1/2



2



2+ =

−
−

N
N

N
N

N

bztpen

1

2

3

4

5

Fe
N
N N

O

N

N R

1
2

3

4

5

R=Me, Et, nPr, nBu

2+

[Fe(bztpen)OR]2+

2+ =

4 6
−
6

Fe(NO3)3 + bztpen [Fe(bztpen)OR](PF6)2

1) ROH
R=Me, Et, nPr, nBu

2) NH4PF6

2+

=



=
2+

2+

4 2

2 2 2 4 2

−

5

−

2+ =

− − +

E



E

(a) 

Ecp1

Ecp2
Ecp3

Eap1

Eap2

Eap3 Eap4
I (
µ

A
)

E (V/Fc+-Fc)

(b) 
E1/2 = − 0.074 E1/2       = 0.074CN E1/2         = 0.356N(CN)2 MeCN

Ipa

Ipc

i *
C
−1

 / 
A

 L
 m

ol
−1

(a)          N(CN)2
− (6) 

(b)          CH3CN (7) 

(c)          CN− (8) 

E / V | Fc+-Fc

2+ =
2+/+ = −

2
−
2

−
−



2+/+ = − − − − − −
2 3

− = − − − − −

= −
2 3

−

= −
2 3

−

−

E1/2 −
+

E1/2
+

2+/+ = − − − − − −
2

3
−

E1/2 ∆E1/2 K K

3 − − −
− 2.8 1.0

− 4.9 0.6

− 4.9 1.3

− 5.2 2.2

− 5.1 0.9

−
2 ≪ ≫ 5.0 ≫ 9.0

− − ≪ ≫ 5.0 ≫ 16.0

3
2+

+
+ 3 → 3

2+
+ −,

=

K

K
+

3
2+



∆E1/2 = E1/2 − Eo
1/2

K

E1/2 = Eo
1/2 −

RT

nF
K

K
.

∆E1/2 K K

K

K

= −
2

−

K

∆E1/2
−

∆E1/2 K ≫ 1016

= − = −

−
−

T1/2

n+

= − − − − − ∼
µB

= −
2 3

−

∼ µB

−



−
2+

2+

2+ =

−

5

Fe 

N1 

N2 

N3 

N4 

N5 O 

[Fe(bztpen)OMe]2+ [Fe(bztpen)OEt]2+ 

[Fe(bztpen)OPrn]2+ [Fe(bztpen)OBun]2+ 

2+ =

− ⟨ 5⟩av = −
−

− −
−



χMT

χM T

= χMT 3 −1

3 −1 3 −1 n 3 −1 n
3 −1

g =

   0.0

   0.5

   1.0

   1.5

   2.0

   2.5

   3.0

   3.5

   4.0

   4.5

     0     50    100    150    200    250    300    350    400

χ M
T 

(c
m

3  K
 m

ol
-1

)

T (K)

Fe(bztpen)-OMe
Fe(bztpen)-OEt
Fe(bztpen)-OPr
Fe(bztpen)-OBu

T1/2 = 158.0 K T1/2 = 234.0 K T1/2 = 255.0 K T1/2 = 284.0 K

χMT T
2+ =

T1/2

− 3

−1 3 −1

→



2+

T1/2 T1/2 =

σ−

=

+
3

+



+
3

−

+

3
3+/2+

R2 = 0.97

3 2 2



Eo
exp Eo

calc

3

Eo
exp Eo

calc

+

+ −
+

+

+

+

+

+

[ 3]
3+/2+ +

[ 3]
3+/2+ +

[ 3]
3+/2+ +

[ 3]
3+/2+ +

[ 3]
3+/2+ +

[ 2]
+/0 − − +

[ 3]
3+/2+ +

∗

∗

σ =
+

+



− ∆r

∆E0

T1/2

N N
N

N

mtz

N

stpy

N N N N
bpy phen

N
N

HO

Hsalpm

N

OH

N

HO

H2salen

N N NH

pypzH

−
∆r = r − r ∼



∼
ω

∆r

∆r

∆r

∆r ∆r

2 2 −
−
−
−

4 2 ⟨ − ⟩
⟨ − ⟩
⟨ − ⟩
⟨ − ⟩

∆E0 = E0 − E0

∆E0

∆E0

∆E0



∆E0 −1

∆E0

4 2 −
−
−

4 2 −
−

4 3 2 −

[ 3]
2+ −

T1/2



T1/2

T1/2 T1/2

[ ( )6]2+

[ ( )6]2+

[ 2 2]
[ ( )3]2+

[ ( )3]2+ >
[ ] 6 2

[ 2]2 µ
[ 2]2 µ
[ 2 µ 2

[ 4 2]
[ 4 2]
[ ( )4( )3)2]
[ 2 2]
[ 2 2]





3

−

2+



+



4

−

2+

=

2+ = 3
− −



η5

η5 2

− ∗
2

N
N

N
N

N

bztpen

1

2

3

4

5

Fe
N
N N

O

N

N R

1
2

3

4

5

R = Me, Et, nPr, nBu

2+

Fe
N
N N

X

N

N

1
2

3

4

5

X = CH3CN, CN  , NCO

n+

FeIII-bztpen FeII-bztpen

(a)

(b) (c)

2+ = n+ =

3
− −



T1 D1

Aλ

Aλ

Aλ =

(
1− TAE [XλC]

TAE [XC]

)
1

λ
,

XλC

λ

λ Aλ =

(1− TAE[XλC]/TAE[XC]) /λ ≈ Sλ + λTλ Sλ Tλ

Sλ

Tλ % TAE[T4 + T5]

Aλ

+

Aλ −



Aλ
+

λ
−1

λ
−1

λ

− − −
− − −

− −
− − −

− −
− − −

Aλ

+

−

Aλ =
2+ +

Aλ



Aλ

[ ]2+ [ ]+

−1 −1
λ

[ ]2+ − −

[ ]2+ − −

[ ]+ − −

[ ]+ − −

η5

D5h

D5d

+



Fe

D5h

Fe

D5d

(a) (b)

D5h

D5d

− − −

σ

   0.0

   0.5

   1.0

   1.5

   2.0

   2.5
PBE
M

06L
TPSS
M

05
M

06
B3LYP
ωB97X
ωB97X-D

PBE
M

06L
TPSS
M

05
M

06
B3LYP
ωB97X
ωB97X-D

PBE
M

06L
TPSS
M

05
M

06
B3LYP
ωB97X
ωB97X-D

%
 M

U
E

Ferroceno LANL08/6-311G*
SDD/cc-pVTZ

Def2-TZVP
EXP

CCSD(T)

Fe-Cp Fe-C C-C
Enlace

−
− −

σ



− > − > −
−

η5

−

ω ω

∗

ω

+

− −
−

+

− >

− > −
−

ω ω



   0.0

   0.5

   1.0

   1.5

   2.0

   2.5

PBE
M

06L
TPSS
M

05
M

06
B3LYP
ωB97X
ωB97X-D

PBE
M

06L
TPSS
M

05
M

06
B3LYP
ωB97X
ωB97X-D

PBE
M

06L
TPSS
M

05
M

06
B3LYP
ωB97X
ωB97X-D

%
 M

U
E

Ferricinio LANL08/6-311G*
SDD/cc-pVTZ

Def2-TZVP
EXP

Fe-Cp Fe-C C-C
Enlace

−
− −

σ

+

3

ε =

∆Go,redox
g

− − −1



ω ω

− − − − −1

−1 +

∆Go, redox
g 3 ∆Go

solv
+ ∆Go

solv ∆Go, redox
s

∆Go, redox
g ∆Go

solv
+ ∆Go

solv ∆Go, redox
s

− − − −
− − − −
− − − −
− − − −
− − − −
− − − −

ω − − − −
ω − − − −

− − − −
− − −

∆Go, redox
g

∆Go
solv ∆Go, redox

solv

∆Go
solv

+ ∆Go
solv

− − −1

∆Go
solv

∗



∆Go, redox
s

∆Go, redox
s

ω

∆Go, redox
s E

+
3

3

E +

3

∗

−
− −

−

−
−

ω − −
ω

E 3



∗

  0.00   0.10   0.20   0.30   0.40   0.50   0.60   0.70   0.80   0.90
Eo (V vs SHE)

0.
65
0

0.
62
4

  EXP
  PBELANL08/6-311G*

0.
30

5

  PBESDD/cc-PVTZ

0.
28

4

  M06LLANL08/6-311G*
  M06LSDD/cc-PVTZ

0.
49

1

  TPSSSDD/cc-PVTZ

0.
67

5

 

   M05LANL08/6-311G*

0.
12

2

   M05SDD/cc-PVTZ

0.
01

5

   M06LANL08/6-311G*

0.
26

4

   M06SDD/cc-PVTZ

0.
07

1

   B3LYPLANL08/6-311G*

0.
75

1

   B3LYPSDD/cc-PVTZ

0.
65

5

   B3LYPDef2-TZVP

0.
71

4
   ωB97XSDD/cc-PVTZ

0.
83

7

   ωB97X-DLANL08/6-311G*

0.
91

9

   ωB97X-DSDD/cc-PVTZ

0.
68

5

   ωB97X-DDef2-TZVP

0.
74

1

 
 
 

+

ω

ω



+

ω

ω

ω

+

−

2+

= +

E

− −
+

∼

ω ω

ε =
2+ +

E



-2.0e-05

-1.5e-05

-1.0e-05

-5.0e-06

0.0e+00

5.0e-06

1.0e-05

-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

I /
 A

E / V vs Fc+/Fc

Fe(bztpen)OMe
Fe(bztpen)OEt
Fe(bztpen)OPr

Fe(bztpen)-OBu

Ecp 

+

2+ =

E

E1/2

E1/2 = 1/2(E +E )

E E

E ≈ E

E Ecalc
+ 2+ =

E
Ecalc

ω ω

− − − − −
− − − − −
− − − − −
− − − − −

− −



ω

ω

σ

−

− +/2+
3

− −
3

2
∗

2

+

2+
avg

+/2+
3

− − ∗
2 2

Eexp
Ecalc

ω ω

[ ]2+avg − − − − −
[ 3 ]2+

[ ]+ − −
[ ]+ − − − −

∗
2 − − − − −

2 − −
−

E +
3



2+
avg =

ω

2+
avg

  -0.8

  -0.6

  -0.4

  -0.2

   0.0

   0.2

   0.4

   0.6

   0.8

  -0.6   -0.4   -0.2    0.0    0.2    0.4    0.6

E c
al
c /

 V
 v

s.
 F

c+ /F
c

Eexp / V vs. Fc+/Fc

TPSS
y=0.8272x-0.3093 (R2=0.6751)

B3LYP
y=0.9903x-0.0565 (R2=0.9381)

ωB97X
y=1.1979x+0.0294 (R2=0.9680)

ωB97X-D
y=1.1325x+0.0234 (R2=0.9843)

+

2+
avg =

+/2+

3
− − ∗

2 2



2

ω ω

ω

−

3

ω

2+

− −
∆r( − )

−
2+ + ω

3

r r ∆r( − )

−
−
−
−
−
−

−

−



3

−

+
+ 3 → 3

2+
+ −

3
3+

+ − → 2+
+ 3 .

+
+ 3

3+

→ 3
2+

+
2+
.

∆G = −
−1

2+

α β

HOMO-α  
(131)  

[FeIII(bztpen)OMe]2+ 

HOMO-β
(126)   

HOMO-α
(131) 

HOMO-β
(127) 

[FeII(bztpen)OMe]+ 
e− 

2+ + ω 3



α 2+

α β

−

∆r ∆E0

ω

2+ =

−
− −

−

−
2+

ω

∆r



   1.8

   1.9

   2.0

   2.1

   2.2

   2.3

Fe−N(1)

Fe−N(2)

Fe−N(3)

Fe−N(4)

Fe−N(5)

Fe−O

D
is

ta
nc

ia
 / 

Å

Enlace

(b) HS

TPSS
revTPSS

TPSSh
B3LYP

ωB97X−D
EXP   1.8

   1.9

   2.0

   2.1

   2.2

   2.3

Fe−N(1)

Fe−N(2)

Fe−N(3)

Fe−N(4)

Fe−N(5)

Fe−O

D
is

ta
nc

ia
 / 

Å

Enlace

(a) LS

TPSS
revTPSS

TPSSh
B3LYP

ωB97X−D
EXP

(c) LS 

EXP(gris) 
!B97X-D(rojo) 
RMSD=0.052 Å 

(d) HS 

EXP(gris) 
!B97X-D(rojo) 
RMSD=0.056 Å 

(a) LS (b) HS 

(d) HS (c) LS 

− 2+

ω
ω

− 2+

ω
ω

− ω

,

∆r

ω
+



∆r 2+

∆r

∆r
∆r

ω

−
−
−
−
−
− − − − − − −

−

−

β

α

−

−

∆E

ω



129 
128 128 127 

131 
130 

α

⋮ 

⋮ 
β

⋮ 

LS (S=1/2) 
E 

131 
130 

133 
132 

α

⋮ 

⋮ 
β

⋮ 

HS (S=5/2) 

126 
125 

⋮ 

128 
127 

⋮ 

HOMO-β 
(128) 

HOMO-1-β 
(127) 

HOMO-α 
(131) 

HOMO-1-α 
(130) 

HOMO-α 
(129) 

HOMO-β 
(126) 

127 129 
128 
127 

126 

→
2+ ω

∆E

∆E −1

2+ =

∆E

ω

− − −
− − −
− − −
− − −



ω

=

α

α

(a) TPSS 
LS(morado) 
HS(azul) 

(b) revTPSS 
LS(morado) 
HS(azul) 

2+

α β



2+ =

χµT

−

   0.0

   0.5

   1.0

   1.5

   2.0

   2.5

   3.0

   3.5

   4.0

   4.5

     0    100    200    300    400    500    600    700    800

χ M
T 

/ c
m

3  K
 m

ol
-1

T / K

R=Me(exp)
R=Et(exp)
R=Pr(exp)
R=Bu(exp)

R=Me(TPSS)
R=Et(TPSS)
R=Pr(TPSS)
R=Bu(TPSS)

R=Me(revTPSS)
R=Et(revTPSS)
R=Pr(revTPSS)
R=Bu(revTPSS)

χµT T
2+ =

T1/2

∼ T1/2

∼
T1/2



T1/2
2+ =

T1/2 T1/2 T1/2

[ ]2+

[ ]2+

[ ]2+

[ ]2+

∼ ∼
−1 kBT

∼ −1

−



Fuente  
de poder  

Bomba 

− + 

Electrodo 

Membrana 

Tanque 

Electrolito Electrolito 



e− +

Fe

Fe

R

HO3S

HO3S

Fe

HO3S

HO3S

Fe

R

R'

HO3S

Fe

R

R'

HO3S

HO3S

Fe Fe

HO3S RHO3S

3a  R = Et 
3b  R = nBu 
3c  R = tBu

4a  R = R' = Me      
4b  R = R' = Et

1

(a) (b) mono-sulfonatados

(c) bi-sulfonatados

2

6a  R = Et
6b  R = nBu 
6c  R = tBu

5 7a  R = R' = Me 
7b  R = R' = Et



+

Eexp
Ecalc

ω

−

E +
2

E +
2

E +
2

E +
2

ω

ω

ε =
+



−
ω

ω

−

ω 2 =
2 =

   0.0

   0.2

   0.4

   0.6

   0.8

   1.0

   0.0    0.1    0.2    0.3    0.4    0.5

E c
al
c /

 V
 v

s.
 F

c+ /F
c

Eexp / V vs. Fc+/Fc

B3LYP
y=1.919x+0.0066 (R2=0.9700)

ωB97X-D
y=2.004x-0.0224 (R2=0.9801)

+ ω



∼





5

+

+

ω

+

2



ω

ω

− ∆

∆E0

ω

χMT T

ω



6

λ

λ λ

2

2
+ 2+



ω ω

X%

ω = ∼
ω = ∼

+

ω ω

∗

∗



+ D5h

3

ε = 35.688

G

2+ =
+/2+ = 3

+

ω

3

2+ =

∆E0

ω

T1/2



T1/2

2+ =

6 3

+

2+ =



A

Ψ ({ri}, {RA}) = ψ ({ri}; {RA})χ ({RA}) ,

{ri} {RA}
ψ

χ

(Te + VNe + Vee)ψ = Eelec ({RA})ψ,



Eelec ψ RA

(TN + VNN + Eelec)ψχ = Eψχ.

ψ {RA}
TNψχ = ψTNχ

(TN + V)χ = Eχ,

V = VNN +Eelec

ψ

⟨ψ|TN |ψ⟩ Eelec



d5





B



ω ω
∗

−
− −

− − − − − −

−
− −

− − − − − −

−
− −

− − − − − −



ω ω
∗

−
− −

− − − − − −

−
− −

− − − − − −

−
− −

− − − − − −



σ

T

−

σ

−

σ

−

σ



σ

T

−

σ

−

σ

−

σ



−1 +

∆Go, redox
g 3 ∆Go

solv
+ ∆Go

solv ∆Go, redox
s

∗

∗

∆Go, redox
g ∆Go

solv
+ ∆Go

solv ∆Go, redox
s

− − − −
− − −

− − − −
− − −

− − − −
− − −

− − − −
− − −

− − − −
− − −

ω − − − −
− − −

∆Go, redox
g ∆Go

solv
+ ∆Go

solv ∆Go, redox
s

− − − −
− − −

− − − −
− − −

− − − −
− − −

− − − −
− − −

− − − −
− − −

− − − −
− − −

ω − − − −
− − −

ω − − − −
− − −

∆Go, redox
g ∆Go

solv
+ ∆Go

solv ∆Go, redox
s

− − − −
− − −

ω − − − −
− − −



−1 +

∆Go, redox
g 3 ∆Go

solv
+ ∆Go

solv ∆Go, redox
s

∗

∗

∆Go, redox
g ∆Go

solv
+ ∆Go

solv ∆Go, redox
s

− − − −
− −

− − − −
− −

− − − −
− −

− − − −
− −

− − − −
− −

ω − − − −
− − −

∆Go, redox
g ∆Go

solv
+ ∆Go

solv ∆Go, redox
s

− − − −
− −

− − − −
− −

− − − −
− − −

− − − −
− −

− − − −
− −

ω − − − −
−



Eo +

3

Eo
exp

+

− 3

∗

−
− − − −

−

−
−

ω − − − −
ω

Eo
abs 3

Eo +

3

Eo
exp

+

− 3

∗

− − − −
− − −
−

− − − −
− − − −

ω − −

Eo
abs 3



− 2+ =
ω

[ ]2+ [ ]2+ [ ]2+ [ ]2+

−
−
−
−
−
−



− 2+

ω

ω

−
−
−
−
−
−

− 2+

ω

ω

−
−
−
−
−
−



− 2+

ω

ω

−
−
−
−
−
−

− 2+

ω

ω

−
−
−
−
−
−



→ 2+

ω

α

−α
→

−α

−α

→

−α

−α
→

−α

β

−β
→

−β

−β

→

−β

2+

∆S ∆S

− −
− −
− −
− −
− −

Σ



C

+

−



Further insights in DFT calculations of redox potential for iron
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a b s t r a c t

We report DFT calculations of the redox potential for the ferrocenium/ferrocene couple in acetonitrile.
This system is generally used as an internal reference for non-aqueous solutions and is commonly used
for redox potential determination of metal complexes. The set of functionals evaluated includes PBE,
B3LYP, M05, M06, M06L and xB97X-D along with different basis sets. Solvent effects were considered
through PCM and SMD continuum models. Also, the multireference character of the system was tested.
For all functionals considered structural and energetic analysis were performed in order to explain the
calculated redox potentials. Results of multireference test show that a single reference treatment is ade-
quate. A comparison between calculated and experimental parameters suggests thatxB97X-D functional
in combination with SDD/cc-pVTZ basis functions and the PCM solvation model provides the best
description of the redox potential and the structural and energetic parameters. Thus, a confident predic-
tion of redox potential for the Fc+/Fc system was obtained (0.685 V/SHE vs an experimental range of
0.624–0.650 V/SHE), which shows new insights for the widespread use of DFT calculations in the study
of redox potentials for similar systems.

! 2016 Elsevier B.V. All rights reserved.

1. Introduction

Transition metal compounds have redox properties that are
important for application in areas such as materials science, catal-
ysis, environmental chemistry and so on. Some coordination com-
pounds of the Fe(III)/Fe(II) system can exhibit those properties, so
the accurate determination of their redox potential (E0) is essential.

Experimentally the redox potential allows to describe the
behavior of a chemical system in solution, related to the charge
transfer throughout the electrode/electrolyte interface and is con-
trolled by the difference in energy levels of the species in the two
phases at constant T and P [1]. Currently, direct measurement of
the absolute potential is not possible as it requires a reference sys-
tem. Thus, what can be determined are potential differences. By
convention, the H+/H2 is the universal reference system and the
adopted electrode potential scale is based on the standard hydro-
gen electrode (SHE) [2], for which a zero value is established. How-
ever, experimental handling of this system is complicated and
although its use is satisfactory in aqueous media it becomes unre-
liable in non-aqueous media. In these cases, the IUPAC recom-

mends the use of the Fc+/Fc redox pair (ferrocenium/ferrocene)
as a reference system [3]. This system has been widely used in
the determination of redox potential of different systems, particu-
larly of coordination compounds. Although its value has been sub-
ject to some controversy, a selection of accepted values of 0.624 V/
SHE [4] and 0.650 V/SHE [5] has been established.

Recently, the development of computational chemistry has
allowed the description of several chemical properties among
which the redox potential is of our interest. From the theoretical/-
computational viewpoint, this allows to qualify the application of
different approximate methods of solution to the Schrödinger
equation in the description of such properties. Wave function
methods offer high precision, but the computational cost is high
when dealing with relatively large systems. On the other hand, a
method that has been widely accepted is based on density func-
tional theory (DFT), since it offers the best combination of accuracy
and computational cost.

Several authors have calculated the value of the redox potential
in acetonitrile (CH3CN) for the Fc+/Fc system as well as for transi-
tion metal compounds. Roy et al. [6] report potentials calculated
by DFT for the Fc+/Fc system in CH3CN with different functionals
as BLYP, BP86, PBE, B3LYP, BH&HLYP, B3P86 and PBE0. The values
obtained range from !0.24 to 0.58 V/SHE, compared with the
experimental value of 0.650 V/SHE [5]. According to the authors,
there is no preference on the most appropriate functional for calcu-

http://dx.doi.org/10.1016/j.comptc.2016.11.023
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lating the redox potential of this system. Nevertheless, when calcu-
lating the redox potential of the metal complexes with respect to
the calculated potential for Fc+/Fc a good correlation with experi-
mental results is obtained for the B3LYP and PBE functionals.

Namazian et al. [7], estimated the absolute redox potential for
Fc+/Fc with the use of a high level wave function method, G3
(MP2) Full-TZ-Rad, in combination with COSMO-RS as solvation
model. Results are very suitable since it has a value of 0.388 V/
SCE (0.632 V/SHE) against an experimental value of 0.380 V/SCE
(0.624 V/SHE) [4].

According to this, it is clear that a high precision calculation
may be appropriate, however it is expensive when dealing with
larger systems such as various metal complexes. DFT may be suit-
able in calculating such systems; however, given the nature of the
transition metal compounds, we wonder if their possible multiref-
erence character allows for a description based on a single-
reference method such as DFT. Also, it is necessary to address in
more detail the search for a more appropriate functional on the
evaluation of the redox potential for the Fc+/Fc system to properly
describe this property on metal complexes.

We are interested in correctly describe redox properties of var-
ious Fe(III)/Fe(II) coordination compounds [8], for which, it was
observed that the relationship between structure and redox poten-
tial seems to be significant. For that purpose we require a func-
tional able to correctly describe these properties.

Therefore, the general purpose of our study is to evaluate differ-
ent DFT approaches in calculating redox potential as well as both
structural and energetic parameters of the Fc+/Fc system to find
out those with the best performance. Once an adequate methodol-
ogy is found, we intend to use it in further work that allows us to
predict the effects of chemical variations (for example: ligand sub-
stitutions, ligand aliphatic chain length variation, the use of chelat-
ing ligands, etc.) on the calculation of redox potentials of iron
complexes, with good structural predictions and relatively low
computational cost.

It is worth mentioning that the structural arrangement of the
Fc+/Fc system and of most of the transition metal complexes we
want to apply this methodology to, depends on non covalent inter-
actions amongst the coordinated ligands. So a functional which
includes dispersion corrections may be needed, not only for the
appropriate description of the structural arrangements but,
through this, of other properties of interest (e.g. magnetic proper-
ties) also observed in the iron complexes.

1.1. The redox potential

As mentioned above, experimentally it is not possible to deter-
mine an absolute potential, it is necessary to employ a reference. In
this way, the redox potential (Eredox) is the difference of the poten-
tial between two half-reactions, the system of interest (Eabs) and a
reference system (Eref ), as shown in Eqs. (1)–(3),

Oxþ e!!!Red! Eabs ð1Þ
Oxref þ e!!!Red!ref Eref ð2Þ
Oxþ Red!ref!!Red! þ Oxref Eredox ¼ Eabs ! Eref : ð3Þ

One method for determining the redox potential of a system is
to calculate the potential of the two half-reactions and subtract
them to get the redox potential of the system. This method, known
as isodesmic [9], has the advantage that it is possible to minimize
systematic errors as the difference between Eref and Eabs leads to
error cancellations. It is worth mentioning that this method is most
commonly used when trying to determine the redox potential in
non-aqueous media of transition metals compounds with Fc+/Fc
reference system as it is done experimentally. An adequate calcu-

lation of the redox potential for the Fc+/Fc system is of importance
for determining the redox potential of different metal complexes.

1.2. The Born-Haber cycle

For the calculation of redox potentials, a Born-Haber cycle has
been proposed and employed by several authors [6,7,9]. This ther-
modynamical cycle is shown in Fig. 1; there, the quantity of inter-
est is the standard Gibbs free energy of redox half reaction in
solution DGo; redox

solv . According to the cycle, this is obtained by

calculating the change in free energy in gas phase DGo; redox
gas and

the solvation free energies of each of the species DGo
solv (Red) and

DGo
solv (Ox). The overall balance is shown in Eq. (4),

DGo; redox
solv ¼ DGo; redox

gas þ DGo
solvðRedÞ ! DGo

solvðOxÞ ð4Þ

Finally, to calculate the redox potential of a half reaction for a
single electron, Eq. (5) known as the Nernst equation is used,
where F is the Faraday constant,

DGo; redox
solv ¼ !FEo

calc: ð5Þ

2. Computational methods

DFT calculations were performed with Gaussian 09 (version
C.01) package [10] with the following specifications.

2.1. Functionals and basis sets

Six different functionals were examined. The GGA functional
PBE [11]. The hybrid functional B3LYP [12]. From the Minnesota
series, the hybrid functionals M05, M06 and the pure functional
M06L [13–15]. Finally the long range corrected functional with dis-
persion corrections xB97X-D [16]. Three basis sets of increasing
size were considered. Two of them including an effective core
potential for the iron atom and all electron for cyclopentadienyl
(Cp) rings: LANL08 [17]/6-311G⁄ [18] and SDD [19]/cc-pVTZ [20]
for Fe/Cp. The third basis set was an all electron Def2-TZVP [21]
which was employed only for the B3LYP and xB97X-D since these
were the best functionals observed.

2.2. Geometries and free energies

Geometries of ferrocene (Cp2Fe) and ferrocenium ([Cp2Fe]+) in
the eclipsed conformation (D5h) were optimized in gas phase.

Solvent effects were included using the PCM and SMD methods
[22,23] as implemented in Gaussian 09. In solution two geometries
were calculated, the single point gas phase geometries (SP) and full
optimized geometries (OPT), using acetonitrile (CH3CN) as solvent.

The gas phase and solvation free energies of each species were
evaluated through a thermochemical analysis at 298.15 K and
1 atm of the aforementioned geometries in order to obtain the free
energy differences of the cycle, DGo; redox

gas ; DGo
solv (Red) and DGo

solv

(Ox).

Oxg + eg

∆Ggas
o, redox

Redg

Oxsolv

∆Gsolv
o

(Ox) ∆Gsolv
o

(Red)

∆Gsolv
o, redox

Redsolv+ eg

Fig. 1. The Born-Haber cycle.
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2.3. Multireference calculations

In addition, the multireferential character of the system Fc+/Fc
was evaluated with the Ak diagnostic proposed by Fogueri et al.
[24].

3. Results and discussion

3.1. Multireference character

As mentioned previously, DFT properly describes several chem-
ical systems at low computational cost. However, such systems
correspond to those in which dynamic correlation effects predom-
inate. This is due to the single-reference nature of its formulation.

Systems with transition metals, particularly 3d metals, may
exhibit significant nondynamical electron correlation effects that
single-referential methods do not describe well. To treat such sys-
tems a multi-referential calculation is required. However, it is
known that for large systems the computational cost can be
expensive.

To evaluate the multireferential character of a system, many
diagnostics have been proposed. Most of them based on multi-
configuration self-consistent field calculations. However, other
diagnostics use DFT calculations, with the advantage of lower com-
putational cost.

In this paper the Ak diagnostic was evaluated. This was pro-
posed by Fogueri et al. [24] and is a measure of the nondynamical
correlation effects, which are estimated through Eq. (6),

Ak ¼ 1! TAE½XkC'
TAE½XC'

! "
1
k
; ð6Þ

where TAE is the molecular total atomization energy, XC is a pure
DFT exchange correlation functional and XkC is the corresponding
hybrid with 100k % Hartree Fock exchange. In this diagnostic, values
of Ak from 0 to 0.1 indicate that correlation is predominantly
dynamic and thus of non-multireference character. Results are
shown in Table 1 for three basic functionals and for the two systems
involved in this paper.

The Ak diagnostic, being a relative amount makes it an appropri-
ate way of determining the multireferential character. Results
show values within the expected range for a dynamic correlation
in the case of ferrocene. For ferrocenium, the value for the
PBE0/PBE couple lies in the limit for a dynamic correlation,
however, for other functionals, values are within the expected
range. Thus, a DFT single-reference calculation can be used in the
treatment of such systems.

3.2. Geometries

Ferrocene is an organometallic compound comprising an iron II
(Fe2+) metal ion bonded to two cyclopentadienyl rings (Cp!)
through g5 bonds in a ‘‘sandwich” structure. This compound may
have different conformations, going from one in which the two

Cp rings are eclipsed (D5h) to another in a staggered arrangement
(D5d). In solid state it is possible to observe these conformations
in any of the three phases in which ferrocene can crystalize [25].
Among these, below 242 K, the orthorhombic phase has molecules
in the eclipsed conformation. Furthermore, in gas phase, the most
stable conformation of ferrocene corresponds to the eclipsed (D5h),
as determined by Bohn and Haaland in a gas-phase electron
diffraction (GED) study [26], this was later confirmed by Coriani
et al. [27] by calculations at MP2, CCSD and CCSD(T) levels of
theory.

According to the above, the D5h conformation was considered in
this study for ferrocene and ferrocenium structures. These struc-
tures were optimized in gas phase (starting from an X-ray struc-
ture), for all different functionals with the LANL08/6-311G⁄ and
SDD/cc-pVTZ basis sets; and for B3LYP and xB97X-D with Def2-
TZVP basis. For comparison purposes three typical bond distances
corresponding to the FeACp, FeAC and CAC distances were
selected. Complete average distances for the ferrocene structure
are available in supporting information (Table SI 1). The results
are compared with CCSD(T) calculations performed by Coriani
et al. [27] and experimental values obtained from a weighted aver-
age of different X-ray structures [28,29] (Table SI 3).

To observe the performance of the functionals, an analysis of
the mean unsigned error percentage (% MUE) were done, showing
the best functionals for the three bond distances. In Fig. 2 the %
MUE for the six functionals are plotted for the ferrocene structure
with different color each. The standard deviation expressed as a
percentage (% r) obtained from the weighted average of the exper-
imental values is plotted in black as well as the %MUE of the CCSD
(T) calculations in gray.

For the basis sets an improvement when going from LANL08/6-
311G⁄ to SDD/cc-pVTZ was observed for the PBE, M05, M06 and
M06L functionals. However, the basis set size seems not to have
a significant effect for B3LYP and xB97X-D. In these cases, a recal-
culation with Def2-TZVP basis was made which slightly reduces
the %MUE in the three bond distances reported. Most remarkable
in the graph is that some of the functionals are found near the
experimental deviation range, in particular the xB97X-D have
errors even lower that the CCSD(T) method with the LANL08/6-
311G⁄ basis for the three distances. The PBE and the M06 function-
als also have a good performance. On the other hand, B3LYP func-
tional has the largest errors for the FeACp and the FeAC distances
with a SDD/cc-pVTZ basis.

For the ferrocenium ion structure, geometries were also opti-
mized and in order to compare with experimental values, as
reported for ferrocene above, a weighted average of X-ray struc-
tures was obtained (see Table SI 4). The comparison with experi-
ment is a little more involved as crystals of ferrocenium have
been prepared with different counterions. A group with
hexabromo- and hexachloro-rhenium (IV) as counterion was cho-
sen because these were the most ionic anions [30]. Comparing to
ferrocene, the experimental average distance FeACp slightly
increases from 1.650 to 1.692 Å, in the same way the FeAC distance
increases from 2.045 to 2.079 Å, while the CAC distance shows a

Table 1
Ak diagnostic for ferrocene and ferrocenium with B3LYP/BLYP, M06/M06L and PBE0/PBE functionals.

Functional 100k % Ferrocene Ferrocenium

TAE (kJ/mol) Ak TAE (kJ/mol) Ak

B3LYP 20 !9678.017 !0.011 !8994.252 0.024
BLYP 0 !9655.967 !9037.977

M06 28 !9695.346 0.075 !9067.389 0.081
M06L 0 !9902.648 !9277.980

PBE0 25 !9927.560 0.096 !9253.300 0.117
PBE 0 !10171.948 !9532.491
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reduction from 1.425 to 1.420 Å (complete distances for ferroce-
nium are reported in Table SI 2).

It was also observed that the percentage of standard deviation
(% r) of the experimental data in the case of ferrocenium is greater
than for ferrocene, as can be seen in Fig. 3. In these cases, the %
MUE are comparable to the experimental % r. Improving the basis
set to a SDD/cc-pVTZ is possible to appreciate a decrease in the
mean errors. In this case, M06 and M06L functionals have the low-
est values. Additionally, note that the xB97X-D functional also has
a good performance with a mean error lower than the experimen-
tal deviation for the three distances.

3.3. Free energies differences (DG)

Before obtaining the redox potential of Fc+/Fc system, it is con-
venient to analyze the free energies differences involved in the
Born-Haber cycle. Free energies were obtained through a thermo-
chemical analysis as implemented in Gaussian 09. The electronic,
rotational and vibrational corrections, which include the zero point
energy correction, were calculated at 298.15 K. The gas phase free
energy difference, DGo; redox

gas , was obtained from the optimized
geometry of both ferrocene and ferrocenium ion. The DGo

solv (Ox)
and DGo

solv (Red) were obtained in two ways, from a single point
calculation using the optimized gas phase geometry (SP) and by
a full geometry optimization in solution (OPT) with the PCM and
SMD solvation models. The solvent employed was acetonitrile
(CH3CN, e = 35.688). From these three quantities DGo; redox

solv was
obtained through Eq. (4).

We observed that using the SDD/cc-pVTZ basis set and PCM as
solvation model the best results are obtained (see extended tables
of energies in SI 5 and SI 6). Results are summarized in Table 2 for
the six functionals. One can observe that the gas phase free energy
differences, DGo; redox

gas , calculated with different functionals, have
the largest variations. These values are compared with experimen-
tal ionization energies; the reported values vary from 636.813 to
694.706 kJ/mol (6.6 to 7.2 eV) [31], from these, the negative value
was taken for comparative purposes. In this case, the functionals
that are within the range of the experimental value are B3LYP
and xB97X-D with !681.834 and !685.633 kJ/mol respectively,
all other functionals are above the range reported.

For the solvation free energies DGo
solv (Ox) and DGo

solv (Red) cor-
responding to DGo

solv (Fc+) and DGo
solv (Fc) respectively, the observed

variation on the calculated values is less than in the gas phase. Fur-
thermore, there is an improvement when performing a geometry
optimization in solution instead of a single point calculation (see
Table SI 5). For ferrocenium no experimental solvation free ener-
gies were found, DGo

solv (Fc+), these were estimated through the
Born-Haber cycle using the available experimental values:
DGo; redox

gas from !636.813 to !694.706 kJ/mol [31], DGo
solv (Fc) =

!32.029 kJ/mol [32] and DGo; redox
solv = !506.548 kJ/mol, obtained

from the experimental redox potential of 0.650 V/SHE [5]. We
observed that calculations with PCM model are in agreement with
the estimated range from !162.283 to !220.176 kJ/mol except for
M06L functional which markedly overestimates this value.

For ferrocene the solvation free energy, DGo
solv (Fc), is

overestimated in all cases with this combination of basis set
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(SDD/cc-pVTZ) and PCM solvation model. It was found a similar
behavior for the LANL08/6-311G⁄ and Def2-TZVP basis sets. If
solvation model is changed to SMD, energies nearest to the exper-
imental value were found, despite this improvement, values of
Gibbs free energies of redox half reaction, DGo; redox

solv , are further
away from the experimental (Table SI 6).

Finally, from the overall balance, the standard Gibbs free energy
of redox half reaction in solution, DGo; redox

solv , is determined.
Differences between the gas phase optimized values and the com-
plete optimized ones in solution were found, in almost all cases a
value closer to the experimental is obtained by performing a com-
plete optimization (see Table SI 5). Once again the B3LYP and
xB97X-D are the most approximate to the experimental values.
We believe that a major source of error lies in the calculation of
the gas phase free energy, as it is the one with the largest
variations.

3.4. Redox potentials (E0)

Using the free energies of redox half reaction in solution
DGo; redox

solv , the redox potential (E0) is determined through Eq. (5)
and the values obtained are referenced to the standard hydrogen
electrode (SHE) in acetonitrile, whose absolute value is 4.6 V [1].
As previously mentioned, several different redox potentials are
reported in the literature, we compare with some of the most
recent and recommended values being 0.624 V/SHE [4] and
0.650 V/SHE [5].

Comparing the potentials obtained from a GP-OPT and a the
potentials obtained from a complete optimization (GP-OPT &
PCM-OPT), the values closer to the experimental are obtained from
the latter (see Tables SI 7 and SI 8). In Table 3 results are presented
for the six functionals, the basis sets and a full optimized
structure in both gas phase and acetonitrile with PCM as solvation
model.

It is possible to observe that increasing the basis from
LANL08/Cp:6-311G⁄ to SDD/cc-pVTZ the redox potential presents
an improvement and values of 0.655 V/SHE and 0.685 V/SHE are
obtained for B3LYP and xB97X-D, however when the Def2-TZVP
is used this value is overestimated in both cases. It is clear that
the choice of the functional plays the most important role on the
calculation of redox potentials. To better observe the performance
of all functionals, values were plotted in a redox potential scale
(Fig. 4), using the three basis sets and PCM as solvation model.
The experimental values are shown in solid black lines.

From the graph, what is most striking is the proximity of B3LYP
with SDD/cc-pVTZ basis (0.655 V/SHE) to the experimental values.
This is not surprising since it has been one of the most successful
and perhaps the most popular functional since its introduction in
1993 by Becke [12]. However, as A. J. Cohen et al. mentioned
[33], one of the challenges of DFT is to develop a functional that
performs better than B3LYP. In the graph, the M06L functional in
combination with LANL08/6-311G⁄ also is very near to the
experimental, however its performance with geometries and
energies is not remarkable. On the other hand, xB97X-D with
SDD/cc-pVTZ basis also has an excellent performance in predicting
the redox potential with a value of 0.685 V/SHE. Moreover, this
functional has proved to be the most consistent throughout the
analysis of geometries, energies and redox potentials made in this
paper. This achievement could be attributed to the nature of the
functional, as it is located on a higher rung of the DFT Jacob’s ladder
proposed by Perdew and Schmidt [34].

Lastly, it is noteworthy that the difference between the two of
the best values obtained from calculations (B3LYP and xB97X-D
with SDD/cc-pVTZ basis), is 0.030 V/SHE. It is of the same order
as the difference between two reliable experimental values,
0.026 V/SHE. Thus, this study shows that DFT approaches can ade-
quately estimate values of redox potential, particularly the Fc+/Fc
couple, which is used as a reference system to calculate redox
potentials of coordination compounds. Also, with the approxima-
tions established here, the importance of this work is to apply this
methodology to calculate and predict accurate redox potentials on
several iron coordination compounds as the studied in Ref. [8], and
if it is possible explain other properties observed such as
magnetics.

Table 2
Calculated and experimental free energies in gas phase (DGo; redox

gas ) and in CH3CN (DGo
solv and DGo; redox

solv ) for Fc+/Fc pair (kJ/mol).

Functional SDD/cc-pVTZ

GP-OPT PCM-OPT

DGo; redox
gas

DGo
solv (Fc+) DGo

solv (Fc) DGo; redox
solv

B3LYP !681.834 !185.854 !11.090 !507.071
PBE !634.793 !175.310 !11.704 !471.188
M05 !613.637 !178.786 !10.473 !445.324
M06 !622.755 !182.417 !10.376 !450.714
M06L !623.168 !140.483 !8.493 !491.178
xB97X-D !685.633 !187.343 !11.644 !509.935

EXP !636.813a !162.283b !32.029c !504.039d

!694.706a !220.176b !506.548e

a The negative value of ionization energy range reported [31].
b Calculated using the Born-Haber cycle with DGo; redox

gas obtained from [31], DGo
solv (Fc) obtained from [32] and DGo; redox

solv from [5].
c Ref. [32].
d Calculated from the experimental redox potential value of 0.624 V/SHE [4].
e Calculated from the experimental redox potential 0.650 V/SHE [5].

Table 3
Calculated values of E0 (V/SHE) for Fc+/Fc in acetonitrile (CH3CN).a Comparison
between experimental (EXP), in italics, and calculated values for all functionals and
basis sets (values closer to experimental are in bold) with PCM as solvation model.

Functional GP-OPT & PCM-OPT

Fe:LANL08/Cp:6-311G⁄ Fe:SDD/Cp:cc-pVTZ Def2-TZVP

B3LYP 0.751 0.655 0.714
PBE 0.305 0.284 –
M05 0.122 0.015 –
M06 0.264 0.071 –
M06L 0.653 0.491 –
xB97X-D 0.919 0.685 0.741

EXP 0.624 [4] and 0.650 [5]

a SHE in CH3CN is 4.6 V [1].
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4. Conclusions

It was shown that it is possible to perform adequate calcula-
tions of the redox potential for the Fc+/Fc system within the frame-
work of a single-reference method such as density functional
theory (DFT).

Methodological analyses of structure, energy and redox poten-
tial were performed for different DFT approaches. It is observed
that some functionals correctly describe structural or energetic
parameters, however fail in the description of redox potential,
between them, we recommend the use of xB97X-D, since it has
proved to be consistent throughout the analysis and in combina-
tion with a basis set SDD and cc-pVTZ for Fe and Cp respectively
and PCM solvation model, a good redox potential value is obtained
for the Fc+/Fc system (0.685 V/SHE). The inclusion of a dispersion
term in xB97X-D allowed for the calculation of its geometry in
very close agreement with experimental values. Also, the fact that
the difference between the best calculated values and reliable
experimental values are comparable, support the calculation of
redox potentials through DFT approaches.

Thereby, this work presents a new scenario into the DFT calcu-
lations of redox potential, showing that it is possible to obtain a
reliable value for the Fc+/Fc system in acetonitrile, which can be
used as a reference for the calculation of redox potential of coordi-
nation compounds, particularly in order to estimate the effect of
chemical variations such as ligand substitutions, ligand aliphatic
chain length variation and chelating ligands which will be better
described by a density functional that includes non covalent
interactions.
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Correlating Properties in Iron(III) Complexes: A DFT
Description of Structure, Redox Potential and Spin
Crossover Phenomena
Martha M. Flores-Leonar, Rafael Moreno-Esparza, Vı́ctor M. Ugalde-Saldı́var,* and
Carlos Amador-Bedolla*[a]

Calculations of structure, redox potential and spin transition
energies were performed using DFT approximations for a series
of [Fe(bztpen)OR]2 + / + type FeIII/FeII systems (R=Me, Et, nPr,
nBu), which have a temperature dependent spin crossover
behavior. These compounds exhibit changes in redox and
magnetic properties, related to structural variations quite
important for their possible applications among which signal
generator materials stand out. Functionals B3LYP, wB97X!D
and TPSS along with PCM solvation model were evaluated for
redox potential, whereas for spin crossover the TPSSh func-
tional was also included. The multireference character of these
compounds was tested as well. Calculations were compared to
experimental measurements, and wB97X!D proved able to

accurately describe the geometries observed in solid state for
the low spin (LS) and high spin (HS) states; moreover, it had the
best correlation between calculated and experimental redox
potential values. However, in the description of the spin
transition energies the TPSS functional is needed to correctly
describe the LS state as the observed ground state in the
complexes at low temperature, which allows to calculate
proper spin transition curves as a function of temperature.
From these results, we obtained suitable approximations for an
accurate description of redox potential and magnetic proper-
ties for the FeIII coordination compounds, which can be
extended to model similar systems.

Introduction

Spin crossover (SCO) behavior and redox properties in metal
complexes are of interest because of their applications in
several fields of chemistry such as biochemistry, catalysis, solar
cells, energy storage devices, signal generator materials, among
others.[1–6] These two properties can be modulated in some FeIII

/ FeII compounds, by judicious structural modifications of the
complexes produced.

In the field of SCO phenomena, Schiff base ligands provide
one of the most versatile sources of iron (III) SCO complexes.
Typically, these complexes display a [FeIIIN4O2] coordination
environment, which can be achieved by the participation of
ancillary ligands.[3] Recently, we have studied the formation of
[FeII(bztpen)X]+ /2 + complexes,[7] where bztpen is the nitrogen
pentadentate ligand N-Benzyl-N,N’,N’-tris(2-pyridylmethyl) eth-
ylenediamine and X is an anion or solvent molecule (see
Scheme 1a and 1b). The stability of these complexes in
acetonitrile (CH3CN) solution towards oxidation follows the
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Scheme 1. a) Structure of the N-Benzyl-N,N’,N’-tris(2-pyridylmethyl) ethyl-
enediamine (bztpen) ligand. b) FeII complexes [Fe(bztpen)X]+ /2 + (R = Cl!, Br!,
I!, OCN!, SCN!, [N(CN)2]!, CH3CN, CN!). c) FeIII complexes [Fe(bztpen)OR]2 +

(R=Me, Et, nPr, nBu).
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expected behavior considering the ligand field of the exoge-
nous ligand X. In solid state, for halide and pseudo halide
ligands X = Cl!, Br!, I!, OCN! and SCN!, which are mainly sigma
donors the resulting complexes are in a paramagnetic HS state;
but when ligands are both sigma and pi donors (X = [N(CN)2]!,
CH3CN, or CN!), the complexes are in a diamagnetic LS state.
This is consistent with the donor capabilities of these different
exogenous ligands. Two- and one-step SCO behaviors were
observed in the solid state and in solution respectively for
dinuclear species [{FeII(bztpen)2}{m-N(CN)2}](PF6)3.[8]

From these works, it could be inferred that the polypyr-
idine-like bztpen ligand stabilizes the iron(II) ion reasonably
well. However, in a later study we have observed that in the
absence of coordinating species the FeII!bztpen system is
unstable in methanol (MeOH) and other ROH solvents, giving
rise to the stable species [FeIII(bztpen)OR]2 +, where R = methyl
(Me), ethyl (Et), n-propyl (nPr) and n-butyl (nBu) as in
Scheme 1c.[9] The reducing agent associated with this observed
oxidation is not well understood. However, it may be that the
acidic proton in the solvent gets reduced forming the
corresponding alkoxy and molecular hydrogen. The potential
peaks were measured in acetone for these complexes, and it
was observed that none of these systems are reversible and
that the cathodic peak associated with a FeIII/FeII reduction is
the only one detected. This can be attributed to the instability
of the [FeII(bztpen)OR]+ complexes, implying that the obtained
value of redox potential is just an approximation.

On the other hand, stable monometallic [FeIII(bztpen)OR]2+

complexes have a temperature-dependent spin crossover
behavior in solid state. The experimentally observed arrange-
ment of the compounds is in a pseudo-octahedral geometry
and LS (S = 1/2) to HS (S = 5/2) transition is seen along with an
increase of the metal-ligand (M!L) distances. Moreover, the
increase in the size of the substituent R is seen to produce an
increase in transition temperature (T1/2), from 158 K for R=Me to
284 K for R = nBu, suggesting a correlation between the size of
the ligand and T1/2.

From a theoretical point of view, an adequate description
of these properties helps not only to understand the phenom-
ena mentioned above but also to qualify the theoretical
approaches that are used as tools in the design of new
molecules with optimal properties. In this field, density func-
tional theory (DFT) has proven to have a good accuracy-cost
relationship when dealing with relatively large systems com-
pared to wave function methods.

In this work, we evaluate magnetic and redox properties
and their associated structural changes for the [Fe(bztpen)
OR]2 + series of complexes by using several DFT approximations
to get a suitable correlation between theory and experiment.
We performed an accurate description of these properties,
which can be extended to design new molecules of the same
type whose properties could be optimized for desired
applications.

In the following section, we describe briefly the theoretical
models employed to calculate the magnetic and redox proper-
ties. Subsequently, results and discussion are presented.

Determination of redox and magnetic
properties

In calculating the redox potential different methodologies have
been reported.[10] The one suitable for metal complexes is
based on the thermodynamic cycle shown in Scheme 2, which
has been used by several authors.[11–13]

According to this cycle, the standard Gibbs free energy of a
redox half reaction in solution, DGs

o,redox, is obtained by
calculating the change in free energy in gas phase, DGg

o,redox,
and solvation free energies of each of the species DGo

solv (Red)
and DGo

solv (Ox), as shown in Equation 1.

DGo;redox
s ¼ DGo;redox

g þ DGo
solv Redð Þ ! DGo

solv Oxð Þ ð1Þ

Once DGs
o,redox is obtained, the redox potential is calculated

(Eo
calc) using the Nernst equation for the exchange of one

electron (Equation 2).

DGo;redox
s ¼ !FEo

calc ð2Þ

In order to obtain accurate redox potential (E) calculations,
the use of an internal reference system has been recommended
to reduce the error between calculated and experimental
values.[14] For metal complexes, this internal reference corre-
sponds to the ferrocenium/ferrocene (Fc+/Fc) redox pair, which
is also the system that is to be used experimentally according
to IUPAC recommendations.[15] Within the DFT approximations
employed to calculate the redox potential, B3LYP has been one
of the most widely used functionals.[11, 13,14] However in a
previous work other functionals such as wB97X!D, were seen
to provide more accurate results in the calculation of potential
for the Fc+/Fc system.[16]

For the SCO phenomenon, an energy diagram along one of
the M!L coordinates can be used to describe the equilibrium
between the LS and HS configurations for the octahedral FeIII

complexes, as shown in Figure 1. In the diagram, the minima
displaced both horizontally and vertically allow distinguishing
two main effects of the thermal transition LS!HS. One is the
change in M!L bond distances (DrHL), which is a positive
quantity if an increment from LS to HS is observed. The other is
the change in energy from LS to HS (DE0

HL). A necessary
condition for thermal spin transition is that the zero-point
energy difference between the two states is in the range of
thermally accessible energies, DE0

HL = E0
HS!E0

LS ~kBT (~2.47 kJ

Scheme 2. Born-Haber cycle used to estimate redox potentials.

Full Papers

4718ChemistrySelect 2017, 2, 4717 – 4724 $ 2017 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim



mol!1), although the actual value for T1/2 will be determined by
vibrational entropy considerations.

Some properties can be modeled well almost regardless of
functionals, e. g., structures, vibration frequencies, and some
energies of reactions where the electronic structure remains
qualitatively unaltered, i. e., the number and types of occupied
orbitals stay the same during the process. Regarding the
description of geometry, it is recognized as an important
parameter because of its use in assessing quality of the
employed approaches and as a starting point for describing the
properties of interest. Several DFT functionals such as xDH-
PBE0, PBE0, M06 L and wB97X have proved to perform
accurately in the description of small and medium size organic
molecules with deviations between 0.003!0.008 Å.[17] Never-
theless, for molecules containing transition metals, deviations
increase with values from 0.020!0.400 Å as reported in the
description of organometallic compounds of Ni, Pd, Ir and
Rh,[18] where the hybrid functional B3LYP is one of the most
frequently used with relatively good performance. Additionally,
the long-range functional wB97X!D has been successful in the
description of these metal complexes, probably due to the
inclusion of dispersion interactions that are often present in
this kind of systems. However, an adequate study of the SCO
transition requires firstly a correct estimation of the electronic
properties that determine the HS-LS gap and secondly, the
geometry changes (DrHL) mentioned above. Once again, the
B3LYP functional is one of the most widely used,[19] despite the
good results achieved by the TPSSh hybrid functional, in
particular in the calculation of DE0

HL and its use in the
determination of spin transition curves.[20, 21]

Results and Discussion

Redox Behavior

Reduction peak potentials were measured in acetonitrile
solution for [Fe(bztpen)OR]2 + (R=Me, Et, nPr, nBu) complexes.
Cyclic voltammetry (Figure 2) reveals an irreversible signal (Ecp)

associated with the reduction from FeIII to FeII for all the
compounds with values from !0.310 to !0.278 V. This
behavior is similar to that previously reported in acetone,[9] with
an average shift of ~0.067 V toward positive values in
acetonitrile.

In order to confirm the cathodic peak associated with the
reduction of FeIII to FeII DFT calculations of the redox potential
were performed with TPSS, B3LYP and wB97X!D functionals,
which were selected based on our previous calculations in the
Fc+/Fc+ system.[16] The calculated redox potentials (Ecalc) for the
[FeIII(bztpen)OR]2 +with respect to the Fc+/Fc value are given in
Table 1 and compared to the experimental Ecp values. Notice

that the peak potential is not the redox potential, which is
about 30 mV below the cathodic peak potential in reversible
systems, and can be even more negative for irreversible
systems.[22] Nevertheless in the present calculations, and in

Figure 1. Energy diagram for LS and HS states in the [Fe(bztpen)OR]2 +

complexes.

Figure 2. Cyclic voltammetry measured in CH3CN (V vs Fc+/Fc) for [Fe
(bztpen)OR]2 + (R=Me, Et, nPr, nBu) complexes.

Table 1. Experimental cathodic peak potentials and calculated redox
potentials (V vs Fc+/Fc) in CH3CN for [Fe(bztpen)OR]2 + (R=Me, Et, nPr, nBu)

complexes.

OR Ecp

Ecalc

TPSS B3LYP wB97X-D

OMe !0.310 !0.861 !0.500 !0.411
OEt !0.283 !0.847 !0.464 !0.397
OPr !0.303 !0.853 !0.492 !0.452
OBu !0.278 !0.850 !0.429 !0.364
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order to compare the effect of different ligands, we will
consider E0&Ecp.

Experimentally, it seems that there is no significant effect of
the substituent R on the potential, as their values appear to be
very close to each other. The functional with the closest values
to the experimental one is wB97X!D with the lowest mean
absolute difference (MAD) of 0.113 V. For this functional we can
also notice that calculated and experimental potentials do not
appear in the same order, which is not surprising since the
difference between them is below its precision. However, based
on these results, an adequate description of the redox potential
for the reduction process from FeIII to FeII is obtained.

To achieve a more accurate and quantitative description of
this property we proceed to perform calculations of other iron
systems to have a broader range on redox potential values and
be able to elaborate a correlation plot. Some of the FeII!
bztpen previously mentioned were included; they are reversible
systems with the following formula [Fe(bztpen)X]+ /2 + (X=CH3

CN, NCO!, CN!) and experimental values reported in CH3CN.[7]

Moreover the structures of Fe(Cp)2 and Fe(Cp*)2 (where Cp and
Cp* are cyclopentadienyl and 1,2,3,4,5-pentamethylcyclopenta-
dienyl ligands) were included as well. Experimental and
calculated values are shown in Table 2, where the cathodic

peak potentials for the [Fe(bztpen)OR]2 + (R=Me, Et, nPr, nBu)
complexes are considered as an average since their values do
not show dependence on the substituent R as mentioned
above.

It can be noticed that wB97X!D remains the best functional
with a MAD = 0.057 V, closest to the well-known 0.058 V (at
298.15 K), which is the experimental difference between
reduction and oxidation peaks for reversible systems that
exchange one electron.[23, 24] The correlation plot between
calculated and experimental values is shown in Figure 3. The
cathodic peak potentials for the [Fe(bztpen)OR]2 +

avg are
represented with their standard deviation bars in the graph.
Note that the calculated value for these compounds shows
greater deviation from the experimental values than the other
compounds. A decrement of 100 mV in the experimental value
would make the prediction similar to that observed for the
other compounds. Such difference is in the range of differences
between half wave and cathodic peak potential (30 mV) plus

the one expected from system irreversibility behavior.[22]

Correlation coefficients (R2) were obtained from linear regres-
sion, with values of 0.6751, 0.9381 and 0.9843 for TPSS, B3LYP
and wB97X!D, respectively, which confirms the good perform-
ance of the latter functional in the description of this property.

Next, an analysis of the M!L bond distances in solution
was performed to observe the change in geometry of alkoxide
complexes [FeIII(bztpen)OR]2 + after reduction. The distances
were obtained from fully optimized structures in CH3CN with
the wB97X!D functional. This functional was selected not only
for its performance in the description of the redox potential,
but also because it provides, as will be discussed in the next
section, an accurate description of the bond distances for the
LS and HS complexes.

For the [FeIII(bztpen)OMe]2 + complex, an increase in all M!
L bond distances can be observed when an electron is added
since Dr(FeIII!FeII) has positive values (Table 3, see Table S1 for

the M!L bond distances of all the complexes of supporting
information). This increase is larger in the Fe!O distance with
a value of 0.117 Å, which can suggest the possibility of this
bond being broken after reduction. This may help to explain
the irreversibility observed in these systems, however, addi-

Table 2. Experimental and calculated potential values (V vs Fc+/Fc) in CH3

CN for FeIII complexes [Fe(bztpen)OR]2 +
avg and FeII complexes [Fe(bztpen)

X]+ /2 + (X=CH3CN, NCO!, CN!), Fe(Cp)2 and Fe(Cp*)2.

Compound Eexp

Ecalc

TPSS B3LYP wB97X-D

[Fe(bztpen)OR]2 +
avg !0.293 !0.853 !0.471 !0.406

[Fe(bztpen)CH3CN]2 + 0.576 0.157 0.433 0.685
[Fe(bztpen)NCO]+ 0.145 !0.348 0.121 0.167
[Fe(bztpen)CN]+ !0.074 !0.341 0.009 !0.014
Fe(Cp*)2 !0.539[a] !0.649 !0.619 !0.536
Fe(Cp)2 0.0[b] 0.025[b] 0.005[b] 0.035[b]

MAD ! 0.312 0.086 0.057

[a] Taken from reference 14. [b] Referred to 0.650 V from reference 22.

Figure 3. Correlation plot of calculated vs. experimental potential values in
CH3CN (V vs Fc+/Fc). The [FeIII(bztpen)OR]2 + (R=Me, Et, nPr, nBu) complexes
are represented with an average value and its standard deviation bar. For
[FeII(bztpen)X]+ /2 + (X=CH3CN, NCO!, CN!), Fe(Cp*)2 and Fe(Cp)2 complexes
values are represented with points.

Table 3. M!L bond distances (Å) calculated with wB97X!D in CH3CN with
PCM solvation for [FeIII/II(bztpen)OMe]2 + / + complexes.

Bond r(FeIII) r(FeII) Dr(FeIII!FeII)

Fe!N(1) 2.107 2.200 0.092
Fe!N(2) 2.125 2.212 0.088
Fe!N(3) 2.160 2.227 0.066
Fe!N(4) 2.273 2.374 0.100
Fe!N(5) 2.251 2.353 0.102
Fe!O 1.782 1.900 0.117
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tional studies should be carried out in order to confirm such
electrochemical behavior.

Nonetheless we have calculated the free energy differences
for the substitution of the metoxi ligand by acetonitrile
according to the following reaction (see Scheme S1 for details):

½Fe ðbztpenÞ OR(þ þ ½Fe ðbztpenÞ CH3CN(3þ Ð
½Fe ðbztpenÞ CH3CN(2þ þ ½Fe ðbztpenÞ OR(2þ

Obtaining DG = !90.1 kcal mol-1, which bolsters the hy-
pothesis of the instability of alkoxi Fe(II) complexes.

Finally, we analyzed the molecular orbitals associated with
this reduction. [FeIII(bztpen)OMe]2 + has five unpaired a-elec-
trons whereas [FeII(bztpen)OMe]+ has only four, as the added
electron is of b-spin. The newly occupied b molecular orbital is
almost exclusively located in the reduced Fe atom and the a

HOMO, distributed in several carbon atoms in the FeIII complex,
is also located in the FeII atom after reduction. Thus, reduction
modifies MOs centered on the Fe atom affecting the Fe!L
bonds (see Figure S1 for a MOs graph of FeIII and FeII

complexes).

Spin Crossover

As mentioned above, for the spin crossover an accurate
description of structural and energetic changes (DrHL and DE0

HL)
associated with the process should be done. For this purpose a
full optimization of the structures was performed in gas phase
for the LS and HS states and results were compared with the
experimental results reported by Ortega-Villar et al.[9] The same
functionals that were used for the redox potentials were tested
(TPSS, B3LYP and wB97X!D), plus the hybrid TPSSh functional
that was added for its good performance in the SCO
description.

Experimentally, it is observed that the ground state
configuration for the [FeIII(bztpen)OR]2 + (R=Me, Et, nPr, nBu)
complexes at low temperature (100 K) corresponds to LS, but
when temperature is increased (300 K) the configuration
corresponds to a HS state.

The change in M!L bond distances observed by X-Ray
diffraction is a slight increment in the Fe!N bond lengths
(numerated as in Scheme 1a), and no appreciable change in
the Fe!O distance; these experimental modifications are
rightly described by calculations (See Tables S2-S5 for exper-
imental and calculated values).

This increase in bond distances when moving from LS to HS
can be observed in Figure 4a and 4b for the [FeIII(bztpen)
OMe]2 + complex in black (experimental values) and colored for
different functionals. It is also reflected in the DrHL values
presented in Table 4. In general, for the functionals tested, this
trend is seen to be properly described in all cases for both spin
states. However, among these functionals again wB97X!D has
the most accurate values in the description of this property as
can be observed in DrHL(calc) values in Table 4. This is also in
agreement with the overlap between the experimental and
calculated structures (considering only the M!L bond lengths

for both spin states). We observed that wB97X!D has the best
fitting with an RMSD = 0.052 Å for LS and RMSD = 0.056 Å for
HS as can be seen in Figures 4c and 4d, while B3LYP has
RMSD = 0.064 Å and 0.117 Å, TPSS has RMSD = 0.072 Å and
0.122 Å and TPSSh has RMSD = 0.075 Å and 0.112 Å for the LS
and HS states, respectively.

Mulliken spin analysis reveals that LS state has the unpaired
electron located mostly on the Fe atom (0.9) and the O atom
(0.2), while the HS state has also unpaired electrons located on
Fe (4.1) and O (0.4) (see Table S7 for details). The MOs involved
in the transition from LS to HS (a-MOs 130 and 131 get
occupied and b-MOs 127 and 128 are depopulated) are all
mostly of Fe, C and N character (see Table S8 for details) with
no O character, in agreement with the result that Fe!O bond
remains unchanged after the transition from LS to HS.

With these analyses, we can establish that any functional
(among those tested), adequately predicts the geometries
observed for the LS and HS states in the [FeIII(bztpen)OR]2 + (R=
Me, Et, nPr, nBu) complexes. However, if a more precise
description is required wB97X!D has the best performance,
where long-range separation and dispersion corrections seem
to have an effect on the geometry description for these
systems.

In addition to the structural analysis, the spin transition
energies (DE0

HL) must be also adequately described. This
description has been the subject of several studies using
different levels of theory. The estimation of T1/2 is reasonably
close to experimental results for Fe(II) and Fe (III) com-
pounds.[21, 25–28] (See Table S6 and Figure S2). In Table 5, the

calculated spin transition energies are given for all the func-
tionals tested.

It can be noticed that the only functional that correctly
describes the LS state as the ground state is TPSS, which is a

Table 4. Experimental and calculated DrHL (Å) for [FeIII(bztpen)OMe]2 +

complex (best results as compared to experimental ones in bold).

Bond DrHL (exp)
DrHL (calc)

TPSS TPSSh B3LYP wB97X-D

Fe!N(1) 0.123 0.157 0.151 0.140 0.123
Fe!N(2) 0.120 0.189 0.175 0.166 0.152
Fe!N(3) 0.132 0.195 0.181 0.163 0.149
Fe!N(4) 0.167 0.228 0.222 0.221 0.224
Fe!N(5) 0.141 0.195 0.185 0.183 0.174
Fe!O !0.001 !0.017 !0.018 !0.015 !0.006

Table 5. Calculated spin transition energies DE0
HL (kJ mol!1) for [FeIII

(bztpen)OR]2 + (R=Me, Et, nPr, nBu) complexes.

OR
DE0

HL (calc)
TPSS TPSSh B3LYP wB97X-D

OMe 17.229 !21.022 !36.127 !29.726
OEt 18.011 !20.067 !35.242 !34.160
OPr 17.685 !20.715 !36.072 !31.516
OBu 20.726 !16.945 !31.981 !30.479
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pure meta-GGA functional. All other functionals have negative
transition energies and therefore invert the spin state, even
wB97X!D that has worked properly for the redox potentials
and geometries and TPSSh that has given good results in this
type of calculations. In this case, the inclusion of a fraction of
HF exchange seems to make unstable the LS configuration.

Classification of different functionals is based on the known
result that pure GGAs are biased towards low spin, while hybrid
GGAs tend to do the opposite.[29] This is consistent with our
own findings, that B3LYP and wB97X!D predict a lower energy
for high spin. Also, it has been suggested that the use of hybrid
meta GGA compensates these opposed tendencies.[29] We have
made such attempt and found that in this case it over-
compensates and still predicts high spin as the lower energy
state. For our compounds only pure meta GGA could correctly
predict low spin as the stable state. Our results deviate from
experimental ones in a range that coincides with those
obtained for a set of Fe compounds using different levels of
theory. (See Figure S2 and Table S6.)

With an adequate description of the LS and HS states,
provided by TPSS functional we proceeded to reproduce the
experimental spin transition curves observed in the series of
complexes. A methodology that has been used to this end by
some authors[20, 21] is to treat the thermal spin crossover as a

thermodynamic equilibrium between LS and HS states. The
change in Gibbs free energy between these two states (DGHL)
at a certain temperature is related to the equilibrium constant
(KHL = gHS/gLS). Thus, the HS fraction (gHS) can be obtained by
Equation 3.

gHS ¼ 1þ eDGHL Tð Þ=RT
! "!1 ð3Þ

From the HS and LS fractions (gHS and gLS), calculated at a
given temperature, the effective magnetic moment (meff(T)) can
be estimated through Equation 4 and finally related to the
temperature and magnetic susceptibility product (cMT) through
Equation 5.

meff Tð Þ ¼ gHS Tð ÞmHS SHSð Þ þ gLS Tð ÞmLS SLSð Þ ð4Þ

cMT ¼ meff Tð Þ
2:8278

# $2

ð5Þ

Performing a temperature scanning from 0 to 800 K for
each of the complexes we calculate the cMT product and plot
the values as a function of temperature to obtain the spin
transition curves. The experimental and calculated spin tran-
sition curves are compared in Figure 5. It can be distinguished

Figure 4. Calculated and experimental M!L bond lengths for the [FeIII(bztpen)OMe]2 + complex. (a) LS state calculated with B3LYP, wB97X!D and TPSS
compared with experimental structure at 100 K. (b) HS state calculated with B3LYP, wB97X!D and TPSS compared with experimental structure at 300 K. (c) LS
state structure overlap for wB97X!D and experimental (100 K) M!L bond lengths. (d) HS state structure overlap for wB97X!D and experimental (300 K) M!L
bond lengths.

Full Papers

4722ChemistrySelect 2017, 2, 4717 – 4724 $ 2017 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim



that the calculated spin transition curves (dashed lines) have
the behavior expected for a transition from LS (S = 1/2) to HS
(S = 5/2). However, there is a shift in the transition temperature
(T1/2) of about ~200 K between the calculated and experimental
curves (See Table 6 for the actual values). Also, the trend of the

increase in T1/2 as a function of R substituent does not agree
well with the experimental results.

Solid state interactions may modify magnetic properties, as
shown in a previous study of similar compounds for which a
solvent molecule included in the unit cell caused big changes
for intermolecular interactions.[30] This is also the case found by
Brehm et al.[31] in a compound in which the LS and HS have
different geometries. Our compounds on the other hand, not
only have the same geometry in LS and HS states, but also the
same space group upon changes in the ligand. A careful
analysis of the intermolecular interactions carried out by
Ortega-Villar et al.,[9] revealed that for different complexes these
interactions are mainly the same.

Despite this, the difference in temperatures between the
calculated and experimental values is estimated to be around
~0.6 kcal mol-1, which is acceptable for a theoretical calculation
considering that chemical precision is estimated at ~1.0 kcal
mol-1. The small differences observed between R substituents

remain as a challenge for DFT and the search for the universal
functional.

Conclusions

In this work, DFT calculations were performed of the redox
potential, spin crossover phenomena and the structural
changes observed in the FeIII series of [Fe(bztpen)OR]2 +

complexes where R=Me, Et, nPr, nBu. The TPSS, B3LYP and
wB97X!D functionals were tested for the redox potentials. For
the SCO, TPSSh functional was added.

It was found that wB97X!D correctly describes the redox
potential in FeIII/FeII systems with a correlation coefficient R2 =
0.9843. The geometry of the complexes is also well described
for the LS and HS states with this functional with RMSD of
0.052 and 0.056 Å, respectively.

For the SCO phenomena, according to the energy differ-
ence between low spin and high spin states, DE0

HL, TPSS is the
functional that describes the correct spin state (LS) at low
temperature. With this functional it was possible to reproduce
the spin transition curves, where a difference of ~200 K
between the calculated and experimental curves is observed.
However, this displacement (~0.6 kcal mol-1) is within the order
of what is considered chemical precision (~1.0 kcal mol-1). To
correctly reproduce the experimentally observed trend of the
increase in T1/2 as a function of R greater precision is required.
Current functionals are not capable of this kind of precision.
Most demanding functionals are near 2 kcal mol-1 precision,
whereas functionals used in this work are near 3–5 kcal mol-1 in
similar cases when applied to organic molecules.[17]

Our results show that very different properties (redox
potentials, minute structural changes and temperature depend-
ent magnetic transitions), observed experimentally with the
precision characteristic of each technique, can be described
with reasonable accuracy by the current state of the art density
functionals, providing further evidence that contributes to the
understanding of the chemistry of these complex compounds.
However, despite the good performance of the functionals for
different properties, the existence of a universal functional that
correctly describes all properties is still a challenge that is
expected to be satisfied by further advances in the field of
density functional theory.

Supporting Information Summary

Experimental Methods and Computational Details. Table S1,
calculated FeIII and FeII bond lengths for [Fe(bztpen)OR]2 + / +.
Tables S2-S5, experimental and calculated LS and HS bond
lengths for [Fe(bztpen)OR]2 +. Table S6, experimental and
calculated transition temperatures for selected Fe complexes.
Table S7, Mulliken spin analysis for atoms in the coordination
sphere of [Fe(bztpen)OMe]2+ complex. Table S8 and Figure S1,
MOs involved in the spin transition from LS to HS. Figure S2,
comparison of experimental and calculated transition temper-
atures for a set of Fe complexes. Scheme S1, free energy
differences for the substitution of methoxide by acetonitrile
ligands.

Figure 5. Spin transition curves for [FeIII(bztpen)OR]2 + (R=Me, Et, nPr, nBu)
complexes experimental (solid lines) and calculated (dashed lines) with TPSS
functional.

Table 6. Transition temperatures (T1/2) for [Fe(bztpen)OR]2 + / + (R=Me, Et,
nPr, nBu) experimental and calculated from the transition curves with TPSS

functional.

Compound
T1/2 T1/2

exp calc

[Fe(bztpen)OMe]2 + 158 360
[Fe(bztpen)OEt]2 + 234 310
[Fe(bztpen)OPr]2 + 255 280
[Fe(bztpen)OBu]2 + 284 340

Full Papers

4723ChemistrySelect 2017, 2, 4717 – 4724 $ 2017 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim



Acknowledgements

We acknowledge supercomputer services provided by DGTIC-
UNAM (Miztli SC16-1-IG-37). M.M.F.-L. thanks CONACYT for
financial support under scholarship number 240090. R.M.-E.,
V.M.U.-S. and C.A.-B. acknowledge support from FQ-PAIP.

Conflict of Interest

The authors declare no conflict of interest.

Keywords: Chemical structure changes · DFT calculations · Iron
complexes · Redox potential · SCO behaviour

[1] A. W. Munro, H. M. Girvan, K. J. McLean, Nat. Prod. Rep. 2007, 24, 585–
609.

[2] P. G. Gildner, T. J. Colacot, Organometallics 2015, 34, 5497–5508.
[3] D. J. Harding, P. Harding, W. Phonsri, Coord. Chem. Rev. 2016, 313, 38–61.
[4] M. Gr%tzel, J. Photochem. Photobiol. C 2003, 4, 145–153.
[5] F. Pan, Q. Wang, Molecules 2015, 20, 20499–20517.
[6] K. Lin, Q. Chen, M. R. Gerhart, L. Tong, S. B. Kim, L. Eisenach, A. W. Valle,

D. Hardee, R. G. Gordon, M. J. Aziz, M. P. Marshak, Science 2015, 349,
1529–1532.

[7] N. Ortega-Villar, V. M. Ugalde-Sald!var, M. C. MuÇoz, L. A. Ortiz-Frade, J. G.
Alvarado-Rodr!guez, J. A. Real, R. Moreno-Esparza, Inorg. Chem. 2007, 46,
7285–7293.

[8] N. Ortega-Villar, A. L. Thompson, M. C. MuÇoz, V. M. Ugalde-Sald!var, A. E.
Goeta, R. Moreno-Esparza, J. A. Real, Chem. Eur. J. 2005, 11, 5721–5734.

[9] N. Ortega-Villar, A. Y. Guerrero-Estrada, L. PiÇeiro-L&pez, M. C. MuÇoz, M.
Flores-'lamo, R. Moreno-Esparza, J. A. Real, V. M. Ugalde-Sald!var, Inorg.
Chem. 2015, 54, 3413–3421.

[10] K. Arumugam, U. Becker, Minerals 2014, 4, 345–387.
[11] L. E. Roy, E. Jakuvikova, M. G. Guthrie, E. R. Batista, J. Phys. Chem. 2009,

24, 6745–6750.
[12] M. Namazian, C. Y. Lin, M. L. Coote, J. Chem. Theory Comput. 2010, 9,

2721–2725.

[13] H. Kim, J. Park, Y. S. Lee, J. Comput. Chem. 2013, 34, 2233–2241.
[14] S. J. Konezny, M. D. Doherty, O. R. Luca, R. H. Crabtree, G. L. Soloveichik,

V. S. Batista, J. Phys. Chem. C 2012, 116, 6349–6356.
[15] G. Gritzner, J. K(ta, Pure Appl. Chem. 1984, 56, 461–466.
[16] M. M. Flores-Leonar, R. Moreno-Esparza, V. M. Ugalde-Sald!var, C.

Amador-Bedolla, Comput. Theor. Chem. 2017, 1099C, 167–173.
[17] E. Br#mond, M. Savarese, N. Q. Su, A. J. P#rez-Jim#nez, X. Xu, J. C.

Sancho-Garc!a, C. Adamo, J. Chem. Theory Comput. 2016, 12, 459–465.
[18] T. Sperger, I. A. Sanhueza, I. Kalvet, F. Schoenebeck, Chem. Rev. 2015, 115,

9532–9586.
[19] H. Paulsen, V. Sch)nemann, J. A. Wolny, Eur. J. Inorg. Chem. 2013, 628–

641.
[20] M. Kaneko, S. Tokinobu, S. Nakashima, Chem. Lett. 2013, 42, 1432–1434.
[21] L. PiÇeiro-L&pez, N. Ortega-Villar, M. C. MuÇoz, G. Mohln"r, J. Cirera, R.

Moreno-Esparza, V. M. Ugalde-Sald!var, A. Bousseksou, E. Ruiz, J. A. Real,
Chem. Eur. J. 2016, 22, 12741–12751.

[22] M. C. McCormick, K. Keijzer, A. Polavarapu, F. A. Schultz, M.-H. Baik, J. Am.
Chem. Soc. 2014, 136, 8992!9000.

[23] N. G. Connelly, W. E. Geiger, Chem. Rev. 1996, 96, 877–910.
[24] A. J. Bard, L. R. Faulkner in Electrochemical Methods: Fundamental and

Applications (Eds.: D. Harris, E. Swain, C. Robey, E. Aiello), John Wiley &
Sons, Inc., USA, 2001.

[25] J. Cirera, F. Paesani, Inorg. Chem. 2012, 51, 8194!8201.
[26] J. Cirera, E. Ruiz, J. Mater. Chem. C 2015, 3, 7954!7961.
[27] A. Rudavskyi, C. Sousa, C. de Graaf, R. W. A. Havenith, R. Broer, J. Chem.

Phys. 2014, 140, 184318 (1-8).
[28] A. Slimani, X. Yu, A. Muraoka, K. Boukheddaden, K. Yamashita, J. Phys.

Chem. A 2014, 118, 9005!9012.
[29] E. I. Ioannidis, H. J. Kulik, J. Phys. Chem. A 2017, 121, 874!884.
[30] N. Ortega-Villar, A. L. Thompson, M. C. MuÇoz, V. M. Ugalde-Sald!var, A. E.

Goeta, R. Moreno-Esparza, J. A. Real, Chem. Eur. J. 2005, 11, 5721–5734.
[31] G. Brehm, M. Reiher, S. Schneider, J. Phys. Chem. A 2002, 106, 12024–

12034.

Submitted: March 16, 2017
Revised: May 25, 2017
Accepted: May 30, 2017

Full Papers

4724ChemistrySelect 2017, 2, 4717 – 4724 $ 2017 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim







+

−





2

5 5 2



5 5 2 2 6 3



−






	Portada 
	Resumen 
	Contenido 
	1. Marco Teórico 
	2. Antecedentes 
	3. Hipótesis y Objetivos 
	4. Resultados y Discusión 
	5. Conclusiones y Perspectivas 
	6. Detalles Computacionales y Experimentales 
	Apéndices 
	Referencias 

