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Abstract 

The bandwidth demand explosion in telecommunication networks is pushing the emergence of optical 
communication systems with increasing transmission capacity. In particular, the traffic in short-reach optical 
links has been surpassing that of long-haul networks since last few years. The research and development of 
high-speed short-reach optical systems is, therefore, essential nowadays.   

In this contribution, three short-reach optical communication systems are proposed as higher-speed alternatives 
to currently available technology for two hot topic applications: mobile fronthaul and data center 
interconnections. The proposed systems are designed, analyzed and optimized in order to meet the required 
performance target under the corresponding physical constraints of their specific application.  

The first two systems are implemented under the direct detection framework, while the third one, due to its 
very high data rate capacity and demanding reach and performance targets, required the use of optical coherent 
technology as a must. In all cases, the transmission medium is the conventional single mode fiber. 

The three systems were designed using high-order modulation formats in order to increase the spectral 
efficiency and the capacity per optical channel and thus support the high data rate targets. In order to further 
increase the spectral efficiency, the direct detection systems also employed an orthogonal multi-carrier 
approach, called Orthogonal Frequency Division Multiplexing (OFDM), implemented in the digital domain. 
Due to multi-carrier transmission, the overall data rate is split into several lower-rate sub-carriers, each of 
which is less affected by channel impairments as compared to the single-carrier transmission. The OFDM 
technology also allows to implement simple but efficient distortion compensation algorithms in the digital 
domain. In contrast, the coherent system was implemented using a single-carrier approach. However, thanks 
to coherent detection, the amplitude, phase and polarization information of the optical field is translated into 
the digital domain, thus enabling the use of powerful digital signal processing algorithms for physical 
impairments compensation.  

The first system, used as an optical fronthaul segment of a mobile network, is experimentally analyzed in 
Chapter 3. This system is implemented following a digital frequency aggregation approach of up to 192 20-
MHz OFDM signals per optical channel using 64-QAM as modulation format. A set of digital signal processing 
techniques were developed and implemented in combination with optimization procedures in order to increase 
the capacity, reach and performance of the analyzed fronthauling system. An original analysis on the upstream 
link direction of this system was also performed. In particular, the functionality of a proposed received signal-
to-noise ratio pre-emphasis equalization technique was demonstrated under the upstream conditions. To the 
best of our knowledge, it is the first time that such analysis is reported. Finally, a brief discussion on using this 
multi-channel OFDM system as a high-speed optical transceiver for data center interconnection is performed. 

In Chapter 4, the technical feasibility of an unamplified 4 x 100 Gb/s wavelength division multiplexed direct 
detected optical OFDM system based on electro-absorption modulation, is numerically demonstrated for up to 
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10-km reach of single mode fiber in both C- and O-bands for a bit error ratio target of 3.8 x 10-5. Based on the 
use of specifications of currently available (realistic) components, error-free operation, considering the use of 
a low-overhead forward error correction scheme, is achieved by finding optimum values for bias voltage and 
electrical gain in the modulator, and by employing a simple peak-to-average power ratio reduction technique. 
A performance comparison with a Mach-Zehnder driven system is also presented. A brief discussion about 
extending the analyzed system to a 16 x 100 Gb/s architecture for future 1.6 Tb/s optical interconnections is 
performed. The OFDM system put forward in this work can be used as an alternative for next-generation 400 
Gb/s Ethernet for intra-data center optical interconnects applications and adds on the value proposition of using 
multi-carrier modulation schemes for Ethernet and similar short-reach wavelength division multiplexing 
schemes. 

In Chapter 5, the third system, an eight-channel multi-format coherent optical transceiver, is proposed as an 
alternative to implement terabit metro inter-data center interconnects transmitting from 800 to 1600 Gb/s over 
conventional single mode fiber. The maximum reach of the system as a function of transmitted power and 
overall capacity is numerically estimated for a bit error ratio target of 1x10-13, avoiding the use of optical 
amplification and forward error correction schemes. Design parameters of the main devices were tuned up in 
order to find an adequate trade-off between system performance and their current availability in the market. A 
maximum reach of 40 km was found for error free transmission of 1.6 Tb/s considering a laser output power 
of +13 dBm and using 16-QAM as modulation format. Longer reaches could be achieved with the same laser 
output power by decreasing the overall capacity of the system by lowering the modulation format cardinality. 
For instance, up to 110 km can be reached for a maximum capacity of 800 Gb/s using QPSK as modulation 
format. 

 



 

 

7 
 

Resumen 

El crecimiento exponencial en la demanda de ancho de banda en las redes de telecomunicaciones impulsa de 
forma sostenida la creación de sistemas ópticos de comunicaciones con tasas de transmisión cada vez mayores. 
En particular, en años recientes, el tráfico en los enlaces ópticos de corto alcance ha venido superando el de los 
enlaces ópticos de larga distancia. La investigación y desarrollo de sistemas ópticos de corto alcance y alta 
velocidad es, por lo tanto, indispensable en la actualidad. 

En el presente trabajo, se proponen tres sistemas ópticos de comunicaciones de corto alcance y alta velocidad, 
cada uno con capacidad y complejidad mayor que el anterior, como posibles alternativas para incrementar la 
tasa de transmisión de los sistemas actuales en dos rubros de vanguardia: el segmento de red móvil denominado 
“fronthaul” y las interconexiones para centros de datos. Dichos sistemas son diseñados y optimizados con el 
fin de garantizar el desempeño requerido por la aplicación específica en presencia de las restricciones físicas 
correspondientes. 

Los dos primeros sistemas se implementan usando detección directa como esquema de recepción, mientras que 
el tercero requiere necesariamente del uso de detección coherente, debido a su gran tasa de transmisión y 
demandante alcance y desempeño requeridos. En todos los casos, se empleó fibra monomodo convencional 
como medio de transmisión. 

Los tres sistemas se diseñaron empleando formatos avanzados de modulación con el fin de incrementar su 
eficiencia espectral y por tanto alcanzar las altas tasas de transmisión objetivo. Con el fin de incrementar aún 
más la eficiencia espectral, en los sistemas basados en detección directa se empleó un esquema multi-portadora, 
denominado Multiplexión por División de Frecuencias Ortogonales (OFDM, por sus siglas en inglés), 
implementado en el dominio digital. Debido a la transmisión de múltiples portadoras, la tasa total de 
transmisión se divide entre las sub-portadoras, con lo que cada una de ellas tiene una menor tasa de transmisión 
y se ve menos afectada por las perturbaciones del canal, como la dispersión cromática, en comparación con el 
esquema de transmisión de portadora única. La tecnología OFDM también permite implementar simples, pero 
eficientes, algoritmos digitales para compensar ciertas afectaciones físicas. En contraparte, el sistema basado 
en detección coherente se implementó usando el esquema de portadora única. No obstante, gracias a la 
detección coherente, la información transportada en la amplitud, fase y polarización del campo óptico se 
traslada al dominio digital, lo que habilita el uso de poderosos algoritmos de procesamiento digital de señales 
para la compensación de afectaciones debido a la transmisión de las señales a través de los componentes 
eléctricos y ópticos del sistema.  

El primer sistema, empleado como “fronthaul” óptico en una red móvil, se analiza experimentalmente en el 
Capítulo 3. Este sistema se implementa siguiendo un esquema digital de agregación en frecuencia de hasta 192 
señales OFDM de 20-MHz por canal óptico usando 64-QAM como formato de modulación. Se desarrolló un 
conjunto de técnicas de procesamiento digital de señales, que en combinación con procesos de optimización, 
ayudaron a incrementar la capacidad, alcance y desempeño del sistema “fronthaul” analizado. Se realizó 
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también un análisis original en la dirección de subida del enlace. En particular, se demostró la correcta 
operación de un ecualizador de la relación señal a ruido recibida, desarrollado para igualar el desempeño de 
todos los canales a la salida del sistema, aun cuando su desempeño sea distinto al inicio de la propagación por 
el sistema “fronthaul”. Hasta donde sabemos, es la primera vez que se reporta este análisis en este tipo de 
sistemas. Finalmente, se realiza una breve discusión sobre la posibilidad de usar el sistema analizado como un 
transceptor óptico de alta capacidad para interconexiones en centros de datos.  

En el capítulo 4, se demuestra mediante análisis numérico la viabilidad técnica de un sistema basado en la 
multiplexión por longitud de onda de 4 canales ópticos cada uno operando a 100 Gb/s, empleando OFDM con 
detección directa y moduladores de electro-absorción. El alcance de este sistema es de hasta 10 km usando 
fibra monomodo sin hacer uso de amplificadores, con la capacidad de operar tanto en banda C como en banda 
O con una tasa de bit en error menor o igual a 3.8 x 10-5. Se logró una operación libre de errores contemplando 
especificaciones de componentes actualmente disponibles y el uso de sistemas de corrección de errores FEC 
de bajo porcentaje de encabezado, optimizando los valores del voltaje de polarización y amplitud de la señal 
eléctrica de entrada al modulador, así como haciendo uso de una técnica propuesta para reducir la razón de 
potencia pico a promedio de la señal OFDM. Se presenta también la comparación en términos de desempeño 
del sistema empleando moduladores de electro-absorción y moduladores de Mach-Zehnder. Así también, se 
realiza una breve discusión respecto a la posibilidad de extender la arquitectura analizada para implementar un 
sistema de 16 canales ópticos a 100 Gb/s con miras a una futura aplicación en interconexiones ópticas a 1.6 
Tb/s. El sistema OFDM de cuatro canales presentado aquí puede representar una alternativa para implementar 
la siguiente generación de transceptores Ethernet a 400 Gb/s con aplicación en interconexiones internas entre 
centros de datos.  

En el capítulo 5, un transceptor óptico de 8 canales empleando detección coherente y capaz de adaptar su 
formato de modulación y, por lo tanto, su capacidad, se propone como una alternativa para implementar la 
siguiente generación de interconexiones externas entre centros de datos a un nivel metropolitano con tasas de 
transmisión entre 800 y 1600 Gb/s. Se estima mediante análisis numérico el alcance máximo de este sistema 
en función de la potencia transmitida y la tasa total de transmisión, con una tasa de bit en error objetivo de 
1x10-13, sin usar amplificadores ópticos ni esquemas de corrección de errores FEC. Se encontró que el máximo 
alcance del sistema transmitiendo a 1.6 Tb/s, empleando 16-QAM como formato de modulación y una potencia 
a la salida del láser de +13 dBm, es de hasta 40 km. Este alcance puede incrementarse conservando la misma 
potencia de salida del láser pero reduciendo la máxima capacidad de transmisión al reducir la cardinalidad del 
formato de modulación. Por ejemplo, un alcance de hasta 110 km se puede lograr para una capacidad de 800 
Gb/s usando QPSK como formato de modulación. 
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Introduction  

i) The data traffic explosion and the role of optical fiber communications. 

An exponential growth in data traffic in telecommunication networks has been experienced in the last two 
decades. For instance, in 1992 global Internet networks carried around 100 Gigabytes (GB) of traffic per day, 
while only ten years later, in 2002, this traffic drastically increased to 100 GB per second [1]. In 2016, global 
Internet traffic increased to more than 20,000 GB per second (200 times in 14 years) while the annual rate for 
global IP traffic was 96 Exabytes (EB) per month [1]. According to Cisco forecast reported in [2], the annual 
global IP traffic will grow at a compound annual growth rate of 24% from 2016 to 2021, reaching 278 EB per 
month by 2021, as shown in Figure i.1. In Mexico, the IP traffic is forecasted to grow almost three-fold from 
2016 to 2021, reaching 3.4 EB per month in 2021, up from 1.3 EB per month in 2016 [3].   

 

Figure i.1 Global total IP traffic (EB per month): fixed internet, managed IP and mobile data, as a function of 
year [2]. Historical: From 2008 to 2016. Forecasted: From 2017 to 2021. 

This traffic demand explosion has been driven by both the increase of Internet users (both human and machines) 
and the emerging of high bandwidth-consuming applications, such as social networks, high definition video-
calls, IP high definition television, the Internet of things, cloud computing, gaming, scientific computing, 
among others. For instance, global IP traffic per capita was 13 GB per month in 2016, up from 1 Mbyte and 1 
GB in 2000 and 2007, respectively [1]. 

To cope with this challenging bandwidth demand, the role of optical communications has been essential [4]. 
Due mainly to its lower attenuation and higher bandwidth, as well as its null electrical interference sensitivity, 
the optical fiber has been replacing copper wire in the implementation of telecommunication networks, initially 
in long-distance networks and currently in shorter-reach networks. 
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Figure i.2 plots the overall data rate transmitted in a single optical fiber as a function of time corresponding to 
record-breaking experiments [5] compiled by Donald Keck, co-inventor of low-loss optical fiber. It can be 
observed an exponential growth of the fiber systems’ capacity (note that Y-axis scale is logarithmic), motivated 
by the necessity of meeting the incessant bandwidth demand. 

 

Figure i.2 Record-breaking “hero” experiments in data rate transmission through a single optical fiber [5]. 
The improvement in fiber capacity before and after the introduction of wavelength division multiplexing 

(WDM) in 1992 is highlighted in blue. 

In 2015, at least 95% of all transoceanic data traffic between countries was carried through optical fiber cables 
[6], [7]. In 2004, more than 80% of the world's long-distance traffic was carried over optical fiber cables [8]. 
Regarding access networks, according to the Organization for Economic Cooperation and Development 
(OECD) Broadband Portal [9], in 2016 the percentage of fiber links with respect to total broadband 
subscriptions was still relatively low, equal to 20% in average among the OECD countries. However, an 
average annual growth of 18% from 2015 to 2016 was measured. Fiber subscriptions data includes fiber to the 
home (FTTH), fiber to the premises (FTTP) and fiber to the building (FTTB). As shown respectively in Figure 
i.3 and Figure i.4, the percentage of fiber links and annual growth has a strong variation among countries. For 
instance, Japan and Korea have more than 70% of their broadband connections set up with optical fiber, while 
the case of countries like Belgium Israel or Greece, is practically nil. In terms of annual growth of fiber 
connections, Australia and New Zealand are leaders, with more than 120%. In the case of Mexico, only 13% 
of broadband connections rely on optical fiber, which is a figure below the OECD average of 20 %. However, 
a vibrant 77% growth in the deployment of fiber links was shown between 2015 and 2016. It is important to 
remark, notwithstanding, that Mexico ranked last in the list of fixed broadband subscriptions per 100 
inhabitants among the OECD countries. That is, only 13% of Mexican people have access to fixed broadband 
services. This contrasts with the situation in well-developed countries, such as Switzerland, where 51% of its 
inhabitants have access to these services. Therefore, there is a big room for improvement in Mexico in order 
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to increase this lack of broadband access among Mexican population, which will, undoubtedly, be mainly 
solved with the development and introduction of high-capacity optical communication technologies, such as 
the ones investigated in this thesis work. 

 

Figure i.3 Percentage of fiber connections in total broadband fixed subscriptions per OECD country in 2016 
[9]. 

 

Figure i.4 Annual growth of fiber connections in fixed broadband subscriptions per OECD country between 
2015 and 2016 [9]. 
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Mobile and wireless technologies are increasingly contributing to the explosion of traffic demand. While 51% 
of the global IP traffic accounted for wired devices in 2016, it is predicted that wireless and mobile devices 
will provide 63% of traffic in 2021 [1]. Mobile data traffic has grown 18 times over the last 5 years [10]. 
Moreover, a compound annual growth rate of 49% of smartphone-generated IP traffic versus a lower 10% 
generated by personal computers, is expected from 2016 to 2021. Most of this growth will be driven by the 
latest technological advancements. For instance, in 2016, 69% of the mobile traffic was accounted by fourth-
generation (4G) traffic. The incoming five-generation (5G) wireless and mobile networks will definitely 
contribute to the relentless mobile traffic increase. To achieve the demanding performance goals of 5G 
networks, besides the expected development of proficient wireless technologies, the deployment of high-speed 
optical fiber links to connect antenna sites and central offices will be a must (as detailed in section 3.1) [11]. 
Therefore, the huge demand of high-capacity optical communication systems is pushing engineers and 
scientists from several fronts. 

ii) Different optical schemes for different network level applications 

The optical communication networks (OCNs) are widely extended around the world, divided into segments 
according to their coverage, capacity and characteristics. Due to the dynamic nature of networks, there is not a 
unique and standardized criterion to classify the OCNs. However, there is consensus in dividing the OCNs, as 
well as the optical communication systems (OCSs) and the optical links, into two fundamental categories 
determined by their coverage: long-haul (LH) and short-reach (SR).  

According to [12], the OCNs could be sub-classified into core/backbone, metropolitan, access and data center 
interconnections (DCI). Core and backbone networks are included in the LH category, whereas metro optical 
transport networks, optical access networks or other optical interconnection systems are included in the SR 
category. According to the author, LH links are hundreds and thousands of kilometers long, while the SR links 
are up to 100 km long.  

The same sub-classification of the OCNs is reported in [13]. However, the author includes both core and metro 
networks in the LH category, and the access and DCI networks in the SR one. Metro and core networks are 
also considered in the referred publication as hundreds or thousands kilometers long, while access networks 
and optical DCIs are defined as up to several kilometers and tens of kilometers long, respectively. Figure i.5 
shows a scheme of the proposed OCNs sub-classification. 

Core and backbone networks connect cities and countries. Metro networks are a bridge between access and 
core networks. Access networks are often referred to as the “last mile connection” that links the end-users to 
the rest of the network. A data center consists of several computing nodes with their corresponding networking 
and storage subsystems, power distribution and cooling systems, housed in a building structure [14]. Data 
center interconnections can be divided into data center to user (through the internet or IP WAN), data center 
to data center (inter-DCI) and traffic that remains within data center (intra-DCI), as shown in Figure i.6. 
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Figure i.5 Typical optical communication network scheme. Adapted from [13]. 

 

Figure i.6 Data center interconnections. 

According to [15], SR-OCSs can be classified into four cases: chip to chip inter-connect, server to server inter-
connect (<1km), optical inter-DCI (2km to 20km) and optical access and metro applications (>20km up to 
100km). In [16] and [17], optical DCIs are classified into: intra-DCIs for link lengths up to 10 km, and inter-
DCIs for link lengths higher than 10 km (up to 100 km according to [17]). 

In all the above publications it is agreed that core and backbone optical networks can be categorized as LH, 
while optical access and optical DCIs up to 100 km are SR networks. However, there is not consensus regarding 
the classification of optical metro links. This stands because, in general, optical metro networks are on the cusp 
of many transformations, due to explosive traffic growth, changing in metro-traffic characteristics, the adoption 
of cloud-services with distributed computation and storage, deployment of new broadband access technologies 
and the emergence of new bandwidth bottlenecks in the aggregation, edge and core of the network [18]. In 
general, optical metro-networks are divided into metro-edge (closer to access networks) and metro-core or 
metro-regional (closer to the core networks) OCNs [19], [20]. A metro-access stage has been added to metro 
Ethernet networks between the access and the metro-edge networks [21]. Legacy metro-edge rings span lengths 
between 10 to 40 km (25 to 65 km according to [20] ) while legacy metro-core rings cover ranges from 50 to 
500 km [19], [20].  
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In this contribution, optical access, DCI, metro-access and metro-edge networks up to ~100 km are considered 
as short-reach optical communication systems. We also adopt the convention of considering optical intra-DCI 
as links ranging from 2 to 10 km (in process of standardization for rates of 50, 200 and 400 Gb/s by the IEEE), 
and inter-DCI as links extending between 10 and 100 km (not being currently standardized by any organization 
as far as we know). 

Current standardized commercial technology for LH-OCSs transmit up to 100 Gb/s per optical channel, using 
dual-polarization (DP) QPSK coherent technology, propagating up to 80 optical channels over the same single 
mode-fiber (SMF) by means of WDM [4], [22]. Regarding SR-OCS’s, the predominant standardized 
commercial technology is Ethernet, whose optical transceivers transmit an aggregated rate up to 100 Gb/s over 
the same SMF by WDM multiplexing four optical channels and using the simplest (but less spectrally efficient) 
optical modulation format: on-off keying (OOK) [4], [22]. In both LH and SR cases, standardization efforts 
are being carried out to define the next-generation of OCSs technology, targeting a data rate of 400 Gb/s per 
optical channel and per optical fiber in LH and SR schemes, respectively. Figure i.7 shows the evolution of 
commercial technology for both LH and SR schemes [23], namely, optical transport network (OTN) and 
Ethernet transceivers, respectively. 

 

Figure i.7 Transmission rate increase as a function of time of standardized OTN (in red with diamonds) and 
Ethernet (in blue with circles) commercial transceivers. GbE stands for Gigabit Ethernet. 50, 200 and 400 

GbE are forthcoming standards. Adapted from [23]. 

Apart from the evident difference in coverage, LH and SR systems have other fundamental differences [4]. On 
one hand, LH systems operate in C-band (to diminish losses) using a dense WDM approach, where tens of 
optical channels are spectrally multiplexed as close together as possible. Long distances have to be covered, 
therefore, the multiplexed optical channels are transmitted through several fiber spans that require the use of 
optical amplifiers. In this case, optical signal to noise ratio (OSNR) management becomes an important issue 
to be considered. For optical routing purposes, transmission across reconfigurable optical add/drop 
multiplexers is needed. Therefore, filter concatenation is another important impairment present in LH 
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transmission. In contrast, cost, complexity, size and power consumption of the LH transceivers and systems 
are not critical parameters in the design and implementation processes. Moreover, the use of high-overhead 
FEC schemes is widely extended in this kind of systems. Additionally, spectral efficiency is a key parameter 
due to the very high capacity targets of LH links. As a result of these considerations, high-order modulation 
formats and coherent technology are currently utilized in state-of-the-art commercial LH networks. Today’s 
developments for LH systems are oriented to further increase their capacity and spectral efficiency by packing 
more channels together using Nyquist filtering, using spatial division multiplexing, and employing higher-
order modulation formats enabled by the creation of new digital signal processing (DSP) compensation 
algorithms. 

On the other hand, SR systems have traditionally been operated in O-band to avoid chromatic dispersion 
compensation, but with the incorporation of electronic dispersion compensation, this trend is now changing. 
Wider channel spacing plans are admitted to relax laser frequency stability requirements as well as lowering 
crosstalk and filter selectivity requirements. Due to the large amount of optical nodes and end-users in optical 
metro, access and mainly in data center networks, power consumption, cost efficiency, footprint and 
complexity are key consideration for SR optical communication systems [12]. SR optical transceivers were 
first implemented using the simplest optical features: direct modulated lasers (DML), OOK modulation format 
and direct detection. Although some SR systems are still implemented using DMLs, as the capacity of the SR 
transceivers increases, external modulation has been replacing this approach. However, even in today's higher-
capacity SR commercial systems, OOK format and direct detection technology are still employed. While the 
OOK format is being replaced by more spectrally-efficient higher-order modulation formats in the 
development of new SR commercial technology, the use of non-coherent, direct detection schemes is still 
preserved.  

iii) Motivation of the thesis 

Although some years ago the main scope of optical communications was long-haul networks, the use of optical 
fibers in short-reach networks has gained considerable ground. Some relevant facts that demonstrate the 
fundamental role that short-reach optical communication systems is having in nowadays and incoming 
telecommunication networks are provided below: 

- The bandwidth demand from SR optical networks at metro level surpassed that from LH in 2014 [24]. 
- The traffic exchanged over telecommunication networks is only the tip of the iceberg; there is a massive 

increase in internal data center network traffic [14]. For instance, in 2015 the annual global IP traffic 
accounted for fixed internet, managed IP and mobile data was 0.88 zettabytes (see Figure i.1) while the 
one exchanged among data centers was 4.7 zettabytes (5.4 times higher) [25].  

- Data center traffic is forecasted to grow 27% per year from 2015 to 2020 [25].  
- 75% of the overall data center traffic is exchanged within data centers (intra-DCI) while only 9% are 

moved from one data center to another (inter-DCI) [25]. These facts explain why standardization efforts 
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are focused in the intra-DCI scheme. However, the growth forecast of inter-DC traffic from 2015 to 
2020 is 32%, higher than that of intra-DCI (26.8%) and DC-to-user traffic (24%). 

- This growth in inter-DCI traffic is due to the fact that more datacenters are being located in metro areas, 
closer to the end users, to reduce latency, improve disaster resiliency and scale up the capabilities of 
data center operations by using a distributed architecture approach [14]. Therefore, it is clear that the 
development of advanced technology for both intra- and inter-DCI is becoming imperative. 

- According to a Bell Labs study carried out in 2012 [26], the total traffic in metro networks was expected 
to increase 560% from 2013 to 2017, around two-fold faster than traffic in core networks. The main 
sources of this growth were: IP video, data center and cloud traffic, with a 720%, 440% and 560% of 
increasing over the referred period, respectively.  

- The Bell Labs study also forecasted that 75% percent of total metro traffic will be terminated within 
the metro network in 2017, while only 2% of traffic will be transmitted through the core network [26]. 

- According to IHS Markit, the global optical DCI equipment market grew 49% in 2016 to reach USD 
1.9 billion [27]. It is forecasted a compound annual growth rate of 18% to hit USD 4.5 billion by 2021.   

- Regarding the use of optical links for mobile networks, a recently introduced segment of the network, 
called fronthaul, that bridges the antenna sites and the central offices, is gaining a lot of attention [28]. 
Due to its characteristics, this fronthaul system fits well into the short-reach optical links category. The 
data rate demand that should meet the current fronthauling technologies (CPRI and OBSAI) in a single 
link is becoming critical. For instance, to transmit five 20-MHZ long term evolution advanced (LTE-
A) mobile signals, for a system configuration using 8 × 8 multiple-input and multiple-output (MIMO) 
and three directional sector antennas, a CPRI fronthaul link would require a data rate of about 147.5 
Gb/s [29]. Then, a large number of current 10 Gb/s optical OOK transceivers are required. 

- Future 5G networks may require to transport several tens of these 20-MHZ LTE-A signals per antenna 
site. Moreover, mobile signals with wider channel sizes of 100, 250 and up to 500 MHz are being 
considered for next generation 5G technology [30]. Therefore, a crash of current fronthaul systems 
could be envisaged, which calls for technological alternatives to upgrade the fronthauling links capacity 
as a fundamental requirement to achieve proper operation of the future mobile networks. 

The aforementioned facts exhibit the relevance and necessity of research work to develop high-speed short-
reach optical communication systems at different levels of coverage. Accordingly, in this contribution three 
short-reach optical schemes are proposed, designed and analyzed: optical DCIs for both intra and inter 
approaches, and optical fronthauling. Details of these systems and their targets are provided in the following 
section. 
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iv) Objectives of the thesis 

General objective. To propose next-generation higher-speed alternatives to current available short-reach 
optical communication systems for two cutting-edge applications: mobile fronthaul and data center 
interconnections. To design and analyze the physical layer of this systems in order to meet the specific 
performance target of each application operating over single-mode fiber using state-of-the-art devices. 

Particular objectives: 

1. To design and optimize for both downstream and upstream directions a direct detection system able to 
transmit up to 192 20-MHz OFDM signals per optical channel (~92 Gb/s overall) over 25 km of single mode 
fiber for fronthauling applications using the digital signal processing frequency aggregation/de-aggregation 
approach. The required error vector magnitude (EVM) is 8% for 64-QAM modulated carriers and 12.5% for 
16-QAM modulated carriers. An optical path loss up to 29 dB is desired to be achieved in order to meet the 
passive optical network (PON) requirements for class I.  

2. To develop and experimentally evaluate low-complexity and low-latency digital signal processing 
techniques to counteract some transmission impairments of the analyzed fronthaul architecture for both 
downstream and upstream directions, in order to improve the performance (decrease the maximum EVM) at 
the output of the system. 

3. To design and optimize an unamplified multi-wavelength direct detection optical OFDM transceiver, using 
the RF up/down conversion and optical field modulation approach, able to transmit 400 Gb/s (four wavelengths 
at 100 Gb/s each) up to 10-km of single mode fiber for intra-data center Ethernet optical interconnects with a 
target bit error ratio (BER) of 1 x 10-13 at the output of the system.   

4. To develop and numerically evaluate a low-complexity and low-latency peak-to-average power ratio (PAPR) 
reduction technique to diminish the impact of the modulator nonlinear distortion in order to decrease the BER 
at the output of the 400 Gb/s direct detection optical OFDM system. 

5. To design and optimize an unamplified multi-format optical IQ coherent transceiver able to transmit up to 
1.6 Tb/s with a reach of 40 km (for maximum capacity) of single mode fiber for inter-data center optical 
interconnects with a target BER of 1 x 10-13 at the output of the system. 

v) Original contributions presented in this work 

- The proposal and experimental evaluation of a digital, instantaneous and low-complexity non-linear 
compensation technique in combination with a clipping technique to reduce the PAPR of a transmitted 
signal in order to counteract the system non-linear distortion effects. Its use allows to increase the 
optical path loss of the analyzed fronthaul system for a given target EVM on the downstream direction. 

- The development of a pre-emphasis technique to equalize the received EVM per channel distribution, 
enabling to decrease the worst EVM obtained when the equalization is not applied. Its functionality 
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was experimentally demonstrated for both downstream and upstream directions of the analyzed 
fronthaul system. Its use in the upstream direction allows to compensate for the imbalance of received 
signal-to-noise ratio (SNR) between channels caused by propagation through both wireless and optical 
channels, thus improving the overall performance of the system. 

- The proposal and numerical demonstration of a simplified technique to reduce PAPR on OFDM signals 
based on random phase shifting at symbol level.  

- Numerical demonstration of  the technical feasibility of an unamplified 4 x 100 Gb/s direct detected 
OFDM system using electro-absorption modulators (EAM) for transmission up to 10 km of 
conventional SMF that is based on the use of currently available devices. To this end, the phase shifting 
PAPR reduction technique was used in combination with optimization of the main modulator 
parameters to counteract the nonlinear distortion of the modulator. A BER of 3.8 x 10-5 at the output of 
the system was attained. To reach the BER target of 1 x 10-13, the use of a low-overhead FEC scheme 
was found to be a must. 

- Proposal of a multi-format optical coherent system designed under atypical conditions: a very low BER 
target of 1x10-13 without using forward-error correction (FEC), and no optical amplification. Its 
feasibility to transmit up to a very high data rate of 1.6 Tb/s along 40-km was numerically demonstrated 
using currently available devices. Transmission through longer reaches was shown to be possible still 
meeting the demanding BER target by changing the modulation format, but at expense of decreasing 
the data rate. Up to 110 km for a data rate of 800 Gb/s was numerically demonstrated using currently 
available devices.           

vi) List of associated publications  

The results and discussions reported in the following journal and conference proceeding publications (1, 4, 5, 
8; and 2, 3, 6, 7, 9, respectively) are part of this thesis work. 

Associated to Chapter 3 
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Based Channel Aggregation for Optical Fronthauling,”, Optical Fiber Technology (2017) [Submitted]. 

2. P. Torres-Ferrera, S. Straullu, S. Abrate and R. Gaudino, “Alternative Solutions for Fronthauling based on 
DSP-assisted Radio-over-Fiber,”, 19th International Conference on Transparent Optical Networks (ICTON), 
Girona, Spain, Jul. (2017). 

3. P. Torres-Ferrera, S. Straullu, S. Abrate, A. Vinci, R. Gaudino, “Up to 4 x 192 LTE-A Radio Waveforms 
Transmission in a Point to Multipoint architecture for Massive Fronthauling Solutions,” 19th Italian National 
Conference on Photonic Technologies (Fotonica), Padova, Italy, May. (2017). 
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next generation Ethernet transceivers over SMF,” Optics Communications 365, 86-92 (2016). 

5. P. Torres-Ferrera, L. Pacheco-Ramírez, R. Gutiérrez-Castrejón, “Next-generation 400 Gb/s Ethernet PMD 
over SMF at 1310 nm via DD-OFDM with electro-absorption modulator-based transmitters,” IEEE Latin 
American Transactions 14 (6), 2681-2686 (2016). [Spanish version1]. 

6. P. Torres-Ferrera, R. Gutiérrez-Castrejón, “4 x 100 Gbps using MZ Modulators for Ethernet,” OSA Latin 
America Optics and Photonics Conference (LAOP), LW4C.2, Medellin, Colombia, Aug. (2016). 

7. P. Torres-Ferrera, L. Pacheco-Ramírez, R. Gutiérrez-Castrejón, “Next-generation 400 Gb/s Ethernet PMD 
over SMF at 1310 nm via DD-OFDM with electro-absorption modulator-based transmitters,” 7th IEEE Latin-
American Conf. Communications (LATINCOM), Arequipa, Peru, Nov. (2015). 

Associated to Chapter 5 
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(“General conclusions and future work”). 

10. P. Torres-Ferrera, R. Gutiérrez-Castrejón, “Impact of channel-spacing on next 400 Gb/s Ethernet 40-km 
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11. R. Gutiérrez-Castrejón, P. Torres-Ferrera, “Design and technical feasibility of next 400 GbE 40-km PMD 
based on 16 x 25 Gbps Architecture,” Journal of Lightwave Technology 31, 2386-2393 (2013).

                                                 
1 The English version was presented in the 7th IEEE Latin-American Conference of Communications (publication number 7 of this list). An 
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1. Chapter one: Fundamental principles of digital IQ 

modulation and OFDM 

1.1 IQ modulation and demodulation 

An IQ modulator transforms a serial sequence of binary symbols (bits) into an analogue modulated signal, 
which is a real-valued passband signal. Passband signals are difficult to handle, so that they are typically 
represented as complex baseband signals (see Appendix A.1). The real passband output signal of an IQ 

modulator ( )IQx t  can be represented as [31] 

 ( ){ }( ) Re ( )exp 2IQ cx t x t j f tπ=  (1.1) 

where ( ) ( ) ( )I Qx t x t jx t= −  (1.2) 

then, ( ) ( ) cos(2 ) ( ) sin(2 )IQ I c Q cx t x t f t x t f tπ π= +  (1.3) 

The signal ( )x t  is the complex baseband representation (or complex envelope) of the passband signal ( )IQx t  

(see Appendix A.1). The signals ( )Ix t  and ( )Qx t  are real-valued baseband signals called the In-phase (I) and 

Quadrature (Q) components of ( )x t , respectively. A typical IQ modulator has a block structure that follows 

Equation (1.3), as illustrated in the left hand side of Figure 1.1. 

 

  

Figure 1.1 Block diagrams of an IQ modulator and IQ demodulator. 

The first step in the IQ modulation process is the IQ coding performed by an IQ coder block, shown in Figure 

1.2. An IQ coder transforms a serial bit stream into the pair of multi-level digital signals ( )Ix t  and ( )Qx t . 

First, an IQ mapper assigns a two dimensional (2D) symbol to every block of k bits that inputs the coder. Each 
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2D-symbol is composed of a pair of real scalars α and β, i.e. C = {α, β}. The value of the symbol components 
α and β (chosen from a given alphabet) depends on the decimal value of the corresponding k-size binary 
number. A graphical representation of an alphabet in a plane is called a constellation. The employed alphabet 
and the size of k defines the specific digital modulation format (DMF). The number M =2k is the DMF order. 
The DMFs used in the present work are: QPSK (k=2), 8PSK (k=3), 16-QAM (k=4), 32-QAM (k=5) and 64-
QAM (k=6). The right hand side of Figure 1.2 shows an example of a constellation for the 16-QAM format. 

The symbol period sT (or symbol duration) is equal to the bit period bT  multiplied by k. The bit period is the 

inverse of the bit rate bR [bits/s] of the serial bit stream. The symbol rate sR [symbol/s or Baud = Bd] is 

calculated as the inverse of sT . Then, sR = bR / k. Since the bandwidth B of a digital signal is proportional to 

its data (bit or symbol) rate, it is straightforward to see that an IQ modulation is useful to increase the spectral 
efficiency of a communication system, especially for higher values of M.  

   

Figure 1.2 Block diagram of an IQ coder (16-QAM format is used as example). 

After bit-to-symbol transformation, the symbols are pulse-shaped by an analogue function p(t). This function 
can be a rectangular pulse defined as in equation (1.4) (non-return to zero (NRZ) pulse-shaping), a rectangular 

pulse in “on” state only half of sT  (return-to-zero (RZ) pulse shaping) or a sinc pulse (Nyquist pulse-shaping), 

among others. In the rest of the present work a NRZ pulse-shaping will be assumed.  

( )
( )

1,  0
( )

0,  0
s

s

t T
p t

t T

< ≤ 
=  

< ≤ 
 (1.4) 

The pulse-shaping consists of multiplying the two parallel streams iα  and iβ , which conforms the 2D-symbol 

stream iC , by the signal ( )p t . The whole pulse-shaped symbol stream generates the pair of real-valued 

baseband analogue signals ( )Ix t and ( )Qx t , which output the IQ coder, as follows 
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{ ( ), ( )} ( ) ( ), ( )I Q i s i s i s

i i i

x t x t C p t iT p t iT p t iTα β
∞ ∞ ∞

=−∞ =−∞ =−∞

 
= ⋅ − = ⋅ − ⋅ − 

 
∑ ∑ ∑  (1.5) 

The last step to generate the modulated signal ( )IQx t , according to equation (1.3), is to multiply the signals 

( )Ix t and ( )Qx t  by the 0 and π/2 branches of an oscillator having carrier frequency fc, respectively. 

After transmission through the communication system, the received signal ( )IQy t  inputs an IQ demodulator 

whose purpose is to recover the transmitted bit stream. In order to estimate the i-th received symbol

( ) { , }i i iC t A B=ɶ , the received signal ( )IQy t  is projected over the two signal basis ( ) cos(2 )cp t f tπ and 

( ) sin(2 )cp t f tπ over the n-th symbol period by means of the inner product, process called matched filtering, 

as follows 

( ) ( )

( ) ( )

0 0

0 0

1 1
( )cos(2 ) cos(2 )

1 1
( )sin(2 ) sin(2 )

s s

s s

T T

i IQ s s c IQ s c

s s

T T

i IQ s s c IQ s c

s s

A y t iT p t iT f t dt y t iT f t dt
T T

B y t iT p t iT f t dt y t iT f t dt
T T

π π

π π

= − − = −

= − − = −

∫ ∫

∫ ∫
 (1.6) 

Once the point ( ) { , }i i iC t A B=ɶ  is obtained, a decision stage assigns a corresponding symbol within the alphabet 

depending on the decision region (Voronoi region) in the IQ plane to which the point belongs to. The last step 
of the demodulation process consists on assigning the corresponding group of bits to every estimated symbol 
in order to reconstruct the bit stream. A typical IQ demodulator block diagram is shown in the right hand side 
of Figure 1.1. 

While the IQ modulator architecture presented in Figure 1.1 is useful for implementation purposes, there is a 

more compact representation based on the complex envelope ( )x t  of ( )IQx t  presented in equation (1.1). A 

complex mapper assigns a complex symbol C to every k-size group of bits of the input bit stream. The i-th 
symbol C is then represented as the complex number  

i i iC jα β= −  
 

The whole pulse-shaped complex symbol stream then becomes the complex envelope signal ( )x t as follows 
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( ) ( ) ( ) ( ) ( ) ( )i s i s i s I Q

i i i

x t C p t iT p t iT j p t iT x t jx tα β
∞ ∞ ∞

=−∞ =−∞ =−∞

 
= ⋅ − = ⋅ − − ⋅ − = − 

 
∑ ∑ ∑  (1.7) 

where ( )Ix t and ( )Qx t  are considered as in equation (1.5). If now, ( )x t is multiplied by the output signal of a 

complex oscillator ( )exp 2 cj f tπ  then we have the output signal of the complex modulator shown in Figure 

1.3. The output signal of an IQ modulator is the real part of the output signal of this complex modulator, as 
indicated in equation (1.1). Therefore, an IQ modulator could be represented in a more compact form as a 
complex modulator followed by a real-part operator, as shown in Figure 1.3.  

 

Figure 1.3 Block diagrams of an IQ modulator built with a complex coder and a complex modulator. 

At the receiver side the n-th received complex symbol ( )i i iC t A jB= −ɶ is estimated as follows (see Equation 

(1.6)): 

( ) ( )
0

1
exp 2

sT

i i i IQ s

s

C A jB y t iT j ft dt
T

π= − = − −∫ɶ  (1.8) 

1.2 Orthogonal Frequency Division Multiplexing (OFDM) principles 

The output signal of an IQ modulator ( )IQx t  transmits information with a bit rate bR  in a single-carrier (SC) 

transmission scheme. The bandwidth B of this signal is proportional to the symbol rate sR  ( B sR= in the 

Nyquist case). For high sR  values, B could exceed the flat response range of the devices and the channel that 

conforms the communication system. As a result, ( )IQx t  will experience a frequency selective fading [32]. In 

the time-domain, the transmission through a dispersive channel (as the fiber channel) induces a time delay Dt . 

To reduce as much as possible the inter-symbol interference (ISI), the symbol period s DT t>>  [32]. This 

condition is difficult to be satisfied for high sR  values (i.e. short sT  values). 
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One solution to the previous problem is the use of multi-carrier (MC) transmission schemes (or multi-carrier 
modulation, MCM). In this approach the serial bit stream is divided into N parallel bit streams each having a 
much lower (especially for larger values of N) bit rate ˆ /b bR R N= . Each parallel bit stream inputs an IQ 

modulator, each with a different carrier frequency if  (called sub-carrier). The output signal of the every IQ 

modulator, ˆ ( )IQx t  (called sub-channel), has a symbol rate ˆ /s sR R N= , then the bandwidth of the i-th ˆ ( )IQx t  

signal is B /iB N= . Even though the communication system bandwidth is not flat in the entire frequency range

B / 2cf ± , since iB  is much narrower than B (especially for large values of N), the sub-channels experience 

an almost flat system response in the frequency range / 2i if B± . Similarly, the sub-channel symbol period 

ŝ sT T N= i becomes larger, thus satisfying the condition 
ŝ DT t>>  and therefore reducing ISI. 

However, the MC systems have the following drawbacks: 

I. The filters used to separate the sub-channels at the receiver side are not ideal. Therefore, a guard band 

(GB) between sub-channels is needed. As a consequence, the sub-carrier spacing f∆ , defined as the 

frequency difference between any adjacent sub-carriers, should be if B GB∆ = + . The total bandwidth of 

the MC signal will then be greater than B, i. e.  B+iN f N B N GB N GB⋅ ∆ = ⋅ + ⋅ = ⋅ , thus reducing the 

spectral efficiency of the system. 
 

II. A large number of IQ modulators and demodulators are needed to operate the system since many sub-

channels are required to exploit the MC system advantages. This is neither practical nor feasible.  

Both issues could be avoided by using the OFDM approach for MC systems [33]. OFDM has a fundamental 
characteristic: all sub-channel waveforms are orthogonal to each other. Any two sub-channels are orthogonal 
to each other if the condition  

1 ˆ
ˆk l s

s

f f m mR
T

− = =  (1.9) 

is satisfied (see Appendix A.2), where m is any natural number and kf  and lf  are the sub-carrier frequencies 

of each sub-channel. This condition establishes that provided that the f∆  between any pair of sub-carriers 

(note necessarily adjacent) is an entire multiple of ˆ
sR , the whole set of sub-carriers is orthogonal. Under this 

condition, the sub-channels could be, in principle, fully recovered without inter-channel interference (ICI) by 

using a match correlator in spite of being strongly overlapped in the frequency domain [33]. Therefore, if f∆

is equal to ˆ
sR , then the total bandwidth of the multi-carrier OFDM signal becomes ˆ

sN R⋅ , that is sR . This results 
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in a good spectral efficiency of 1 [Bd/Hz] (Nyquist case). The first drawback of MC systems is then solved by 
using OFDM. The solution to the second concern is discussed in the next section.   

A general diagram of an OFDM MC transmission system is shown in Figure 1.4. The transmitted OFDM signal 
( )OFDMx t  is represented as 

( ) ( ),
1 1

ˆ( ) ( ) Re exp 2
N N

OFDM IQ n ni s n

n i n

x t x t C p t iT j f tπ
∞

= =−∞ =

 
= = − 

 
∑ ∑∑  (1.10) 

where , ( )IQ nx t  is the sub-channel waveform that outputs the n-th IQ Modulator, niC is the n-th complex symbol 

at the n-th sub-carrier and nf  is the frequency of the n-th sub-carrier.  

At the receiver side, the received OFDM signal ( )OFDMy t is split and sent to all the IQ demodulators (due to 

spectral overlap, typical passband filtering frequency demultiplexing becomes useless).  The i-th detected 
complex symbol at the output of the matched correlator of the n-th IQ Demodulator 

niCɶ  (see Equation (1.8)) 

can be expressed as 

( ) ( )
ˆ

0

1 ˆ exp 2ˆ

sT

ni OFDM s n

s

C y t iT j f t dt
T

π= − −∫ɶ  (1.11) 

Assuming an ideal linear transmission system with impulse response ( ) ( )h t tδ= , 

, ,
1 1

( ) ( ) ( ) ( )
N N

OFDM IQ n IQ n

n n

y t y t x t tδ
= =

= = ∗∑ ∑  (1.12) 

where , ( )IQ ny t  is the n-th received sub-channel and ∗ stands for convolution. Since all the received sub-

channels are still orthogonal to each other (due to ideal transmission), then 
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( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

ˆ ˆ

0 0

ˆ ˆ

0 0

1 1ˆ ˆexp 2 exp 2 ,ˆ ˆ

1 1ˆ ˆexp 2 exp 2 0,ˆ ˆ

s s

s s

T T

n s k n s k ni

s s

ni
T T

n s k n s k

n k n ks s

y t iT j f t dt x t iT j f t dt C n k
T T

C

y t iT j f t dt x t iT j f t dt n k
T T

π π

π π
≠ ≠

 
− − = − − = = 

 
=  

 
− − = − − = ≠ 

 

∫ ∫

∑ ∑∫ ∫

ɶ  (1.13) 

Equation (1.13) makes it clear that thanks to the orthogonality among subcarriers, the matched correlator acts 
as an effective sub-channel filter. Then, assuming ideal linear transmission, the detected symbol 

niCɶ  only 

depends on the transmitted symbol niC  (as in a single-channel IQ Demodulation process). After symbol 

estimation, the decision stage follows, generating the corresponding bit sequence. Due to transmission system 
impairments, some bits could be wrongly estimated. The main target of system design is to reduce as much as 
possible the number of bit errors.  

 

Figure 1.4 General diagram of an OFDM system as a Multi-carrier transmission system. 

1.3 OFDM digital implementations 

1.3.1 RF-IQ-OFDM digital implementation 

Although spectrally efficient, the OFDM architecture presented in Figure 1.4 is still impractical for 
implementation purposes. A practical implementation approach based on signal digitizing and the use of the 
inverse and direct discrete Fourier Transforms (IDFT and DFT, respectively) was first proposed in [34]. 

The first consideration of this approach is to generate the passband  ( )OFDMx t  as a baseband signal followed 

by a RF-up-converter of frequency RFf  equal to the frequency of the sub-carrier of the first IQ Modulator. 

The  ( )OFDMx t  signal (for simplicity we only consider the transmission of the first symbol) then becomes 
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( ) ( ) ( )

( ) ( )

1

1 0

1

0

ˆ( ) Re exp 2 Re exp 2 exp 2

ˆ             Re exp 2 exp 2

N N

OFDM i n i n RF

n n

N

RF i n

n

x t C j f t C j f t j f t

j f t C j f t

π π π

π π

−

= =

−

=

   
= = =   

   

 
=  

 

∑ ∑

∑
 (1.14) 

where ˆ
n RF nf f f= + . The frequency 

n̂f  is the frequency of the n-th sub-carrier of the shifted OFDM baseband 

signal. So, ˆ
nf n f= ∆ , where 0,1,2,..., 1n N= − . The highest frequency of the OFDM baseband signal is hence

maxf̂ N f= ∆ .  

The second consideration of the digital approach consists on generating the OFDM baseband signal in the 

digital domain and then transform it into the analogue domain. The complex signal ( )s t  defined as 

( ) ( )
1 1

0 0

ˆ( ) exp 2 exp 2
N N

n n n

n n

s t C j f t C j n f tπ π
− −

= =

= = ∆∑ ∑  (1.15) 

is the complex representation of the OFDM baseband signal. The OFDM passband signal is then 

( ){ }( ) Re ( )exp 2OFDM RFx t s t j f tπ=  (1.16) 

The digitized signal ( )s t  is 

( )( )
1

0

( ) exp 2
N

m s n s

n

s s t mt C j n f mtπ
−

=

= = = ∆∑  (1.17) 

where st  is the sampling period. The Nyquist sampling theorem stablishes that the minimum sampling rate to 

digitize a real-valued baseband signal to avoid ISI is twice the highest frequency of the signal ( maxf ). Unlike 

real baseband signals, complex baseband signals do not have even/odd amplitude/phase symmetry, and the 
minimum sampling frequency to avoid aliasing becomes equal to the highest frequency of the complex signal. 
The maximum sampling period to digitize a complex baseband signal is then max1 /st f= . Note that a complex 

sample is actually composed of two real samples: one for the real part and one for the imaginary one. Then, 
two real samples are actually taken every sampling period, thus having the same Nyquist sampling rate than a 
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real signal with the same maxf . If st is replaced by ( )max
ˆ1/ 1/f N f= ∆ in equation (1.17) and a normalization 

factor 1/N is included, we end up with the following expression:  

1 1

0 0max

1 1 2
( ) exp 2 exp iDFT{ }ˆ

N N

m s n n n

n n

m
s s t mt C j n f C j nm C

N N Nf

π
π

− −

= =

   = = = ∆ = =   
  

∑ ∑  (1.18) 

Here, iDFT{·} stands for the N-points inverse Discrete Fourier Transform operator. Equation (1.18) indicates 
that the digitized complex envelope of the OFDM baseband signal ms  could be obtained by inverse discrete 

Fourier transforming the symbols nC , where 1,2,3,...,n N= . The signal ms  is a stream of complex samples 

m m ms I jQ= − . If the two stream of real samples mI  and mQ  are digital-to-analogue converted (DAC) then we 

have the real baseband analogue signals I(t) and Q(t). After DAC conversion the signal ms  becomes the 

complex baseband analogue signal ( ) ( ) ( )s t I t jQ t= − . By replacing ( )s t  in equation (1.16) we obtain 

( ){ }( ) Re ( ( ) ( ))exp 2 ( )cos(2 ) ( )sin(2 )OFDM RF RF RFx t I t jQ t j f t I t f t Q t f tπ π π= − = +  (1.19) 

Equation (1.19) indicates a practical approach to digitally implement the OFDM transmitter by replacing a 
large number of mixers, oscillators and filters with an N-points iDFT, a pair of DACs and low pass filters 
(LFPs), as shown in Figure 1.5. This OFDM transmitter implementation is called here as RF-IQ-OFDM 
transmitter.  

 

Figure 1.5 Block diagram of the RF-IQ-OFDM transmitter. 
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The same previous approach could be used at the receiver side. The i-th received symbol of the n-th sub-

channel is computed by using equation (1.11). If this expression is evaluated only for the first symbol (for 
simplicity) and nf  is replaced by ˆ

n RF nf f f= + , we have 

( ) ( ) ( )
ˆ ˆ

0 0

1 1ˆ ˆ( )exp 2 exp 2 ( )exp 2ˆ ˆ

s sT T

n OFDM RF n n

s s

C y t j f t j f t dt s t j f t dt
T T

π π π= − − = −∫ ∫ɶ ɶ  (1.20) 

The signal ( )s tɶ  results after frequency-shifting the signal ( )OFDMy t  from RFf  to  f = 0. This means that ( )s tɶ  

is the baseband signal obtained after RF-down-converting and low-pass filtering (to remove undesired high 

frequencies) the signal ( )OFDMy t . After analogue-to-digital conversion (ADC) of signal ( )s tɶ  with a sampling 

period max1 / 1 /st f N f= = ∆ , the complex digital signal msɶ  is obtained. Since ˆ ˆ1 / 1 /s ST R f= = ∆ , the signal 

m m ms I jQ= − ɶɶɶ  has N complex samples in ˆ0 st T≤ ≤  . By replacing ( )s tɶ  by its digital version, msɶ , in equation 

(1.20), the following expression is obtained:  

( ) ( )
1 1 1

0 0 0

2ˆexp 2 exp 2 exp DFT{ }
N N N

n m n s m s m m

m m m

C s j f mt s j n fmt s j mn s
N

π
π π

− − −

= = =

 = − = − ∆ = − = 
 

∑ ∑ ∑ɶ ɶ ɶ ɶ ɶ  (1.21) 

Equations (1.20) and (1.21) indicate that the received symbols 
nCɶ  could be obtained by discrete Fourier 

transforming the digitized version of the RF-down-converted and low-pass filtered ( )OFDMy t  signal. The block 

diagram of this digital OFDM receiver implementation, called here RF-IQ-OFDM receiver, is shown in Figure 
1.6. 
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Figure 1.6 Block diagram of the RF-IQ-OFDM receiver. 

1.3.2 Real-valued OFDM digital implementation 

There is another digital OFDM implementation approach based on the previous one but in which the output of 
the iDFT is forced to be real-valued. To achieve this, the input set of symbols to the iDFT is constrained to 
have Hermitian symmetry [35] so that the imaginary part of the iDFT output becomes zero. The Hermitian 
symmetry is achieved by introducing to the iDFT the N set of symbols nC  plus a mirror complex conjugated 

replica of it. The size of the iDFT now becomes 2N. The input ports of the iDFT 1 2,..., NI I are mapped with 

the corresponding complex symbols * *
1 1, ..., , , ...,N NC C C C . The digital real-valued baseband signal that comes 

out from the iDFT is serialized, digital-to-analogue converted (just a single DAC is now needed) and low-pass 
filtered to produce the OFDM baseband signal. Since the signal is real-valued, the DAC should digitize it at 
twice its maxf . The sampling rate then becomes max2 2 2 sf N f R= ∆ = . The need of a twice higher-speed DAC 

(and ADC at the receiver side) to transmit the same data rate is a disadvantage of this OFDM implementation 
approach. Note that this signal can be transmitted in baseband or it can be RF-up-converted by means of a 
mixer and an oscillator.  

At the receiver side, after RF-down-conversion, if needed, the signal is low-pass filtered and analogue-to-
digital converted by taking 2N samples every symbol period sT . The digitized signal is 1:2N parallelized and 

DFT converted. Only the symbols corresponding to output ports 1 to N of the 2N-points DFT are decoded by 
the decision stage. Finally, the output parallel binary signal is serialized. A diagram of this transmitter and 
receiver implementation, named Real-valued OFDM digital implementation, is shown in Figure 1.7. 
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Figure 1.7 Block diagrams of the Real-valued OFDM transmitter and receiver. 

The electrical signals generated in the digital and electrical domains by the Real-valued OFDM, the RF-IQ-
OFDM and the IQ modulator schemes, presented in sections 1.3.2, 1.3.1 and in section 1.1, are used as the 
modulating signals of the optical transceivers analyzed in the present thesis work in Chapter 3, 4 and 5, 
respectively. The optical systems that transform these electrical signals from the electrical to the optical domain 
and vice versa for propagation through an optical fiber channel are described in the next Chapter. 
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2. Chapter two: Optical transceivers 

2.1 Optical transmitters and their modeling 

The function of an optical transmitter is to transfer an electrical signal that carries information into an optical 
signal to be transmitted through a fiber channel. There are two main schemes to perform the electro-optical (E-
O) conversion: direct modulated laser (DML) and external modulated laser (EML). 

In the DML approach, the electrical signal varies the driving current that pumps the laser diode, accordingly 
modulating its output optical power. DML is therefore the simplest alternative to implement an optical 
transmitter. However, under this scheme a high frequency chirp is generated, which limits the transmission 
bandwidth of a single-mode fiber system [36]. This scheme was not considered feasible for the reach and 
capacity targets of the systems analyzed in the present work. 

The use of an EML scheme is an alternative to reduce, or even eliminate, frequency chirping by introducing 
an external modulator that proportionally modulates a continuous wave (CW) optical signal according to the 
variations of a driving electrical signal. The CW signal is also referred to as the optical carrier. The most used 
external modulators are the electro-absorption modulator (EAM) and the Mach-Zehnder modulator (MZM), 
described in the next two sections. Some EMLs have the modulator and the CW laser source integrated in a 
single chip.   

The field of the optical carrier ( )cE t is modeled here as [37]  

( )
( )( )1 ( )

( ) ( ) exp ( )
( )exp

X

n c

c c WGN c c c Y

c

k E t
E t P P t j t t

E tk j
ω ϕ ϕ

δ

 −  
= + + + =   

    
 (2.1) 

where 
2( )

c c
P E t=  is the average output power of the transmitter laser, / 2c cfω π =  is the center frequency of 

the optical carrier, cϕ  is the initial phase of the optical carrier, ( )n

c tϕ  is the phase noise of the laser, ( )WGNP t is 

the amplitude noise of the laser, k  is the power ratio between the X and Y polarization components, 
( ) and ( )X Y

c cE t E t  respectively, and δ  is the phase difference between them. The vector as a function of k and 

δ in Equation (2.1) is introduced to consider the state of polarization in order to obtain the X and Y polarization 
components of the laser output optical field. For simplicity, in the rest of this Chapter a single X-polarization 
transmission (k = 0, δ = 0) and an initial phase 0cϕ =  of the optical carrier are considered. Equation (2.1) 

then becomes 
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( )( ) ( ) exp ( ( ))n

c c WGN c cE t P P t j t tω ϕ= + +  (2.2) 

The phase noise ( )n

c tϕ can be modelled as  

0
( ) ( )

t
n

c t dϕ ω τ τ= ∫  (2.3) 

where ( )tω is Gaussian white noise with a variance of 2 cfπ∆ , where cf∆  is the full width at half maximum 

(FWHM) laser linewidth. Since the laser phase noise is caused by spontaneous emission photons with random 
phase and therefore the phase of the carrier changes randomly depending on a high number of independent 
noise events, it is a good assumption to use a Gaussian distribution to model it [38].  

The amplified-spontaneous emission (ASE) noise of the CW laser is emulated by adding to ( )cE t  a Gaussian-

distributed optical white noise with power ( )WGNP t . In a simple approach, the relative intensity noise (RIN) of 

the CW laser, defined as the variance of the intensity fluctuations to the squared mean power ratio, could also 
be modeled as optical white Gaussian noise (WGN) [39], as in this work.  

The OSNR at the output of the laser after optical WGN addition expressed in dB is evaluated as [40] 

10 log c

WGN WGN

P
OSNR

B W

 
=  ⋅ 

 (2.4) 

where WGNB  is the bandwidth for noise measurement and WGNW  is the power spectral density of the added 

optical noise in both polarizations. Unless otherwise stated, the amplitude and phase noise terms of the optical 
carrier are neglected in the rest of this Chapter to favor a conceptual analysis. Note however, they are indeed 
considered in the model of the lasers employed in the numerical analysis presented in Chapters 4 and 5.  

A real-valued electrical signal, as the signals ( )Ix t , ( )Qx t , ( )IQx t  or ( )OFDMx t  described in the previous 

Chapter, can modulate the intensity or the field of the optical carrier, depending on the configuration of the 
modulator and which kind of receiver scheme is used. A complex-valued signal composed of two real signals, 

as the output of an IQ coder ( ( ) ( ) ( )I Qx t x t jx t= − ) or an IQ OFDM baseband transmitter ( ( ) ( ) ( )s t I t jQ t= −

) described in the previous Chapter, modulates the field of an optical carrier by means of an optical IQ 
modulator, composed by a pair of MZMs. The models of the most used optical modulators, as well as their 
configurations to work as an intensity, field or IQ modulators, are described below.   
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2.1.1 The Mach-Zehnder modulator (MZM) 

A MZM is an optical device composed of a pair of phase modulators positioned within an interferometric 
structure. It could be used as a phase, intensity or field modulator. A pair of MZMs together with a phase 
modulator immersed in an interferometer conform an optical IQ modulator. 

An optical phase modulator (PM) is a device that modulates the phase of an incident optical carrier 
proportionally to an applied external voltage by means of the Pockels effect [41]. It is fabricated by embedding 
an optical waveguide in an electro-optical substrate. The external voltage is applied via an electrode to 
modulate the refractive index of the waveguide, and thus the phase of the incoming optical carrier, as shown 
in Figure 2.1.a. 

The modulated phase ( )M tϕ  is a function of the wavelength of the optical carrier cλ , the length of the electrode 

eL  and the variation of the effective refractive index ( )effn t∆  as a function of the applied voltage ( )V t  [39]. 

Considering only the Pockels effect, the relation between ( )effn t∆  and ( )V t  is linear, therefore, ( )M tϕ  is 

proportional to ( )V t . The proportionality factor between ( )M tϕ  and ( )V t  is related with the composed 

parameter Vπ , defined as the voltage needed to achieve a π change in the phase of the incident optical carrier. 

The relation between ( )M tϕ  and ( )V t  is given as 

2 ( )
( ) ( )e eff

M

c

L n t
t V t

Vπ

π π
ϕ

λ
∆

= =  (2.5) 

The relation between the PM input ( )cE t  and output ( )PME t optical fields is then expressed as 

 ( )( ) ( ) exp ( ) ( ) exp ( )PM c M cE t E t j t E t j V t
Vπ

π
ϕ

 
= =  

 
 (2.6) 

A dual-drive MZM is constructed by placing two independently-driven optical PMs on each arm of an 
interferometric structure as shown in Figure 2.1.b. The incoming optical carrier is split into the two arms of the 
interferometer with a power splitting ratio ψ . Each replica of the optical carrier is phase modulated by different 

driving signals, 1( )V t  and 2 ( )V t , and then the modulated replicas are recombined, producing optical wave 

interference. The phase difference ( )tϕ∆  between the optical fields of each replica varies the interference from 

constructive to destructive. This enables the possibility of modulating the amplitude of the optical carrier by 
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means of the electrical signals 1( )V t  and 2 ( )V t  of each phase modulator. The relation between the dual-drive 

MZM input ( )cE t  and output ( )MZME t  optical fields is modeled here as [42] 

( ) ( )( )1 2

1 2
,1 ,2

1
( ) ( ) exp ( ) 1 exp ( )

2

1
             = ( ) exp ( ) 1 exp ( )

2

MZM c

MZM

c

MZM

E t E t j t j t

E t j V t j V t
V Vπ π

ψ ϕ ψ ϕ
α

π π
ψ ψ

α

= + − =

    
+ −         

 (2.7) 

where 1( )tϕ  and 2 ( )tϕ  ( ,1Vπ  and ,2Vπ ) are the phase shifts (the Vπ  of the phase modulators placed) in the upper 

and lower arms of the dual-drive MZM, respectively, and  MZMα  is the insertion loss of the modulator. For 

simplicity, let us assume a lossless device with a 50:50 power splitting ratio (ψ =0.5) and the same Vπ  value 

for both PMs. If 1 2

( )
( ) ( )

2
V t

V t V t= =  is set, configuration known as push-push, Equation (2.7) becomes 

1 1
1

( ) ( ) exp ( ) exp ( ) ( )exp ( )
2 2MZM c cE t E t j V t j V t E t j V t

V V Vπ π π

π π π      
= + =      

      
 (2.8) 

From Equation (2.8) it could be noticed that the MZM acts as a pure phase modulator. If now we set

1 2

( )
( ) ( )

2
V t

V t V t= − = , configuration known as push-pull, Equation (2.7) becomes 

1
( ) ( ) exp ( ) exp ( ) ( )cos ( )

2 2 2 2MZM c cE t E t j V t j V t E t V t
V V Vπ π π

π π π      
= + − =      

      
 (2.9) 

The dual-drive MZM push-pull configuration is used in the rest of the present document, and from now on will 
be referred to simply as MZM. The MZM E-O field transfer function (FTF), ( )MZMT t , graph in blue in Figure 

2.1.c, is defined as 

( ) ( )
( ) cos ( )

( ) ( ) 2
out MZM

MZM

in c

E t E t
T t V t

E t E t Vπ

π 
= = =  

 
 (2.10) 
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The MZM E-O power transfer function (PTF), 
2( )

MZM
T t , graph in red in Figure 2.1.c, is calculated as 

2 2 1 1
( ) cos ( ) cos ( )

2 2 2MZMT t V t V t
V Vπ π

π π   
= = +   

   
 (2.11) 

Equations (2.10) and (2.11) indicate a cosine relationship between the driving voltage and the field and power 

transfer functions, respectively. From Figure 2.1.c it could be noticed that for both, FTF and PTF vs ( )V t  

curves, there are voltage intervals in which the E-O conversion could be considered linear. 

In order to use the MZM as a field modulator (FM), the driving voltage ( )V t  should be centered in the 

maximally linear point of the FTF, i. e. Vπ−  or Vπ , voltage values known as null points (marked in Figure 

2.1.c) since the PTF reaches its minimum value there. A maximum dynamic range equal to 2Vπ could be 

achieved at the expense of operating the modulator outside its linear range. This in turn leads to unfavorable 
consequences (non-linear distortion) as will be discussed in section 2.4.5. A linear field modulation is achieved 
if the driving voltage is maintained within the FTF linear range, around the null point, so that 

, ( ) ( )MZM FMT t kV t≈  (2.12) 

The MZM could also be set as an intensity modulator (IM) by centering the driving voltage ( )V t  in the 

maximally linear point of its PTF, i. e. / 2Vπ−  or / 2Vπ , values known as quadrature points (pointed out in 

Figure 2.1.d). A maximum dynamic range of Vπ could be achieved, incurring in non-linear E-O power 

conversion. A linear intensity modulation is achieved by keeping ( )V t  within the PTF linear range. The PTF 

then becomes 
2

, ( ) ( )MZM IMT t kV t≈  around the quadrature point. As a consequence, around the quadrature 

point, the intensity of the optical signal at the output of the modulator is linearly proportional to ( )V t  and can 

be expressed as 

2 2 2

, , ,( ) ( ) ( ) ( ) ( )MZM IM c MZM IM c MZM IM cE t E t T t P T t P kV t= ⋅ = ⋅ ≈  (2.13) 

The modulating signals ( )mV t  used in the present work ( ( )OFDMx t , ( )Ix t and ( )Qx t ) are zero-mean valued, 

therefore a DC bias ( bV ) should be added to the signal in order to center the driving signal ( ) ( )m bV t V t V= +  in 

the desired operational point. 
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Figure 2.1 Adapted from [39]: a) Diagram of a Phase Modulator; b) Diagram of a dual-drive MZM; Graphs 
of a MZM E-O field and power transfer functions biased at c) null point and d) quadrature point. 

The driving signal of a MZM is real-valued. There are also complex-valued driving signals composed of two 
real components, such as the output of an IQ coder (see section 1.1) or an IQ-OFDM baseband digital 
transmitter (see section 1.3.1), represented in general as ( ) ( ) ( )I Qx t x t jx t= − . In this case, a MZM is needed 

to modulate the amplitude of the real component Re( )x t , and another MZM is needed to modulate a π/2 phase 

shifted imaginary component Im( )x t . The interferometric structure formed by the pair of MZMs and the π/2 

phase shifter (a PM driven with a fixed voltage of / 2Vπ− ) is called dual-nested MZM (DN-MZM). A CW 

laser that acts as an optical oscillator and a DN-MZM conform an optical IQ (oIQ) modulator, depicted in 
Figure 2.2. 
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Figure 2.2 Structure of an Optical IQ modulator. 

If the DN-MZM is assumed to be a lossless and perfectly balanced device conformed by identical MZMs, the 
optical field that outputs the oIQ modulator, ( )IQE t , is then calculated as [39] 

( )1 1 ( ) 1
( ) ( ) exp ( ) ( ) cos cos ( )

2 2 2 2 2 2
QI

IQ MZM MZM c c

x tV x t
E t T t j T t E t j E t

V V V

π

π π π

π
π π

        − = + = −         
         

 (2.14) 

The complex transfer function of the oIQ modulator is defined as  

( ) ( )1 ( ) 1
( ) cos cos ( ) ( )

( ) 2 2 2 2
IQ QI

IQ I Q

c

E t x tx t
T t j T t jT t

E t V Vπ π

π π
   

= = − = −   
   

 (2.15) 

Provided that the MZMs are used as field modulators, the real and imaginary parts of  ( )IQT t  linearly vary with 

the driving signals ( )Ix t  and ( )Qx t , respectively, i.e. ( ) ( )I IT t kx t≈  and ( ) ( )Q QT t kx t≈  around the null point.  

If ( )IQT t is expressed according to Euler representation as ( )( ) ( ) exp ( )IQ IQ IQT t A t j tφ= − , then the output of the 

IQ modulator can be cast as  

 ( )( ) ( ) ( ) ( ) ( )exp ( )IQ c IQ c IQ IQE t E t T t E t A t j tφ= ⋅ = ⋅ −  (2.16) 

where 2 2( ) ( ) ( )IQ I QA t T t T t= +  (2.17) 
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and ( )( ) arg ( ), ( )IQ Q It T t T tφ =  (2.18) 

The operation ( )arg ⋅  denotes the angle of a complex value in the range between – π to π. Equation (2.16) 

indicates an amplitude and phase modulation of the optical carrier at the output of the oIQ modulator 
proportional to the amplitude and phase of the driving signal ( )x t , respectively. Therefore, the complex 

symbols mapped onto the electrical signal ( )x t  could be also mapped onto the optical field that comes out from 

the oIQ modulator. The receiver scheme that allows to recover the electrical complex information from the IQ 
modulated optical field is described in section 2.2. 

The electro-optic frequency response of the MZM is modeled here as an electrical low-pass fifth-order Bessel 
filter with a given 3 dB bandwidth MZMB . The filter is applied to the driving signal at the input of the modulator.   

2.1.2 The electro-absorption modulator (EAM) 

An EAM is a semiconductor device with the same structure of a laser diode that directly modulates the 
amplitude of an optical carrier. It is formed by a single waveguide with electrodes to apply the modulating 
electrical field across the waveguide; this is schematically represented in Figure 2.3. Due to the electro-
absorption effect, the energy difference between the conduction and valence bands in a semiconductor are 
changed proportionally to an applied external electric field. Therefore, the absorption of the semiconductor, 
and thus the amplitude of an incident optical field, is modulated proportionally to the amplitude of the electrical 

driving signal ( )V t . This effect occurs in bulk semiconductors, including both silicon and III-V materials, but 

it is stronger in quantum wells built in III-V semiconductors [43]. Apart from an absorption change, the applied 
electrical field changes the refractive index through the Kramers–Kroenig relations [44], which results in 
optical phase modulation along with the optical intensity modulation: frequency chirp. 

 

Figure 2.3 a) Schematic representation of an EAM, b) 3D representation of an EAM. 

The optical field at the output of the EAM, ( )EAME t , is modeled here according to [45] as follows  



Chapter two 

 

49 
 

( ) ( ) ( )EAM EAM cE t T t E t= ⋅  (2.19) 

where ( )EAMT t is the complex field transfer function of the EAM, and can be expressed as 

( )( ) ( ) exp ( )EAM EAM EAMT t T t tφ=  (2.20) 

( )EAMT t  and ( )EAM tφ are the transfer magnitude and transfer phase functions of the EAM, respectively. 

Amplitude modulation in an EAM is accompanied by phase modulation, which results in generally undesired 
frequency chirp. The change of phase as a function of time is modeled in this thesis according to [46] as follows 

2

2

( )( ) 1
2 ( )

EAM EAM
d T td t

dt dtT t

φ α   
=     

  
 (2.21) 

where /EAM R In nα = ∆ ∆  is the relative change of the real part Rn∆  and imaginary part In∆  of the refractive 

index. The parameter EAMα is referred to in the literature as the α -factor, chirp factor or linewidth 

enhancement factor, and it is in general voltage-dependent ( )EAM EAM Vα α=  [47].  

The transfer function ( )EAMT t  could be expressed in terms of the time-varying driving voltage  ( )V t  as follows 

( )( ( )) ( ( )) exp ( ( ))EAM EAM EAMT V t T V t V tφ=  (2.22) 

The voltage-dependent version of Equation (2.21) is then evaluated as 

 2

2

( ( ))( ( )) ( ) ( ( )) 1 ( )
2 ( ( ))

EAMEAM EAM

EAM

d T V td V t dV t V t dV t

dV dt dV dtT V t

φ α    
⋅ = ⋅      

   
 (2.23) 

then 2

2

( ( ))( ( )) ( ( )) 1
   

2 ( ( ))
EAMEAM EAM

EAM

d T V td V t V t

dV dVT V t

φ α   
=     

  
 (2.24) 
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From Equation (2.24), the voltage-dependent phase transfer function ( )EAM Vφ  of the EAM can be calculated 

as 

 2( )

2
0

( )( ) 1
( ( ))    

2 ( )

V t

EAMEAM
EAM

EAM

d T VV
V t dV

dVT V

α
φ

   
=      

   
∫  (2.25) 

According to [48], the voltage-dependent ( )EAM Vα  and 
2( )

EAM
T V  functions, using a small-signal 

approximation, can be recast via a Taylor series expansion about the bias voltage bV as  

2 2 3
0 1 2 3( ) ...

EAM
T V T TV TV TV= + + + +  (2.26) 

2 3
0 1 2 3( ) ...EAM t V V Vα α α α α= + + + +  (2.27) 

Where iT  and iα , 0,1,2,3,...i = , are the i-th Taylor’s series coefficients of the power 2( )EAMT V  transfer functions 

and chirp-factor ( )EAM Vα , respectively. It is usual to express 2( )EAMT V  and their corresponding coefficients in 

decibels as   

2 2 3
0, 1, 2, 3,( ) ...

EAM dB dB dB dBdB
T V T T V T V T V= + + + +  (2.28) 

By means of the polynomial approximation of ( )
EAM

Vα  and 2( )EAMT V , the optical field at the output of the 

EAM can be evaluated using Equations (2.19), (2.22) and (2.25). The numerical implementation to carry out 
this procedure can be found in [45]. 

Figure 2.4.a and Figure 2.4.b show graphs of 2( )EAMT V  (in red) and ( )
EAM

Vα  for a typical EAM, respectively. 

They are approximated as fourth-order polynomial functions with the following coefficients: 

0, 1, 2, 3, 0 1 2 3{ , , , } {0, 2.75, 6.30, 1.50}       { , , , } {0.20, 0.30, 0.40, 0.10}dB dB dB dBT T T T α α α α= − − + = − − +  (2.29) 

The corresponding ( )EAMT V  function is shown (in blue) in Figure 2.4.a.  
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From Figure 2.4 it could be observed a region in which the power transfer function 2( )EAMT V  varies linearly 

with respect to the driving voltage. The EAM could be operated as an intensity modulator by centering the 

driving voltage ( )V t  in the maximally linear point of its PTF. As a result, the intensity of the optical signal at 

the output of the modulator becomes linearly proportional to ( )V t  around bV  as follows 

2 2 2

, , ,( ) ( ) ( ) ( ) ( )EAM IM c EAM IM c EAM IM cE t E t T t P T t P kV t= ⋅ = ⋅ ≈  (2.30) 

To operate the EAM as a linear field modulator, the driving voltage ( )V t  should be centered in the maximally 

linear point of its FTF and the driving voltage should be maintained within the FTF linear range, so that 

, ( ) ( )EAM FMT t kV t≈  (2.31) 

For very low chirp values 0E A Mα → , the field transfer function of the EAM tends to become real-valued, 

, ,( ) ( )EAM FM EAM FMT t T t→ . If in addition a linear field modulation is used, then 

, ( ) ( )EAM FMT t kV t≈  (2.32) 

as in the case of a MZM used as a field modulator (see Equation (2.12)). 

 

Figure 2.4 a) Normalized field ( )( )EAMT V , power ( )2( )EAMT V , and b) chirp ( )( )EAM Vα voltage-dependent 

transfer functions for a typical EAM. 
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The electro-optic frequency response of the EAM is modeled here as an electrical low-pass Bessel filter of 
fifth-order with a given 3 dB bandwidth EAMB . The filter is applied to the driving signal at the input of the 

modulator.   

2.2 Optical receivers and their modeling 

A photo-diode is the key component to perform the opto-electrical (O-E) conversion. A single photo-diode 

(PD) is sensible only to the intensity of light. The output current ( )i t  of an ideal photo-diode is then 

proportional to the squared modulus of the incident optical field ( )E t  in both polarizations [49], as follows 

2 *( ) ( ) ( ) ( )i t R E t R E t E t= = ⋅ ⋅  (2.33) 

where R, expressed in A/W, is a proportionality factor called the responsivity of the PD. 

Let us assume for the rest of this section a back-to-back transmission in which the optical field that outputs an 
optical modulator immediately inputs a single photo-diode with R = 1 A/W. 

If intensity modulation is used, then the output current of the PD is proportional to the transmitter driving signal 
as follows 

2 2( ) ( ) ( ) ( )
IM c IM c

i t E t P T t PkV t= = ≈  (2.34) 

This very simple receiver scheme, called direct-detection (DD), is useful enough to recover modulating signals 
mapped into the intensity of the optical carrier. However, if field modulation is used instead, it is not possible 
to recover the driving signal using the DD scheme, as can be observed from Equation (2.34).    

If we now assume the transmission of a field modulated signal ( )FME t  plus the optical carrier ( )cE t (or even 

part of it), the output current of the PD is 

 2 2 2 2 *( ) ( ) ( ) ( ) ( ) ( ) 2Re{ ( ) ( )}
FM c FM c c FM

i t E t E t E t E t E t E t E t= = + = + +  (2.35) 

where ( ){ } { }2* *Re{ ( ) ( )} Re ( ) ( ) ( ) ( ) Re ( )c FM c c FM c FME t E t E t E t T t E t T t= ⋅ ⋅ = ⋅  (2.36) 

Considering the use of a MZM or a chirp-less EAM, we have 
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 { }Re ( ) ( ) ( )FM FMT t T t kV t= ≈  (2.37) 

then, 2 2( ) ( ) ( ) 2 ( )
FM c c

i t E t E t PkV t≈ + +  (2.38) 

According to Equation (2.38) it is possible, in principle, to recover the driving signal if we are able to isolate 
it from the other components of the PD output. This reception scheme is called self-coherent, and it is useful 
to recover a driving signal if field modulation is used and the optical carrier generated at the transmitter side is 
also sent through the transmission system. One of the main challenges of this scheme is the isolation of the 

desired terms from the rest of them. The spectrum of ( )i t  is composed of a DC tone related to 
2( )

c
E t (easy 

to filter out), the desired terms related to ( )V t , and the undesired beating terms 
2 2( ) ( )

FM c FM
E t P T t= ⋅  (difficult 

to filter out). As an example, if a MZM is used as field modulator the beating terms are calculated as in Equation 

(2.39). If the driving signal ( )V t  is the sum of multiple sub-carriers, as in OFDM, then the power operation 
2 ( )V t  results in sub-carrier beating, which is a deleterious phenomenon that should be removed or avoided as 

much as possible (see section 2.4.5). 

2 2 2 2( ) ( ) ( )
FM c FM c

E t P T t P k V t= ⋅ ≈ ⋅  (2.39) 

If the chirp of the EAM is now taken into account, then Equation (2.37) becomes  

{ } ( ){ } ( ) ( ), , , , ,Re ( ) Re ( ) exp ( ) ( ) cos ( ) ( )cos ( )FM EAM FM EAM FM EAM FM EAM FM EAM FMT t T t t T t t kV t tφ φ φ= = ≈  (2.40) 

Therefore, the driving signal could be extracted as described before, but affected by a cosine function in terms 
of the modulated phase. For low chirp values this effect is diminished, and completely vanishes if no chirp is 
present, as stated in Equation (2.37). 

The detection of an optical IQ modulated signal with a complex driving signal ( ) ( ) ( )I Qx t x t jx t= − is now 

analyzed. The output current of a single PD for this case is 

( )
22 2( ) ( ) ( ) ( ) exp ( ) ( )IQ c IQ IQ c IQi t E t E t A t j t P A tφ= = ⋅ − =  (2.41) 
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From Equation (2.41) it could be observed that a loss of the signal ( )IQ tφ  occurs after direct detection. 

However,   ( )IQ tφ  is needed to recover ( )Ix t  and ( )Qx t . Since the modulating signal ( )x t  is complex valued, 

it is not possible to fully recover it after self-coherent detection either. The imaginary part of ( )IQE t would still 

be missing.  

Therefore, an alternative approach called coherent detection has to be used to recover the signal ( )x t . Under 

this approach, an optical carrier is no longer required to be sent from the transmitter side. Instead, an optical 
carrier ( )LOE t is generated by a local oscillator (LO) at the receiver side and added to the incoming optical 

signal just before photo-detection. The output current of the PD is thus  

2 2 2 *
1( ) ( ) ( ) ( ) ( ) 2 Re{ ( ) ( )}IQ LO IQ LO LO IQi t E t E t E t E t E t E t= + = + +  (2.42) 

where ( )( ),( ) ( ) exp ( )n

LO LO LO WGN LO LOE t P P t j t tω ϕ= + +  (2.43) 

and / 2LO LOfω π =  is the center frequency, ( )n

LO tϕ  is the phase noise, LOP is the average output power and 

, ( )LO WGNP t  is the amplitude noise of the optical carrier generated by the LO, respectively. For simplicity let us 

assume that the LO laser is noiseless and its frequency is the same as the transmitted optical carrier, then we 
have 

( ) ( ){ }*Re{ ( ) ( )} Re exp exp ( )LO IQ LO c c c IQ c LO IE t E t P j t P j t T t P P Tω ω= − ⋅ ⋅ =  (2.44) 

Substituting the result of Equation (2.44) into Equation (2.42), we obtain 

2 2
1( ) ( ) ( ) 2IQ LO c LO Ii t E t E t P P T= + +  (2.45) 

To remove the undesirable terms 
2 2( )  and ( )IQ LOE t E t , one alternative consists in applying a π-phase shift to 

a replica of the LO optical carrier, add this to a replica of the incoming signal and detect the resulting signal 
by a second PD whose output current is 
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2 2 2
2( ) ( ) ( ) ( ) ( ) 2IQ LO IQ LO c LO Ii t E t E t E t E t P P T= − = + −  (2.46) 

The subtraction of current 2i  to 1i  results in 1 2( ) ( ) ( ) 4I c LO Ii t i t i t PP T= − =  from which the signal ( )Ix t  

could be extracted provided that field modulation was employed, i.e. ( ) ( )I IT t kx t≈ . In a similar way, the 

imaginary part of the modulated optical field could be obtained by applying phase shifts 
2
π and 3

2
π to replicas 

of the LO optical carrier, add each of them to corresponding replicas of the incoming signal and detect the 
resulting signals by a third and fourth PD to obtain the currents 3i  and 4i , respectively, as follows 

{ }2 2 2 *
3( ) ( ) ( ) ( ) ( ) 2 Im ( ) ( )IQ LO IQ LO IQ LOi t E t jE t E t E t E t E t= − = + +  (2.47) 

{ }2 2 2 *
4 ( ) ( ) ( ) ( ) ( ) 2 Im ( ) ( )IQ LO IQ LO IQ LOi t E t jE t E t E t E t E t= + = + −  (2.48) 

The subtraction of current 4i  to 3i  results in { }*
3 4( ) ( ) ( ) 4Im ( ) ( ) 4Q IQ LO c LO Qi t i t i t E t E t PP T= − = = . The 

photo-current ( )Qi t , then provides access to the signal ( )Qx t . Therefore, under the assumed conditions, the 

complex driving signal ( )x t  could be fully recovered. It is important to remark that the two pair of PD used to 

obtain the  ( )Ii t  and ( )Qi t  signals need to have ideally the same physical characteristics, so that they are called 

balanced photo-detectors.  

The noiseless BtB case considered here is very idealistic. In the presence of noise and transmission of the signal 
through the fiber channel and the use of non-ideal electrical and optical devices, the reconstruction of signals 

( )Ix t  and ( )Qx t  requires the use of a block of DSP algorithms to estimate and compensate for distortions 

imposed by the transmission physical impairments. The DSP techniques used for the optical coherent system 
analyzed in this work are described in section 2.5.2.  

In summary, the elements that conform an optical coherent receiver are: the LO that generates the optical 
carrier, the optical 90° hybrid that performs the split and phase shifts of the LO carrier and their addition to the 
incoming signal, the set of four balanced photodetectors that generates currents 1 4,...,i i , and two trans-

impedance amplifiers (TIA) that perform the current subtraction operations and the current-to-voltage signal 
conversion from , ,ˆ

I Q I Qi x→ . The conventional scheme of an optical coherent receiver is shown in Figure 2.5 

[39]. 
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Figure 2.5 Diagram of an optical coherent receiver. 

For the sake of simplicity, in the whole previous discussion the output current of the photo-diodes was 
considered just proportional to the square modulus of the incident optical field. However, the model of the PIN 
photo-diode used in the simulations presented in this work also considers some additional impairments. The 
actual output current of our modeled PIN photo-diode is [50] 

( ) ( ) ( ) ( )PIN sh th di t i t i t i t i= + + +  (2.49) 

where ( )i t is the output current of an ideal photo-diode as defined in Equation (2.33), ( )shi t is the shot noise 

current, ( )thi t is the thermal noise current and di is the dark current that are inherent to the optical detection 

process. The one-sided spectral noise density in A/ Hz of the shot noise current is determined as follows 

( )2 ( )
sh sh d

N q i t i= +  (2.50) 

2.3 The fiber channel and its modeling 

The aim of the E-O and O-E conversions addressed in the previous sections is the transmission of the modulated 
signals through a fiber channel which is known to have lower attenuation and much more capacity than copper 
cables. The fiber channel used in the systems analyzed in this thesis work is the conventional SMF. Propagation 
of optical waveforms in SMFs has been widely studied and different models with different degrees of 
complexity have been developed. The choice of the fiber model depends on a trade-off between the amount of 
detail required from the simulation results for a specific application and the computational time required to 
perform the simulation process [51].  

For instance, by using a simple model in the frequency domain [49] which takes into account only deterministic 
and linear effects as well as a single-polarization propagation, the optical field at the output of a fiber channel 
is computed as 
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( )/20( ) ( ) 10 exp ( )FC L

FC inE f E f j f L
α β−= ⋅ −  (2.51) 

where ( )inE f  is the frequency representation of the input optical field, FCα [dB/m] is the attenuation 

coefficient of the fiber, L is the length of the fiber in meters and ( )fβ  is the frequency-dependent phase 

variation of the signal, which can be approximated by a third-order Taylor series expansion around 0 as  

2 3
2 3 2 3

0 1 2 32 3

1 1 1 1
( ) (0) (0) (0) (0)

2 6 2 6
d d d

f f f f f f f
df df df

β β β
β β β β β β≈ + ⋅ + ⋅ + ⋅ = + + +  (2.52) 

where 0β  is a fixed phase shift and 1β  is a linear phase shift associated with a delay in time. Coefficient 2β

stands for a frequency-dependent linear change of the group velocity whose effect is the first order group 
velocity dispersion (GVD) or chromatic dispersion. This dispersive effect causes that the frequency 
components of the propagating signal travel at different speeds. If a multi-carrier signal is sent through a 
chromatic dispersive channel, then a time delay between its sub-carriers is present at the output of the channel. 

The 2β  term in units of 2 /s m is related with a most used parameter called chromatic dispersion coefficient D 

in units of 2/s m  as follows  

2

2 2
c D
c

λ
β

π
= −  (2.53) 

where c is the speed of light in a vacuum and cλ is the center wavelength of the propagating optical carrier.  

3β  is the second order GVD coefficient in 3 /s m, related with D and the dispersion slope S (in 3/s m ) coefficients 

in this manner:  

( )
2

2
3 2

2
c

c cD S
c

λ
β λ λ

π
 = + 
 

 (2.54) 

Parameter S is used to calculate the value of parameter D corresponding to a certain wavelength.  

Considering only the effect of the first order GVD in Equation (2.51), the fiber channel acts as a linear filter 
whose frequency response is obtained as follows  
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2
2( )

( ) exp
( ) 2

FC
CD

in

E f j f L
H f

E f

β 
= = − 

 
 (2.55) 

This simple model does not take into account relevant transmission impairments such as the fiber nonlinear 
response due to the Kerr effect or polarization mode dispersion (PMD). However, the derivation of Equation 
(2.55) was presented since a CD compensation algorithm used in the system analyzed in Chapter 5 relies on 
this expression (see section 2.5.2).  

A more sophisticated model of the fiber channel, reported in [52], is used in the simulation analysis presented 
in Chapter 4 and 5 of this work. This model solves a system of two coupled nonlinear Schrödinger equations 
describing the propagation of two orthogonal polarization components of optical signals in a fiber channel. 
The model takes into account polarization-dependent loss (PDL), PMD, four-wave mixing (FWM), self-phase 
modulation (SPM), cross-phase modulation (XPM), first order GVD, second order GVD, and attenuation of 
the fiber. Adjustment factors for SPM, FWM, and XPM due to polarization evolution are included in the model. 

To calculate polarization effects in the fiber the coarse-step method is used [53]. In this method, continuous 
variations of birefringence are approximated by series of many short-polarization-sections in which the degree 
of birefringence and the orientation of the principal axes are constant. The polarization state of the optical field 
is scattered to a new point on the Poincaré sphere at the end of each section [52]. Each scattering section is 
defined by frequency-dependent Jones matrix which has the eigenvectors that coincide with the rotation axis 
in Stokes space. The multiplication of the input field by the Jones matrix is equivalent to the rotation of 
polarization vector on the Poincare sphere around this rotation axis. In the employed model, the length of each 
polarization scattering section scattz∆  is randomly selected from a Gaussian distribution, with a given mean 

scattµ  and standard deviation scattσ . The values used in this work are 1 km and 10 m, respectively. The length 

of all polarization sections should be longer than the correlation length ( cL ) between the X and Y polarization 

components. The parameter cL  is related with the variance 2
Tσ  of the random time delay T∆  occurring 

between the X and Y polarization components during propagation of an optical pulse through a fiber with 
length L [54] as follows: 

( ) ( )( ) ( )22
1 12 exp / / 1X Y

T c c cT L L L L Lσ β β= ∆ = − − + −    (2.56) 

where 1
Xβ and 1

Yβ  describe the group velocity deviation for the X and Y polarization components, 

respectively. Typical values of cL  are between 10 and 300 m. The value used here is 50 m. For 0.1L >  km, 

we can use cL L<<   in Equation (2.26) to get the approximation [55] 
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1 1 2 2 2 2
X Y T PMD

c c

D

L L L

σ
β β= − ≈ =  (2.57) 

where PMDD  is the PMD coefficient in /s m , obtained statistically as /PMD TD Lσ= .  

The mathematical model for pulse propagation within each polarization section, as mentioned before, is based 
on a set of coupled propagation equations for two orthogonal polarization components of the electrical field, 
given by Equations (2.58) and (2.59) [56]. These polarization components correspond to the principal axes of 
polarization in the fiber section [57].  

2 3 2 2
2 3

1 2 3

2
( , ) ( , ) ( , ) ( , )

2 2 6 3
X X X Y XFC

FC FC FC FCj E z t j E z t E z t E z t
z t t t

α β β
β γ

 ∂ ∂ ∂ ∂  + + − − = − +   ∂ ∂ ∂ ∂   
 (2.58) 

2 3 2 2
2 3

1 2 3

2
( , ) ( , ) ( , ) ( , )

2 2 6 3
X Y Y X YFC

FC FC FC FCj E z t j E z t E z t E z t
z t t t

α β β
β γ

 ∂ ∂ ∂ ∂  + + − − = − +   ∂ ∂ ∂ ∂   
 (2.59) 

where FCα  is expressed in linear units 1/m ( ), / 4.343FC FC dBα α= . It is important to remark that , ( , )X Y

FCE z t

denotes in Equations (2.58) and (2.59) the slowly-varying complex-envelope of the electric field of the light 
wave.  

The fiber nonlinearity factor γ  due to the Kerr effect in units of 1( )W km −⋅  is given by 

22

c eff

n

A

π
γ

λ
=  (2.60) 

where 
effA  in 2mµ  is the fiber effective area and 2n  in 2 /m W  is the fiber non-linear index. 2n  is assumed to 

be measured with a constant linear polarization throughout the measured fiber.  

Coupled Equations (2.58) and (2.59) are solved numerically by employing the well-known asymmetrically 
split-step Fourier method [54]. The maximum and minimum step widths allowed for the split-step method used 
in this work are, 1 km and 0 m, respectively, for a maximum phase change of 0.5 degrees. Polarization 
scattering and nonlinear effects are calculated using independent step sizes [52].  
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2.4 Directly Detected Optical OFDM (DDO-OFDM)   

The digital implementation based on the IDFT and the DFT to modulate/multiplex and demodulate/demultiplex 
multiple sub-carriers, respectively, spurred OFDM as a popular technology for the deployment of 
communication systems of different kinds. In particular, the interest to use OFDM in optical communications 
systems has grown in the last decade, mainly because the benefits in terms of spectral efficiency and flexibility 
that this technology provides. Up to now, however, there are no commercial optical OFDM-based transmission 
systems available in the market. 

There are many approaches to implement an OFDM system over a fiber channel. The first classification 
depends on the domain in which the OFDM signal is generated and detected. If the OFDM signal is completely 
modulated/demodulated and multiplexed/demultiplexed in the optical domain, the system is classified as All-
Optical OFDM (AO-OFDM). If the OFDM signal is digitally generated and E-O converted and transmitted 
through a fiber channel and then O-E transformed to be digitally detected at the receiver side, the system is 
classified as Electro-Optical OFDM (EO-OFDM). In [58] six types of EO-OFDM formats are defined. 
However, three main implementations of EO-OFDM over a fiber channel stand out [59]. Two of them are 
based on the use of a single optical modulator at the transmitter side and a single photo-detector for direct 
detection at the receiver side (DDO-OFDM). The third one (CO-OFDM) is based on the use of an IQ-OFDM 
baseband digital transmitter (see Figure 1.5) followed by an optical IQ modulator at the transmitter side and 
an optical coherent receiver followed by an IQ-OFDM baseband digital receiver. The CO-OFDM and AO-
OFDM approaches have been studied mainly to implement long-haul communication systems. AO-OFDM is 
out of the scope of the present work since it requires many optical transceivers to operate. This makes its use 
prohibitive under short-haul applications. CO-OFDM will be discussed in section 2.5. 

Regarding DDO-OFDM systems, the differences between the two main existing alternatives pertain to the kind 
of OFDM digital implementation that is used and the way that the modulator is operated. If the RF-IQO-OFDM 
digital implementation is used, then we have a Field Modulated RF-IQ-DDO-OFDM system. If the Real-valued 
OFDM digital implementation is employed, we have the Intensity Modulated (IM)-DDO-OFDM approach. 
The latter architecture is used to implement the system analyzed in Chapter 4. The former one is employed to 
implement the system proposed and analyzed in Chapter 5. Both approaches are treated in next sections as well 
as the main physical impairments that affect this kind of DDO-OFDM systems.  

2.4.1 Intensity Modulated IM-DDO-OFDM system 

This scheme is so far the simplest and most cost-effective approach to transmit an OFDM signal over a fiber 
channel. A real-valued OFDM baseband modulating signal ( )mV t  is generated in the digital domain (see 

section 1.3.2). The electrically generated signal ( )OFDMx t  modulates the power of a CW optical signal by means 

of an optical intensity modulator. A DML could also be used instead of an EML (as in [60], [61]). In this case, 
the electrical signal ( )OFDMx t is used to adjust the current of the laser. However, as previously stated, one major 

disadvantage of this scheme is the high chirp that a DML normally adds to the signal [62]. This in turn severely 
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limits the system’s reach, especially at high transmission rates. Then, the DML alternative is not studied in the 
present work to transmit OFDM signals.  

The optical waveform produced by the optical IM in response to the OFDM driving signal, is an optical double-
side band (ODSB) signal, in which the two side OFDM bands are symmetric around the optical carrier. For 
some purposes (as described in section 2.4.3) one of the optical sub-bands (OSBs) is removed to obtain an 
optical single-side band (OSSB) signal. This operation is performed by an optical filter placed just after the 
OIM. The modulated signal (ODSB or OSSB) is launched into the optical fiber and, after transmission, it is 
directly-detected by a single photo-diode. The PD delivers an electrical signal which, after analogue-to-digital 
conversion, enters the corresponding OFDM electrical receiver. A general diagram of the IM-DDO-OFDM 
architecture is shown in Figure 2.6. 

 

Figure 2.6 Block diagram of the IM-DDO-OFDM transmission system. 

2.4.2 Field Modulated RF-IQ-DDO-OFDM system 

An alternative DDO-OFDM implementation is based on the use of an RF-IQ-OFDM transmitter (see section 
1.3.1) to digitally generate the electrical OFDM modulating signal ( )mV t that drives the EML. The rest of the 

optical path is the same as in the scheme described in the previous section 2.4.1. The current signal ( )i t  

delivered by the PD now is injected into the corresponding RF-IQ-OFDM receiver. A general diagram of this 
architecture, named here as RF-IQ-DDO-OFDM, is shown in Figure 2.7. 

 

Figure 2.7 Block diagram of the RF-IQ-DDO-OFDM transmission system. 

In this scheme, the complex OFDM baseband signal is up-converted to an intermediate frequency RFf  in the 

electrical domain. A frequency gap of 0.5G RFf f B= −  between the optical carrier and the OSB is then created 
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after optical modulation, where sB R=  is the bandwidth of each OSB. The value of Gf  is typically equal to 

B (see section 2.4.5), thus RFf  is set equal to 1.5B. The signal that outputs the optical field modulator is an 

ODSB signal. It is very common in the RF-IQ-DDO-OFDM approach to use the OSSB scheme (also known 
as Optical Vestigial Side-Band or OVSB), which is typically referred as SSB-DDO-OFDM. The optical filter 
that removes one side-band is also used to vary the amplitude of the optical carrier and thus control the carrier 
to signal power ratio (CSPR) value. It has been shown in [63] and [64] that a CSPR = 0 dB (equal power 
between carrier and side-band) results in the best receiver sensitivity for a given OSNR when this DDO-OFDM 
approach is used. 

For this kind of optical OFDM implementation, unlike the previous approach, the bias voltage (Vb) of the 
modulator (either EAM or MZM) must be tuned to modulate the device within its linear field range (or as close 
as possible). For example, if a MZM is used, it should be biased at its null point to achieve a linear field 
modulation (see section 2.1.1). However, if the bias is set exactly at the null point, the optical carrier (needed 
at the receiver side for self-coherent detection) is completely suppressed. Therefore, the bias should be close 
to the null, to transmit a part of the carrier. Moreover, the CSPR parameter and the chirp factor of the modulator 
also depends on the value of Vb [64]. Therefore, it is very important to optimize the bias voltage parameter 
value for a specific system configuration. 

In order to avoid or diminish the deleterious impact of some system impairments that affects the DDO-OFDM 
systems, some DSP techniques at the receiver end and the correct optimization of some key parameters become 
necessary at the design stage. In next sections the main impairments that affect this kind of systems are 
described as well as some solutions to counteract their harmful impact.  

2.4.3 The cyclic prefix solution to the chromatic-dispersion induced time delay impairment 

An optical fiber is a dispersive channel. Chromatic dispersion (CD) is a linear distortion that causes a 
frequency-dependent group velocity, thus inducing a time delay between the sub-carriers of the optical OFDM 
signals. The maximum delay between the fastest and the slowest sub-carriers is represented as Dt . An OFDM 

symbol is the sum of all the modulated sub-carriers over a sub-channel symbol period ˆ0 st T≤ ≤ . An OFDM 

signal is composed of consecutive OFDM symbols. Although in an OFDM system the sub-channel symbol 

period is much greater than the CD-induced time delay ( ŝ DT t>> ), there is still a small ISI among the adjacent 

OFDM symbols. To completely avoid ISI a silent (empty of data) guard time  G Dt t>  should then be placed 

between consecutive OFDM symbols as shown in Figure 2.8.a.  

A disadvantage of the insertion of a guard time is the reduction of the data rate efficiency. The OFDM symbol 
period is ˆ

OFDM sT T= , then the raw data rate is /s OFDMR N T= . The true OFDM symbol period after guard time 

addition (OFDM frame) is 
OFDM OFDM GT T t= +ɶ . Then, the true data rate 

SRɶ  is given by Equation (2.61). The 

data rate efficiency is /s sR Rη = ɶ . It is clear that as Gt  increases the data rate efficiency decreases. 
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OFDM
S s

OFDM OFDM G

N T
R R

T T t
= =

+
ɶ

ɶ
 (2.61) 

According to Equation (1.13) (see section 1.2), under an ideal channel transmission condition ( ( ) ( )h t tδ= ) the 

received symbol of the i-th sub-channel only depends on its corresponding transmitted symbol. This no longer 
holds for transmission over a dispersive channel, where ( ) ( )h t tδ≠ , even if a silent guard time is added to 

every OFDM symbol. In this situation, the received symbol of a given sub-channel not only depends on the 
corresponding transmitted symbol but also on the received symbols of other sub-channels. This undesirable 
phenomenon is known as ICI among sub-channels. An elegant solution to avoid ICI in OFDM transmission 
[32], [65] consists on filling the silent guard period with a copy of the first Gt  seconds of each OFDM symbol 

(called cyclic prefix or CP), as shown in Figure 2.8.b. As a result, the OFDM frame begins and ends with the 
same waveform, acquiring a cyclic quality (at least for a given time window). Consequently, the channel time 
domain dispersive effect is turned from a linear convolution into a cyclic convolution at the receiver DFT 
observation period (or DFT window) for each sub-channel. This is graphically shown in Figure 2.8.c. 
Therefore, as long as the CP period ( Gt ) is longer than the CD-induced delay and the DFT window is well 

synchronized, as shown in Figure 2.8.c, the data can be recovered without ICI [65]. Since the CP lasts Gt  

seconds, it still absorbs any residual symbol spreading (ISI).  

Different algorithms have been proposed to synchronize the receiver-side DFT window with the start and end 
of each OFDM data frame. Since the CP is redundant data, correlation techniques could be used to identify the 
beginning (an ending) of the frame [32].  Another popular method based on correlation operations between 
two identical segments transmitted on a preamble symbol is proposed in [66]. In the present work, as explained 
later in section 2.4.4, pilot OFDM symbols known at the receiver side are transmitted for channel estimation 
purposes. By using this pilot symbols, a simple algorithm, based also on correlation techniques, was developed 
and it will be explained later. An improper DFT window synchronization causes that part of the previous 
symbol inputs de DFT. This results in ISI as well as ICI since the cyclic condition is no longer observed.      
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Figure 2.8 a) Guard time insertion to prevent ISI; b) Cyclic prefix process to prevent ICI; c) Graphic 
representation of the effect of the CD-induced delay on an OFDM symbol. 

The value of Gt  in seconds is estimated as [67] 

3
2 10G s

c

c
t D LR

f

−≥ ×  (2.62) 

where D  is the absolute value of the fiber CD coefficient in ps/nm·km, c is the speed of light in m/s, cf  is the 

optical carrier center frequency in Hz and L is fiber length in km. As an example, for an OFDM transmission 
with a symbol rate of 28 GBd, over 10 km of conventional SMF over C-band ( cf  = 193.4 THz) with D = 17 

ps/nm·km and N = 256 sub-carriers, 10.24OFDMT ns= and 38.18Gt ps≥ . If we set 50Gt ps= , then the data 

rate efficiency becomes 99.5 %. 

CP insertion is typically performed digitally after the IDFT operation of the OFDM baseband transmitter. At 
the receiver side the DFT window synchronization algorithm is implemented after digitization and 
parallelization of the samples. Once the beginning and ending of the OFDM frame are identified, the CP 
removal block acts just before the signal enters the DFT stage. 
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2.4.4 The single-tap equalizer solution to the system frequency response induced impairments 

The electrical and optical devices that as well as the fiber channel conform an optical OFDM system are band-
limited systems. They act as low and band pass filters. The equivalent complex transfer function of the 
complete electro-optical OFDM system is called here the system frequency response.  

Assuming a linear system without ISI and ICI (thanks to the CP insertion), the complex frequency response 
( )nH f  of the n-th sub-channel centered at its sub-carrier frequency nf  and within a bandwidth equal to the 

sub-carrier spacing f∆ , can be expressed as   

( )
( ) ,      

( ) 2 2
n

n n n

n

Y f f f
H f f f f

X f

∆ ∆
= − ≤ ≤ +  (2.63) 

where ( )nX f  and ( )nY f  are the transmitted and received complex spectra of the n-th sub-channel, 

respectively. At nf f=  the discrete nH coefficients are 

( )
( )         

( )
n n n

n n n n n n

n n n

Y f f C
H H f f C H C

X f f C

=
= = = = ⇒ =

=

ɶ
ɶ  (2.64) 

where nC  and 
nCɶ  are the transmitted and received symbol over the n-th sub-carrier, respectively. If the 

number of sub-carriers is large enough, a flat response could be assumed for each sub-channel band. Then, as 
shown in Figure 2.9, the system response (in blue) could be approximated as a discrete system (in red).  

 

Figure 2.9 Simplified representation ( ( )nH f  is shown as real-valued) of a system response and its discrete 
approximation. Continuous response in blue, discrete response in red. 
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After transmission, the received symbols have phase and amplitude distortion which should be reverted for a 
proper decoding process. Following Equation (2.64) it is possible to revert the effect of the system response 
by a complex multiplication between the received symbol nC  and the inverse of the coefficient nH , as follows 

1 1( )EQ

n n n n n n nC H C H H C C− −= = =ɶ ɶ  (2.65) 

If now, apart from the effect of the system frequency response, noise is considered for each symbol, the 
previous equation becomes: 

1 1 1( )EQ

n n n n n n n n n nC H C H H C N C H N− − −= = + = +ɶ ɶ  (2.66) 

where nN  is the average noise over the n-th sub-channel band. The equalized symbol EQ

nC  is equal to the 

transmitted symbol nC , as desired, but with an extra component of noise 1
n nH N− . This represent the general 

situation under which the decision block at the receiver side works (without changing the decision regions). 
Since the equalizer is only based on a complex multiplication for each received complex symbol 

nCɶ  (thanks 

to ISI and ICI cancellation enabled by CP insertion), it is known as single-tap frequency domain equalizer 
(FDE) [32].  

The coefficients nH  could be estimated by sending a pilot OFDM symbol (as in this work) that is already 

known at the receiver side. Following Equation (2.64), nH  could be calculated by dividing the n-th received 

symbol of the pilot by the n-th known transmitted symbol. A pilot symbol is sent at the beginning of the 
transmission to train the equalizer. The same pilot OFDM symbol could be sent several L times to improve the 
estimation. The corresponding ,n lH , l = 1 … L, are averaged to obtain the corresponding nH  value. The 

process of sending one or more copies of the OFDM pilot symbol to train the equalizer could be repeated from 
time to time, to adapt the equalizer to the dynamic system variations. If the channel changes very quickly it is 
even possible to send pilot symbols in all the OFDM transmitted symbols, but just in some sub-carriers (pilot 
sub-carriers) and then, by interpolation, estimate the rest of the nH  coefficients [68]. In the present work a 

slow-varying channel was assumed, then the pilot OFDM-aided FDE approach can be employed. It is important 
to remark that the single-tap pilot-aided equalizer only corrects for linear distortions.  

This kind of equalizer has been shown to work well in DDO-OFDM systems [59], [63], [64] to correct for CD-
induced phase shifts, linear distortions and a small amount of phase noise due to the laser linewidth. To 
significantly increase the single-tap FDE ability to correct for CD-induced phase shifts, the OSSB transmission 
scheme should be preferred over the ODSB scheme [63], [69]. In DSB DDO-OFDM systems with linear field 
modulation each electrical OFDM sub-carrier is translated into two conjugated optical sub-carriers on both 
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sides of the optical carrier [70]. In contrast, when OSSB is used, each OFDM sub-carrier is translated into a 
single optical sub-carrier. As a consequence, after fiber transmission and square-law direct photo-detection 
the phase shift of every single optical sub-carrier is translated into a phase shift of every single electrical 
OFDM sub-carrier. In contrast, when ODSB is used, the two conjugated optical sub-carriers, which have 
different phase shifts due to CD, are translated into a single electrical sub-carrier destroying the direct optical-
electrical phase shift relationship present in OSSB [63], [69]. In addition to increase the effectiveness of the 
CD-induced phase shifts equalization, the use of OSSB also considerably reduces the effect of CD-induced 
power fading as a function of the fiber length as compared to the ODSB case [71], [72]. 

Figure 2.10 shows the block diagram of the single-tap FDE placed just after the DFT block in the OFDM 
baseband digital receiver. 

 

Figure 2.10 Block diagram of the single-tap frequency domain equalizer. 

2.4.5 The non-linear distortion impairments and the adopted solutions 

The E-O transfer function of a modulator (both EAM and MZM) has regions that could be considered linear. 
However, in practice, operation in part of the non-linear regions may take place (see sections 2.1.1 and 2.1.2). 
A linear conversion between the electrical OFDM signal and the optical field (or optical power), desired in 
RF-IQ (or IM) DDO-OFDM systems, could be achieved by operating the modulator into its corresponding E-
O linear region. However, this limits the maximum peak to peak amplitude of the input electrical signal, which 
in turn limits the modulation depth (or optical modulation index, OMI). As a consequence, both the SNR and 
the OSNR of the electrical and optical signals, respectively, become limited to a narrower region. If we want 
to increase the OSNR by increasing the OMI of the modulating signal beyond the limits allowed for linear 
operation, the signal will be non-linearly distorted.     

An OFDM signal inherently has high values of PAPR, which has been identified as one of the main drawbacks 
of this technology [33]. The amplitude of an OFDM signal could be accurately modelled as a Gaussian 
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distributed random variable [73], with zero-mean and standard deviation sσ . Therefore, most of the amplitude 

of the signal (more than 99%) is concentrated within 3 sσ± . However, although unlikely, the signal contains 

some peaks that surpass this limit, named here as high peaks. The PAPR is the ratio between the highest peak 
power and the average power of the signal 

2

2

max { ( )}
( )

t OFDM

OFDM

x t
PAPR

x t
=  (2.67) 

One of the problems of working with signals with high PAPR is related to the quantization noise at the output 
of the DACs/ADCs [73]. The quantization levels Nq of a DAC/ADC, are set according to the peak-to-peak 
amplitude of the signal. Quantizing a signal that contains unlikely high peaks, results in an inefficient 
assignation of the quantization levels. Instead of assigning more levels to amplitude ranges in which the signal 
is more likely to be, some levels must be assigned for amplitude ranges in which the signal rarely exists. This 
in turn increases the average quantization error.  

Another problem that arises from the use of high PAPR signals is related to the modulator E/O conversion. 
Although most of the amplitude values of an OFDM signal would fit into the linear region (to get maximum 
OSNR at the output of the modulator), the high peaks of the signal will surpass the E/O linear limits causing 
non-linear distortion. In contrast, if non-linear distortion is wanted to be avoided, the high-peaks of the signal 
should fit into the linear region which results in a sharp reduction of the average amplitude (and power) of the 
signal, with the corresponding abrupt reduction of its OSNR. 

Not only the modulator may produce non-linear distortion of an OFDM signal (especially with high PAPR), 
but the rest of the devices involved in the E-O and O-E conversion processes, such as electrical amplifiers, 
square-law photo-detectors [64], [74], [75] and TIAs, may produce it as well. Other phenomena that can alter 
the characteristics of the non-linear distortion are the chromatic dispersion and the modulation chirp [74], [76], 
[77]. The non-linear distortion causes both in-band distortion and out-of-band power spreading [32]. The in-
band interference deteriorates the BER performance of the received signal through warping of the signal 
constellation and non-linear inter-carrier interference (NL-ICI), whereas the out-of-band interference causes 
adjacent channel interference through spectral spreading.  

In an optical OFDM scheme with linear field modulation (such as RF-IQ-DDO-OFDM), NL-ICI only 
comprises the sub-carrier to sub-carrier beat interference (SSBI) terms among subcarriers due to the square-
law photo-detection [64], [78]. In contrast, in a linear intensity modulation optical OFDM approach (such as 
IM-DDO-OFDM), the NL-ICI includes the previous mentioned beating terms plus additional intermixing 
products caused by square-root-law intensity modulation (direct or external) and chirp-induced phase 
modulation [76], called sub-carrier to sub-carrier intermixing interference (SSII). Therefore, unlike SSBI, the 
SSII value depends on dispersion and chirp. In some references the whole NL-ICI is called SSII [74], [79], 
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what means that the authors considered that the SSBI terms are contained into the SSII terms. While the SSBI 
undesired tones are mainly concentrated in frequencies between 0 and B and their amplitude decrease as the 
frequency increases, the SSII products are distributed in a broader BW and its amplitude exhibits higher 
variation as a function of frequency, as shown in  Figure 2.11.  

In order to avoid overlapping (interference) of the sought signal frequency components and the unwanted SSBI 
products [64], [68], as well as some SSII tones [74], in the receiver side, DDO-OFDM systems could use a 
guard-band Gf  with the same size as the OSBs bandwidth between the optical carrier and the OSBs (as already 

mentioned in section 2.4.2), as shown in Figure 2.11.b. As a consequence, the spectral efficiency of the system 
is reduced twice. Despite avoiding some undesired tones by using the guard-band alternative, if the amplitude 
of the modulating signal drives the modulator into the non-linear region, some NL-ICI products (especially 
SSII tones) still will fall into the signal band, thus producing residual interference. 

 

Figure 2.11 Simplified illustration of the SSBI and SSII processes at the output of the photodiode. 

Unlike the CP addition and the single-tap equalizer, which are very well established solutions to the 
corresponding impairments, there is still not a common solution to the non-linear distortion problem in DD-
OFDM systems. Many alternatives such as methods for PAPR reduction [80], [81], [82], [83], guard-band-
sharing [75], SSII estimation and cancelation [70], [74], [76], [79], SSBI reconstruction and elimination [64], 
[78], [84], non-linear modulator compensation [85], [86], [87], [88], and combination of some of them [89], 
have been proposed to counteract this impairment. To reduce the impact of non-linear distortion, in the present 
work, we employed the following approaches: 

- For the system analyzed in Chapter 3, we combine a clipping technique to reduce PAPR and a simple time-
domain digital technique to compensate for the nonlinear E-O transfer function of the modulator.  Further 
details about this techniques will be provided in the corresponding section of the referred Chapter. 

- For the system analyzed in Chapter 4, we implement a simple technique based on random phase-shifting 
to reduce PAPR and an optimization of the modulator parameters looking for a trade-off between OMI and 
SSII. The architecture of the analyzed system based-on RF-up-conversion to shift the OFDM side-band 
was intentionally adopted to avoid detecting in the band in which most of the SSBI tones fall.   Further 
details about this techniques will be provided in the corresponding section of the referred Chapter. 
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2.5 Coherent optical communication systems (COCS) 

The previously presented DDO-OFDM systems have some inherent limitations due to the use of direct 
detection, such as: 

- Part of the optical carrier should be transmitted for self-coherent detection purposes, which results in more 
power consumption and less receiver sensitivity. In addition, if a MZM is used as modulator, it could not 
be biased at null for maximum linearity, in order to preserve the optical carrier. 

- A frequency gap should be placed between the optical carrier and the optical side-band to avoid the beating 
products due to the square-root-law photo-detection, which reduces the spectral efficiency at least twice.  

- If the frequency gap is meant to be avoided, the intensity modulation approach should be used. However, 
the square-root-law intensity modulation generates intermixing products as well as beating tones, thus 
complex algorithms for SSII and SSBI estimation and cancellation are required (a maximum of 77.4% of 
SSII cancellation has been reported in [74]). Another disadvantages of the IM-DD approach are: due to 
real-valued OFDM signal generation the required transmitter’s bandwidth (BW) to generate an IM-DDO-
OFDM signal is approximately twice of the output optical signal BW (half of the transmitter BW has been 
wasted for carrying no effective information in transmission) [64]. Moreover, IM-DDO-OFDM systems 
are typically ODSB transmitted, thus the CD-induced power fading and a lower efficiency counteracting 
the CD-induced phase shifts are the main limitations of this kind of systems.   

In contrast, when coherent detection is used, the transmission of the optical carrier is no longer needed since 
an optical carrier (generated at a LO) is added at the receiver side, increasing its receiver sensitivity. The linear 
region of the field modulation could then be maximized. By maximizing the linearity of the field modulation, 
the generation of SSII could substantially be reduced at the transmitter side. Moreover, the SSBI could be 
optically removed at the coherent receiver thanks to balanced photo-detection. Therefore, frequency RF-up-

conversion to create a frequency gap is no longer needed.  

Thanks to coherent detection it is also possible to modulate not only the amplitude, but the phase of the optical 
field since after coherent optical to electrical conversion both are translated into the electrical domain (no 
matter if DSB or SSB scheme is applied). This characteristic adds modulation degrees of freedom, which in 
turn increases the capacity of the system. Moreover, by having access to the full received optical field 
information, the use of powerful DSP algorithms to correct for physical impairments is enabled. Amplitude 
and phase optical modulation is performed by an optical IQ transmitter. The combination of an optical IQ 
transmitter and an optical coherent receiver conforms a coherent optical communication system (COCS).  

The use of COCS solves the problems of optical OFDM transmission related to direct detection. However, 
some of the main drawbacks inherent to OFDM, such as its high PAPR and its sensitivity to the frequency and 
phase noise [33], remain even when coherent detection is employed. Some of the advantages of OFDM as a 
multi-carrier scheme as compared to a single-carrier scheme are related to its ability to compensate for linear 
system distortions, robustness against CD-induced time delay and spectrum broadening as well as CD-induced 
phase shifts (bandwidth and capacity flexibility are also important features). The simplicity of the DDO-OFDM 
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DSP algorithms to compensate for these impairments in comparison to the ability and complexity  of those in 
DDO single-carrier schemes [90] has positioned OFDM (and one of its variants called Discrete Multi-Tone, or 
DMT) as a promising direct detection-based technology [91], [92]. However, if these physical impairments 
estimation and correction capabilities could be solved in the single-carrier scheme by DSP algorithms enabled 
by coherent detection, then CO-OFDM could not be superior to single-carrier COCSs anymore. For instance, 
the complexity of the SC-COCS transmitter is lower than the CO-OFDM one (DACs, CP insertion and iDFT 
are not needed). Moreover, a SC-COCS signal has a much lower value of PAPR than a CO-OFDM one. In 
[93], [94], [95], [96] and [97], comparisons between CO-OFDM and SC-COCS have been performed. The 
conclusions of all of them agree in that both schemes have similar receiver complexity and tolerance to CD-
induced impairments, however, SC-COCS outperforms CO-OFDM in terms of non-linearity and receiver 
constraints (such as DAC/ADC resolution, samples per symbol and bandwidth) tolerances.  

Based on the previous arguments, the COCS analyzed in Chapter 5 is implemented using a single-carrier 
scheme. Therefore, the next two sections are focused on the optical generation, detection and correction of 
single-carrier signals transmitted by a COCS. 

2.5.1 Dual-polarization single-carrier COCS (DP-SC-COCS) 

Following the same principle of the RF-up-conversion stage of the electrical IQ modulator presented in section 
1.1, a SC optical IQ modulator directly transforms the electrical signals ( )Ix t  and ( )Qx t  that outputs an IQ 

coder into a modulated optical field ( )IQE t . This is accomplished by an optical oscillator (Tx laser) that 

generates the optical carrier and a device (the DN-MZM) that "beats" each driving signal with the 0 and π/2 
phases of the optical carrier, respectively (see section 2.1.1).  

In a dual-polarization multiplexing scheme, two independent DN-MZM are driven by its corresponding IQ 
coder. Each DN-MZM modulates orthogonal polarizations of the optical carrier, generated with a single laser 
source in combination with a polarization beam splitter (PBS). The modulated optical fields that outputs both 
DN-MZMs are then multiplexed with a polarization beam combiner (PBC) to generate the dual-polarization 
modulated optical field ( )DP

IQE t  that is launched into the fiber channel. A schematic diagram of the described 

dual-polarization SC optical IQ transmitter is shown in Figure 2.12. 
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Figure 2.12 Diagram of a dual-polarization SC optical IQ transmitter. 

At the receiver side, an optical coherent receiver, described in section 2.2, is needed to detect the complex 
information contained in the received optical field. If a dual-polarization scheme is used, the incoming signal 
must be split into its two orthogonal polarizations by means of a PBS. The same procedure should be carried 
out for the LO optical carrier. The signal of each polarization state inputs its own coherent receiver. The scheme 
of a dual polarization coherent receiver is shown in Figure 2.13. 

 

Figure 2.13 Diagram of a dual-polarization SC optical coherent transmitter. 

Just after coherent detection, the I and Q signals of each polarization need to be analogue-to-digital converted 
in order to be equalized by estimating and correcting the distortion induced by some physical impairments, as 
it is discussed in the following section. 
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2.5.2 Digital signal processing algorithms to compensate for DP-SC-COCS physical impairments 

For single-carrier transmission, the DSP algorithms developed for the multi-carrier DD-OFDM scheme that 
are described in previous sections of this work, are no longer useful. However, thanks to coherent detection we 
have a linear mapping from the full optical field into the electrical domain. Therefore, by digitizing the 
electrical signals that outputs the coherent receiver, it is possible to apply some DSP techniques to reverse 
some deleterious effects caused by the transmission. Some of this DSP techniques are adapted from those 
developed for wireless applications. Actually, the rebirth of optical coherent communications is largely due to 
the use of mature DSP algorithms and technology. 

The development of DSP techniques to correct for linear and non-linear, static and dynamic, deterministic or 
random impairments, is a wide area of research and development that has gained a lot of attention during last 
years. Several alternatives have been proposed and are still being investigated. It is important to state that the 
DSP algorithms used here for SC-COCS were not developed by the author. Rather, they were chosen from the 
literature looking for a standard and well-tested set of algorithms to perform the impairment correction. It was 
out of the scope of the present work to develop novel DSP algorithms. Rather, the analysis and optimization 
of some physical characteristics of the optical devices were carried out. Notwithstanding, some of the 
parameters of the employed DSP algorithms were optimized as well for a short-reach SC-COCS, targeting low 
bit error rate values. This is detailed in Chapter 5.  

The set of standard DSP algorithms used in the present work are schematically presented in Figure 2.14. After 
analogue-to-digital conversion with a sampling frequency sF  and a resolution ADCm , a first block that performs 

CD compensation based on an overlapped frequency domain equalizer (OFDE) is applied. An adaptive time 
domain equalizer (TDE) MIMO algorithm follows; it is used to correct for polarization mode dispersion, cross-
polarization and polarization rotation. In combination with this subroutine, a constant modulus algorithm 
(CMA) is used for M-PSK and a multiple modulus algorithm (MMA) is used for 16-QAM, to adapt the MIMO 
equalizer. The subsequent algorithm performs clock recovery and slicing of the signal. Then, a frequency-
offset estimation and correction algorithm is used to eliminate the effect of the mismatch between the incoming 
optical carrier signal and the one generated at the LO. The last algorithm estimates and corrects for phase 
errors. Some of the algorithms are modulation-independent, while some others do depend on the modulation 
format. The latter are highlighted in gray in Figure 2.14. 
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Figure 2.14 Set of DSP algorithms used in this work for impairments compensation. 

According to the figure, the first DSP technique to be applied is CD compensation for each polarization. This 
algorithm is polarization-independent. Since CD is a deterministic effect this algorithm do not need to be 
adaptive. Since as a result of using a coherent receiver we have full access to the received electric field, 
chromatic dispersion can, in principle, be fully compensated using a linear filter with frequency response 
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=  
 

 (2.68) 

where 2β̂  is the estimation of the first order GVD dispersion parameter [98]. The frequency response of this 

linear equalizer is actually the inverse of that of the filter calculated using Equation (2.55). Note that f is the 
frequency of the baseband signal, i.e. the frequency of the electrical signal, not the frequency of the optical 
signal, and / 2 / 2s sF f F− ≤ ≤ . To implement the FDE, the time-domain digital received complex signal for 

each polarization ,ˆ X Y

mx  has to be parallelized to form blocks of size FFTN . Each of these blocks has to be 

transformed to the frequency domain using a Fast Fourier Transform (FFT) of size FFTN .  The FDE described 

in Equation (2.68) is then used to compute the weight coefficients that multiply the elements of each block, 
followed by an inverse FFT (iFFT) operation to return the blocks to the time domain. One limitation of using 
the FDE in single-carrier systems is the large temporal dispersion created by CD, which results in ISI. As 
discussed in section 2.4.3 for multi-carrier systems, a guard time addition between blocks of symbols is 
effective to eliminate ISI due to temporal dispersion. However, a large guard time is needed because the symbol 
period in a single-carrier transmission is much longer than that of every sub-carrier in OFDM, which results 
in a decrease on the transmission efficiency. Moreover, according to [99] the operation with a large block size 
is vulnerable for the synchronization error and increases the calculation complexity of the reception weight at 
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the FDE. Following [99], in order to avoid these problems, an overlap approach is used. The principle of 
operation of the OFDE is shown in Figure 2.15. The number of effective symbols 

EffN  that the equalized 

signal takes from the total FFTN  symbols is an important parameter that depends on the total accumulated 

dispersion to be compensated.  

 

Figure 2.15 Schematic operation of the OFDE for CD compensation, modified from [99].  

Although some residual ISI is present after the application of the OFDE algorithm, this is removed aided by 
the TDE algorithm in subsequent DSP stage.    

The TDE-MIMO DSP block is a very important algorithm for dual-polarization schemes. During propagation 
through the fiber channel, the polarization of the optical signal is not maintained and changes unpredictably. If 
physical polarization tracking is not employed to orientate the PBS at the receiver side to match with the 
polarization axis of the incoming signal, both components of polarization affect each other. This phenomenon 
is known as polarization cross-talk. Since this and other polarization dependent impairments, such as PMD, 
are random and thus time-variant, an adaptive algorithm should then be used to compensate for their deleterious 
impact. The effect of polarization-dependent impairments on the signal propagation can be modeled using a 
the Jones matrix formalism, as follows 

11 12

21 22

X X

Rx Tx

Y Y

Rx Tx

J JE E

J JE E

    
=    

    
 (2.69) 

where , ,  and X Y X Y

Tx Tx Rx RxE E E E  are the transmitted and received X and Y components of the optical signal, 

respectively, and ,i jJ  are the components of the Jones matrix. In general this matrix is frequency dependent 

due to PMD [54] and not unitary due to PDL. The goal of the DSP block is the estimation of the Jones matrix 
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in order to apply its inverse to compensate for the impairments incurred. The compensation for polarization 
rotations is a MIMO problem [100], with two inputs and two outputs. Following [101] the adaptive equalizer 
that compensates for these dynamic impairments is implemented using a set of four finite impulse response 
(FIR) filters, as shown in Figure 2.16. The functionality of this MIMO filter is to digitally perform the inverse 
Jones matrix of the dynamic channel after CD compensation, such that the outputs are given by  

, , ,X MIMO H X CD H Y CD

m xx m xy mx h x h x= +  (2.70) 

, , ,Y MIMO H Y CD H Y CD

m yx m yy mx h x h x= +  (2.71) 

where xxh , 
xyh , 

yxh , and 
yyh  are adaptive FIR filters of length MIMON  representing the tap weights. There are 

different alternatives for adapting the equalizer in MIMO systems. For M-PSK modulation formats the constant 
modulus algorithm (CMA) is used in this work, while for 16-QAM format the multiple modulus algorithm 
(MMA) is employed. The parameters of the CMA and MMA are the number of iterations MIMOI  and the error 

weight MIMOε . Once the adaptive algorithm has converged, then the equalizer may move into a decision 

directed mode, using a decision directed least mean squared algorithm. The complete blind and adaptive TDE-
MIMO-CMA equalizer is implemented according to [102], while the TDE-MIMO-MMA alternative is a 
modification of [102] implemented following [103]. 

 

Figure 2.16 Structure of the adaptive time domain MIMO equalizer (TDE-MIMO). 

Once the polarization components have been demultiplexed, a clock recovery and slicing algorithm is 
implemented. This block down-samples the signal to the symbol rate by selecting the sampling time with 
maximum mean power. The transmitted and received symbol clocks are in principle not synchronized. Since 
the ADC clock starts sampling at an arbitrary time, the obtained samples could not coincide with the optimum 
sampling point of the received waveform. The symbol clock recovery algorithm then finds the symbol clock 
frequency, selects the optimum sampling point and resamples the data accordingly. This algorithm is 
implemented following [104]. 
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After clock recovery, a Carrier Frequency Recovery (CFR) technique is applied to estimate the frequency offset 

cf∆   between the carriers of the incoming signal and the CW signal generated by the local oscillator. The CFR 

used here is a blind algorithm based on [105]. Assuming a perfect compensation of CD and PMD, the received 
signal of each polarization component (X is used to exemplify) takes the following form 

( ), , , ,exp 2X X MIMO X X c X n X n

m m m m s m mx x C j f mT Pπ ϕ= = ∆ + +ɶɶ  (2.72) 

where X

mCɶ  is the sequence of received symbols, ,X n

mϕ  is the digitized phase noise and ,X n

mP  is the digitized 

amplitude noise, corresponding to the X polarization component. The term ,X c

m sf T∆  is the discrete-time 

frequency offset for polarization X to be estimated. Following [106] the result of the operation ( )4,X in

mx  can be 

decomposed as 

( ) ( )M , ,exp 2 M MX X X c X n X

m m s m mx A j f mT gπ ϕ= ∆ + +ɶ  (2.73) 

where M is the order of the modulation format if M-PSK is used or M = 4 if 16-QAM is set, {}E ⋅  is the 

expected value operator, ( ){ }M
EX X

mA C= ɶ  is a constant value (independent of the data stream) and X

mg  is a 

discrete zero mean noise process. ( )M
X

mxɶ  is then a complex exponential with frequency ,M X c

m sf T∆  and 

constant amplitude embedded in a zero-mean additive noise. The ,X c

m sf T∆  value can be estimated based on the 

maximization of the periodogram of ( )M
X

mxɶ , as reported in [105]. The same procedure is applied for the 

estimation of ,X c

m sf T∆   for the Y polarization component. The CFR algorithm described before is independent 

of the modulation format. 

The last DSP algorithm to apply to the signals is carrier phase estimation (CPE) and compensation. When M-
PSK is employed, a Viterbi-Viterbi algorithm [107] implemented here according to [108] is used. Following a 
similar approach as for CFR (see Equation (2.73)), a M-PSK symbol data stream can be reduced to a single 

symbol through a ( )M
⋅ operation, i.e. the phase modulation is removed from ( )M

X

mxɶ . A procedure to estimate 
,X n

mϕ  is shown in Figure 2.17. The estimation of the digitized phase noise is computed as follows 
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( )M, 1
arg

M

CPE

CPE

N
X n X

m m j

j N

xϕ +
=−

 
=  

 
∑ɶ ɶ  (2.74) 

where CPEN  is a parameter called here number of pre-symbols for CPE. The phase correction consist on 

subtracting the phase noise estimation ,X n

mϕɶ  from the measured phase of X

mxɶ  for every sample, starting from 

sample CPEm N= .  

 

Figure 2.17 Carrier phase estimation and correction algorithm. 

Due to the 1/M averaging operation, ,X n

mϕɶ  will lie between [ / M, / M]π π− + . When the trajectory of the 

physical phase exceeds this range, a phase jump of 2 / Mπ± occurs, resulting in a symbol error. To avoid 
this,   ,X n

mϕɶ should be compared to the previous estimation ,
1

X n

mϕ −ɶ . If the difference between adjacent two symbols 

is greater than / Mπ± , a phase of 2 / Mπ∓ should be added to the latter.  

In the 16-QAM case, the phase modulation cannot be removed through a ( )M
⋅  operation. However, the 16-

QAM symbols could be treated as QPSK symbols of different classes, which is graphically represented in the 
constellation diagram shown in Figure 2.18. By separating the 16-QAM symbols in classes: Class I (symbols 
located in the inner and outer circles) and Class II (located in the central circle), and then applying the M-PSK 
CPE algorithm to each set of symbols after some extra adjustments, an algorithm for CPE and correction, 
proposed in [109], could be implemented. This algorithm is used in this work for phase correction of the16-
QAM format.  
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Figure 2.18 16-QAM constellation partitioning in different QPSK constellation classes 
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3. Chapter three: Experimental analysis of a WDM 4 x 23 

Gb/s fronthaul system based on DSP-aggregated DDO-

OFDM signals. 

This Chapter presents a first application of a DDO-OFDM system. Many electrically generated OFDM signals 
are frequency division multiplexed (FDM) in the digital domain and the resulting aggregated signal drives an 
optical intensity modulator. After propagation through conventional SMF, the optical signal is directly 
detected, and frequency demultiplexed in the digital domain at the receiver. Each received OFDM signal is 
detected by its corresponding OFDM digital receiver.  

The previously described system can be used as an optical transceiver that transforms a bit stream into an 
optical signal carrying a radio-waveform that is formed by multiple OFDM signals. Another attractive 
application of this system is mobile fronthauling, and this is actually the main rationale for this Chapter. Under 
this approach, each OFDM signal is assumed to be a mobile baseband radio signal (such as a long term 
evolution, or LTE, signal, actually corresponding to a baseband complex signal), which is aggregated to other 
radio signals. The resulting digitally aggregated bundle of signal is sent through a fiber channel. The signals 
are then de-aggregated and distributed to their corresponding antenna site after direct detection. 

A FDM DDO-OFDM system used as an optical fronthaul segment of a mobile network architecture is 
experimentally analyzed in this Chapter. The digital FDM aggregation of radio waveform signals for optical 
fronthauling systems was first proposed by Liu in 2015 [29]. Building over this proposal, in this work we 
implemented a set of DSP techniques and some optimization procedures in order to increase the capacity, reach 
and performance of the analyzed fronthauling system in the downstream link direction. Sections 3.2.3 and 3.5 
also present an original analysis on the upstream link direction. To the best of the author’s knowledge, it is the 
first time that such upstream-transmission analysis is reported. Finally, a brief discussion about the analyzed 
system used as a high-speed optical transceiver for optical interconnection is performed in section 3.6. The 
experimental investigation presented in this Chapter has been performed in collaboration with the Optical 
Communications Group (OptCom) of the Politecnico di Torino, Italy, and the Photonics Group of the Istituto 

Superiore Mario Boella (ISMB), Italy. 

3.1 State-of-the-art and context 

In a traditional mobile network architecture, shown in Figure 3.1.a, a base station (BS), co-located at the 
antenna site, performs most of the signal processing related to the wireless protocols. A segment called 
backhaul links the BS and the edge of the core network.  

Based on a centralization approach, a new mobile network architecture paradigm, shown in Figure 3.1.b, has 
emerged [28]. This paradigm is called C- Radio Access Network (C-RAN), where C could mean centralized 
or cloud. While the antenna site is highly simplified, most of the processing is performed by baseband units 
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(BBU) concentrated in a central office (CO). The CO is connected to the antenna sites (called Remote Radio 
Heads or RRHs) by segments of fibers called mobile fronthaul or optical fronthaul. C-RAN improves the 
performance and energy efficiency of a mobile network [29], and effectively enables massive MIMO, a key 
technology for next-generation 5G mobile networks [110]. Therefore, this new paradigm is going to be more 
and more common for LTE-Advanced. Moreover, it is perceived to be a must for next-generation 5G networks. 

 

Figure 3.1 a) Traditional mobile network architecture, b) C-RAN mobile network architecture (adapted from 
[28]). 

Today, optical fronthauling is already deployed for some LTE installations, and it is given for granted as a key 
enabler for future 5G networks. The current fronthauling technology, based on the so-called digitized radio-
over-fiber (DRoF), using either the Common Public Radio Interface (CPRI) [111] or Open Base Station 
Architecture Initiative (OBSAI) de-facto standards, is suitable for today mobile network requirements. 
However, it does not scale well for future LTE-Advanced (LTE-A) and 5G networks since the bit rate to be 
transported may become exceedingly high. For instance, the actual traffic for the final user carried by one 20 
MHz LTE signal is about 100 Mbit/s (when using 64-QAM). However, the transmission of this LTE signal 
using CPRI requires a bit rate of 921.6 Mb/s (without control words) [111]. Future 5G networks may require 
to transport several tens of these signals per RRH, for total bit rates that may easily go beyond the 100 Gb/s 
per RRH site. To overcome this bit-rate expansion problem in CPRI, alternative solutions for fronthauling have 
been proposed. One of the most competitive proposals is the DSP-aggregated fronthauling (DSP-AF) FDM 
architecture, originally proposed in [29]. The effectiveness of this technique is proven by its addition in an 
ITU-T document [112]. The key feature of DSP-AF is the transmission of many LTE-A (and in the future 5G) 
waveforms using an analogue radio-over-fibre approach, but taking advantage of a specific DSP-based 
aggregation/de-aggregation at the transmitter and receiver that, thanks to the well-known FFT and iFFT 
efficiency, allows to obtain both frequency down- and up-conversion and FDM aggregation with low latency 
and relatively low complexity using only DSP functionalities. 
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3.2 The analyzed architecture 

A general FDM system operates based on the use of RF-up/down-converters and filters to distribute and select 
the aggregated channels in the frequency domain. Figure 3.2 shows a diagram of the frequency multiplexing 
of Nch OFDM signals, digitally generated and RF-up-converted after pulse shaping. At the receiver side, the 
OFDM channels are distributed to their individual receivers. Each channel is then filtered by means of a band-
pass filter (BPF), RF-down-converted and finally detected by its corresponding OFDM receiver. This 
aggregation/de-aggregation process is performed in the analogue domain. As discussed in section 1.2, for 
multi-carrier systems, the analogue frequency multiplexing of several channels requires a large number of 
oscillators, mixers and filters.   

 

 

Figure 3.2 Generation/detection and analogue FDM aggregation/de-aggregation of a set of electrical OFDM 
channels. PBF: Band Pass Filter. 

An alternative to overcome this problem is a DSP-based FDM aggregation/de-aggregation approach, shown in 
Figure 3.3. The OFDM signals are generated as complex baseband discrete-time domain signals ,m is  (see 

section 1.3.1). Each digital OFDM channel is converted to the frequency domain in a block basis by means of 
a FFT of size Na. The block of samples of each channel after FFT-transformation is mapped to the 
corresponding inputs of an iFFT of size Ma.  This allocates the radio channels in their corresponding frequency 
band. To obtain a real-valued signal at the output of the iFFT, the Hermitian symmetry is enforced at its input, 
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as described in section 1.3.2. The discrete-time signal that outputs the iFFT of the FDM DSP-based aggregator 
is digital-to-analogue converted to finally obtain the ( )FDMx t  aggregated signal. The same approach is 

followed in reverse to implement the digital de-aggregation and detection stages, as observed in Figure 3.3. 

 

Figure 3.3 Complex baseband generation/detection and digital FDM aggregation/de-aggregation of a set of 
electrical OFDM channels. 

The described architecture based on digital FDM was proposed in [29] for aggregation/de-aggregation of 
digitized complex baseband radio channels for optical fronthauling systems, and it is shown in Figure 3.4. The 
generation and detection of the radio channels is not performed by the fronthauling system, whose functions 
start with the aggregation of the channels, and end with their de-aggregation after the optical transmission. 
However, for our experimental purposes the radio waveforms are generated and detected as OFDM signals, as 
shown in Figure 3.3, emulating the generation and detection of LTE-A like signals.  
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Figure 3.4 FDM DSP aggregation/de-aggregation based optical fronthauling architecture. 

In a real-world implementation, the BBUs or the mobile terminals generates and detects the radio channels. In 
the downstream (DS) direction, the information flows from the BBUs to the RRH units that delivers the signals 
to the mobile terminals, while the opposite occurs in the upstream (US) direction, as illustrated in Figure 3.4. 
The BBUs already generate complex baseband digital radio signals, while the RRHs need to digitized and RF-

down-convert the incoming analogue passband radio waveforms. A key difference in terms of the optical 
fronthauling operation exists between the DS and US situations. In the downstream case, all the radio channels 
generated and delivered to the fronthaul from the BBUs are “perfect” in terms of performance, i.e., they are 
noiseless and have a same ideal performance of EVM = 0% (at least ideally, actually it can be higher due to 
DSP-related minor impairments). In contrast, in the upstream case, the radio channels that are delivered to the 
fronthaul from the RRHs are already affected by noise due to their propagation through the wireless channel 
from the mobile terminals to the RRHs. Moreover, in a general realistic situation, the SNR of the radio channels 
at the input of the fronthaul is not uniform, which results in a non-uniform EVM per channel distribution, as 
shown in the left-hand side graph of Figure 3.5. In both DS and US cases, the aggregation/de-aggregation 
processes, the E-O/O-E conversions and the transmission through the fiber channel affect the SNR level and 
thus the performance of the transmitted channels in a non-uniform sense. At the output of the fronthaul, 
however, all channels should outperform a given EVM target, irrespective of the transmission direction, as 
shown in the right-hand side graph of Figure 3.5. While in the DS direction the SNR penalty per channel is 
only caused by the fronthaul segment, in the case of the US direction, this penalty is caused by both the wireless 
and the fronthaul segments. This important difference could affect the procedure to optimize the EVM per 
channel, as it is analyzed in Sections 3.2.3 and 3.5. 

In the following Sections the DSP techniques used here to counteract the impact of some deleterious 
impairments on the analyzed architecture are described.  



Chapter three 

 

86 
 

 

Figure 3.5 EVM per channel distribution for two different cases.  

3.2.1 Clipping technique 

Thanks to the central limit theorem, the FDM aggregated signal, being the sum of many OFDM properly RF-

up-converted signals, has an amplitude distribution with a probability density function that is very well 
approximated by a Gaussian distribution; this is illustrated in Figure 3.6. Just as in many other similar 
situations, the signal should be amplitude clipped just before entering the transmitter DAC and/or before 
entering the receiver ADC. This reduces the PAPR of the signal, and thus counteract part of its effect in the 
quantization noise and the non-linear distortion. Here the clipping level is defined as 

pp

clip

s

V
C

σ
=  (3.1) 

and it is expressed in dB as  

[ ] 10 log pp

s

V
CLIP dB

σ
 

=  
 

 (3.2) 

where sσ  is the standard deviation of the DSP-aggregated and Gaussian-like signal, while 
ppV  is the peak-to-

peak level of the clipped amplitude, i.e., the signal after clipping assumes amplitude values in ,
2 2
pp ppV V 

− + 
 

.  
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Figure 3.6 Scheme of the amplitude clipping of a FDM-OFDM signal. 

The clipping level should be optimized in order to found the best trade-off between PAPR reduction and signal 
distortion impact on the system performance. 

3.2.2 Non-linear MZM transfer function digital compensation technique 

Due to the use of intensity modulation through a MZM and direct detection, the electrical received signal 

, ( )FDM RXi t  is proportional to the instantaneous power ( )TXP t  of the transmitted optical signal (see section 2.1.1) 

as follows  

( ),
1 1

( ) ( ) cos ( )
2 2FDM RX TX FDM bi t P t x t V

Vπ

π 
∝ ∝ + + 

 
 (3.3) 

In order to reduce the non-linear distortion induced by the modulator when operated out of its linear region, as 
shown in Figure 3.7, the transmitted power (or the received current) can be linearized by applying the following 
transfer function to a digitized version of the ( )FDMx t signal (or the , ( )FDM RXi t  signal) before it inputs the MZM 

modulator (or after it outputs the photodiode):  

( ), ,arccos 2 1m corr m FDM b

V
x x Vπ

π
 = − − 
 

 (3.4) 

where the signal ,m FDMx  stands for either the DSP-aggregated signal before clipping (when the nonlinearity 

correction is applied at the transmitter side) or the signal after the photodiode and the ADC (when the correction 

is applied at the receiver). Since the ( )arccos ⋅  function might be difficult to implement in hardware and its 

domain is only defined from -1 to 1, a simpler nonlinearity correction technique implemented in the digital 
domain based on a cubic transformation of the type   
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( )3

, , ,m corr m FDM m FDMx x CF x= + ⋅  (3.5) 

is proposed here to compensate for the 3rd order term of the polynomial approximation of the function 
presented in Equation (3.4). The term CF is a correction factor that should be experimentally optimized in 
order to obtain a good match between the approximation given by Equation (3.5) and the actual inverse function 
given by Equation (3.4). 

 

 

Figure 3.7 Normalized power transfer function of a MZM (in blue) and its linear adjust around the biasing 
point (in red).   

3.2.3 Frequency pre-emphasis technique 

The OFDM channels transmitted through the optical fronthauling arrive at the receiver with different SNR 
values, which results in a non-uniform EVM per channel distribution. A single-tap frequency domain equalizer, 
described in section 2.4.4, is used at each OFDM receiver to counteract the frequency response of the 
transmission system. However, the equalizer only acts at each individual channel. Therefore, the non-uniform 
EVM per channel distribution is maintained after single-tap individual equalization.     

To compensate for this impairment, the aggregated channels are pre-emphasized at the transmitter side in order 
to obtain approximately the same EVM in all channels at the receiver side. The pre-emphasis technique consists 
on multiplying the amplitude of each OFDM complex digital waveform that conforms the FDMx  signal by a 

real coefficient ik , where  1,2,..., chi N= , as shown in Figure 3.8. The ik  coefficients are globally optimizedin 

order to minimize the maximum EVM i  at the receiver side, which is equivalent to maximize the minimum 

received SNR i . EVM i  and SNR i  stand for the EVM and SNR of the i-th OFDM channel, respectively. An 

algorithm to carry out this optimization is developed here as follows. 
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Figure 3.8 Pre-emphasis technique and power spectra of the transmitted signal with and without pre-
emphasis, the received signal using pre-emphasis and its corresponding EVM per channel graph. 

Let us analyze the upstream direction to generate the pre-emphasis algorithm. The downstream direction could 
then be considered a particular case of the upstream direction, as discussed later. A simplified model of the 
upstream transmission is shown in Figure 3.9. All the systems are considered linear, therefore, the propagation 
of each OFDM channels is assumed to be, as a first approximation, independent, in the sense that we neglect 
in this analysis nonlinearly generated crosstalk among channels. 

 

Figure 3.9 Simplified model of the transmission in the upstream direction 

According to this model, the i-th OFDM signal at the output of the fronthaul is 

( )W F

i i i i is k s n n= + +ɶ  (3.6) 
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where is  is the OFDM signal generated for the i-th mobile terminal, and W

in , F

in are noise signals, modelled 

as additive WGN that emulates the noise addition to is  after transmission through the wireless channel and the 

optical fronthaul, respectively. The SNR at the output of the fronthaul is evaluated as follows 

2
,

2
, ,, ,

2
, ,

1
SNR

1
out i s i

i
W i F ii W i F i

s i i s i

k P

P Pk P P

P k P

= =
+ +

 (3.7) 

where ,s iP , ,W iP  and ,F iP  are the average power of the signals is , W

in and F

in , respectively. Equation (3.7), can 

be expressed as 

( ) ( ) ( )1 1 12SNR SNR SNRout W F

i i i ik
− − −

= + ⋅  (3.8) 

where ,

,

SNRW s i

i

W i

P

P
=  and ,

,

SNR F s i

i

F i

P

P
= , are the SNR at the output of the wireless channel and the optical 

fronthaul, respectively, when they are considered as independent blocks with an input signal is . Since both, 

the wireless channel and the optical fronthaul, are modeled as additive WGN channels, then the SNR and the 
root-mean-square EVM of the signal at the output of each block are related as [113] 

( )2

1
SNR

EVM
i

i

=  (3.9) 

Therefore, Equation (3.8) can be express in terms of EVM as follows 

 ( ) ( ) ( )2 2 21EVM EVM EVMout W F

i i i ik −= + ⋅  (3.10) 

then 
( )

( ) ( )

2

2 2

EVM

EVM EVM

F

i

i
out W

i i

k =
−

 (3.11) 
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This last expression indicates a useful way to compute coefficients ik  for a given set of EVMF

i , EVMW

i  and 

EVMout

i . The last two terms are the EVM of the i-th OFDM signal at the output of the wireless channel and at 

the output of the optical fronthaul, respectively, and they can be measured directly at the fronthaul system. The 

term EVMF

i  is the EVM that would be obtained at the output of the fronthaul segment if only the signal is  

was transmitted through it. This term could not be measured directly, but could be estimated indirectly. In 
particular, for a given setup, a first transmission in which all coefficients ik  are equal to one is performed (no 

pre-emphasis situation) and then the resulting EVMout

i , named ,EVMout no pre

i

− , is measured. The EVMF

i is then 

computed as follows 

 ( ) ( )2 2,EVM EVM EVMF out no pre W

i i i

−= −  (3.12) 

Note that the fiber channel is assumed to be static, then this estimated term is considered fixed for a given 
setup. If the fronthaul setup changes, this procedure should be repeated. By substituting Equation (3.12) into 
Equation (3.11) we obtain 

 ( ) ( )
( ) ( )

2 2,

2 2

EVM EVM

EVM EVM

out no pre W

i i

i
out W

i i

k

− −
=

−
 (3.13) 

The objective of the pre-emphasis technique is to minimize the maximum EVMout

i . An alternative to solve this 

optimization problem is to enforce a uniform EVM per channel distribution, i.e., enforcing EVMout

i  to be 

constant, as follows 

 
targetEVM EVM          1, 2,...,out out

i chi N= ∀ =  (3.14) 

Under this condition, the ik  coefficients are evaluated by means of the following expression 

 ( ) ( )
( ) ( )

2 2,

2 2

target

EVM EVM

EVM EVM

out no pre W

i i

i
out W

i

k

− −
=

−
 (3.15) 
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The signal ( )FDMx t  at the output of the FDM aggregator when the pre-emphasis technique is applied now 

becomes 

 
( ){ },

1 1

( ) ( ) Re ( )exp 2
ch chN N

FDM i OFDM i i i i

i i

x t k x t k s t j f tπ
= =

= ⋅ = ⋅∑ ∑  (3.16) 

It is clear that the value of targetEVMout , which is directly involved in the evaluation of the coefficients ik , is not 

a free parameter. Instead, it is constrained to maintain the peak to peak amplitude of the signal ( )FDMx t  

between the voltage range in which the MZM is driven. Since the signal ( )FDMx t  is clipped before driving the 

MZM, its actual 
ppV  is related to its variance before clipping as 

pp clip sV C σ= ⋅  (see Equation (3.1)). Therefore, 

the targetEVMout  value is constrained to maintain the variance of the signal ( )FDMx t  equal before and after pre-

emphasis. Since the , ( )OFDM ix t  signals are properly modeled as independent random variables that are Gaussian 

distributed, the variance of ( )FDMx t  can be evaluated as 

 
2 2 2

,
1

( )
chN

FDM i OFDM i

i

t kσ σ
=

= ⋅∑  (3.17) 

If the variance of all OFDM signals is assumed to be the same, i.e., 2 2
,OFD M i OFD Mσ σ= (a very reasonable 

assumption in the fronthauling scenario, since all OFDM channels can be properly normalized in DSP), then 
the variance of signal ( )FDMx t  can be computed as follows  

 
2 2 2

1

( )
chN

FDM OFDM i

i

t kσ σ
=

= ∑  (3.18) 

Before the pre-emphasis block, in our proposed equalization procedure, all the ik  coefficients are equal to one, 

therefore the variance before pre-emphasis is evaluated as follows 

 
2 2 2
1

1

    ( )
chN

ch FDM ch OFDM

i

k N t Nσ σ
=

= ⇒ = ⋅∑  (3.19) 
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In order to preserve the variance of ( )FDMx t  as the one before applying the pre-emphasis block, the choice of  

targetEVMout  is constrained to satisfy the following (normalized with respect of chN ) condition:  

 ( ) ( )
( ) ( )

2 2,
2

target 2 2
1 1 target

EVM EVM1 1
(EVM ) 1  

  EVM EVM

ch ch
out no pre WN N
i iout

US i
out W

i ich ch i

G k
N N

−

= =

 −
 = = =
 − 

∑ ∑  (3.20) 

The previous equation is a very important result in the channel equalization procedure; to the best of our 
knowledge, this equalization procedure was never proposed before in the literature. The practical application 
of this equation will be practically explained in section 3.5 on experimental upstream transmission 
demonstration.  

While in the upstream case the OFDM complex baseband generator block, shown in Figure 3.9, emulates the 
mobile terminals, in the downstream case this block emulates the BBUs. Just after the BBUs, the optical 
fronthaul follows in the downstream direction, i.e., the wireless channel is not in the middle of them. However, 
all the previous analysis carried out for the upstream case are still valid for the downstream one if considering 

that EVM 0W

i = . Then, for the downstream situation, Equations (3.15) and (3.20) simplify to: 

 ,

target

EVM
EVM

out no pre

i
i out

k
−

=   (3.21) 

and 
2

,
2

target
1 1 target

1 1 EVM
(EVM ) 1  

EVM

ch chN N out no pre
out i

DS i out
i ich ch

G k
N N

−

= =

 
= = =  

 
∑ ∑  (3.22) 

The functionality of the proposed pre-emphasis technique for the downstream directions is experimentally 
evaluated in section 3.4. 

3.2.4 Spectral EVM estimation 

In order to measure the EVM of each channel, at the input or output of the fronthaul, a full OFDM receiver for 
each of the channels is needed. While in our laboratory experiments this procedure is performed off-line via 
Matlab® and it is thus not problematic, in a real-world fronthaul implementation this would indeed be 
exceedingly complex to be carried out in the RRH units. 
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For this reason, a simpler approach in which the EVM i values are estimated from measuring the SNR i  on all 

channels without passing from the EVM i  evaluation at the OFDM receivers is here proposed. In this 

approach, named here spectral EVM estimation, a direct SNR i  measurement is performed based on the 

parameters available in the DSP that performs channel aggregation/de-aggregation at the transmitter/receiver. 
In particular, each SNR i  is obtained by averaging the values at the output of the FFT that has to be performed 

for channel aggregation/de-aggregation, which is thus used as a form of “embedded” electrical spectrum 
analyzer, without requiring any further DSP complexity. This is shown in Figure 3.10. The EVM values are 
then estimated by means of the measured SNR i  values using Equation (3.9). 

 

Figure 3.10 Scheme of the SNR estimation technique aided by the electrical spectrum analyzer “embedded” 
into the digital FDM aggregator/de-aggregator. 

Unfortunately, by testing our proposed spectral EVM estimation method, we found a significant disagreement 
between the spectrally estimated and the actual EVM i  values measured using OFDM receivers. We thus tried 

to turn off some channels and repeat the SNR measurements. The corresponding power spectrum at the output 
of the de-aggregator’s FFT is plotted in Figure 3.11. A mismatch between the noise levels measured when a 
channel is turned on and off was found. As depicted in Figure 3.11, the actual noise level of the channels is 
hidden by cross-talk. This noise level mismatch is reflected in the referred EVM disagreement between the two 
EVM measurement techniques. 
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Figure 3.11 Power spectrum obtained from the electrical spectrum analyzer “embedded” into the digital FDM 
de-aggregator when some channels are turned off. 

To overcome this limitation, one channel can be turned off at a time in a proper initial “bootstrap” phase of the 
optical fronthauling system, so the corresponding actual noise level of that channel can be measured and stored. 
This operation should be performed periodically before sending the data. The optical fronthaul system is 
assumed to be static under that period. Once having the complete noise per channel vector stored, the SNR can 
be estimated by means of the actual power of the signal per channel (measured at real-time) and its 
corresponding noise value (stored). If the fronthaul setup changes, the procedure to measure and store the 
corresponding noise per channel vector must be repeated. Figure 3.12 shows EVM per channel graphs for three 
experimental tests in which the EVM values obtained by using the spectral estimation technique and the ones 
measured using full OFDM receivers are compared. It could be observed that the difference between the results 
obtained using both procedures is negligible. While in a real-world fronthauling system our proposed spectral 
EVM estimation approach is simpler and faster to be performed, in our experimental tests the opposite occurs 
due to the lack of a real-time DSP. Since both approaches deliver similar results, the EVM-based measurement 
that relies on full OFDM decoding will be used in our experiments unless otherwise stated. 

 

Figure 3.12 EVM per channel graphs for three fronthauling conditions (Optical Path Loss (OPL) = 20, 25 
and 29 dB respectively). In blue: obtained by spectral estimation. In red: measured using OFDM receivers. 
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3.3 Experimental setup 

The experimental setup for our emulation of a DSP-aggregated fronthauling system is shown in Figure 3.13, 
where both the downstream or upstream directions of a fronthauling architecture can be set. At the transmitter 
side, the same MZM is used to modulate the CW carrier(s) generated by the laser(s) source(s) for both single 
wavelength and multi-wavelength experiments. The MZM is driven (at its 3-dB point) by a FDM signal, which 
is off-line generated in Matlab and stored in a Tektronix Arbitrary Waveform Generator (AWG). The AWG is 
characterized by an analog bandwidth of 20 GHz, a vertical resolution of 10 bits and a sampling rate of 50 
GS/s. Depending on the particular experiment, Nch = 96 or 192 baseband radio channels are generated and then 
digitally aggregated using the approach proposed in [29] to generate the ( )FDMx t signal. Each radio waveform 

is an OFDM signal using 64-QAM as digital modulation format and generated with a 30.72 MHz sampling 
rate, according to the specification of a 20 MHz LTE-A signal with a raw bit rate of 120 Mb/s. The resulting 
spectral separation between adjacent radio waveforms is exactly set at 30.72 MHz, so that the total electrical 
spectrum is approximately equal to 3 GHz or 6 GHz if 96 or 192 radio channels are used, respectively. This 
choice allows a very straightforward DSP aggregation procedure as previously explained. The aforementioned 
resulting signal bandwidths let us envision that a DML, instead of the external MZM, would not introduce any 
significant distortion to the overall performance of the system. The optical signal at the output of the modulator 
is amplified using an erbium doped fiber amplifier (EDFA). The transmitted output optical power (PF) is set 
to +9 dBm. The transmitter output signal is launched into 25 km of SMF followed by a variable optical 
attenuator (VOA) for spanning different values of optical path loss (OPL). At the receiver side, an optical filter 
selects the desired optical channel when the WDM configuration is used. Then, an avalanche photodiode (APD) 
directly detects the signal. We used an APD that is today typical for next-generation Passive Optical Network 
architecture (such as XGS-PON or NG-PON2) that, thanks to their high sensitivity requirements, cannot use a 
standard PIN-based photodiode. It is followed by a transimpedance amplifier and a real-time oscilloscope 
(RTO) which performs analogue-to-digital conversion and stores the resulting samples. The EVM calculation 
is carried out in Matlab by applying the de-aggregating post-processing algorithm on the signals stored by the 
RTO, and then demodulating each OFDM signal. After applying the single-tap frequency domain equalizer 
described in section 2.4.4, the EVM per channel is obtained as the average over all the OFDM subcarriers.  

In a previous work [113] on the same topics, it was found that the MZM should be operated over its maximum 
dynamic range in order to improve the system performance for high OPL values. This range is equal to the Vπ 

of the modulator (see section 2.1.1). The amplitude of the driving signal is then set accordingly. This in turn 
results in non-linear distortion, which is counteracted by using the non-linear compensation technique 
described in section 3.2.2. The clipping technique to decrease the PAPR value and the pre-emphasis technique 
to minimize the maximum received EVM, described in sections 3.2.1 and 3.2.3, respectively, are also 
implemented. 
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Figure 3.13 Experimental setup of the analyzed fronthaul system 

3.4 Downstream optimization results 

The focus of this section is the analysis of several physical layer optimization procedures of the fronthauling 
system in the downstream direction. The key target of this analysis is to achieve a low EVM at the output of 
the optical fronthauling part thanks to DSP-based optimization at the transmitter and receiver sides. We believe 
that dimensioning the optical segment to a low EVM target is a must if the impact of the optical fronthauling 
segment on the wireless part needs to be small, as it is discussed with more detail in [113]. For instance, the 
European Telecommunications Standards Institute (ETSI) standard requires EVM ≤ 8% for LTE-A 64-QAM 
signals [114]. This EVM target is specified by ETSI at the transmitter antenna connector so that, when using 
downstream optical fronthauling, the EVM target should be specified with at least some margin, for instance, 
for the small impairments introduced to the wireless frequencies by the electrical RF-up-conversion that is 
implemented in the RF electronics in the RRH units. Therefore, some optimization procedures in combination 
with impairment compensation techniques, which can be carried out in the DSP domain (at either the 
transmitter or receiver sides) with small complexity to minimize the EVM obtained at the output of the optical 
fronthauling segment, are implemented.  

The functionality of the compensation techniques described in section 3.2 in combination with optimization 
procedures is experimentally demonstrated on a transmission system that uses chN  aggregated radio 
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waveforms, each emulating a 20-MHz LTE-A signal. After implementing the referred optimizations, the EVM 
as a function of the system OPL has been evaluated, improving the results of a previous work reported in [113], 
where these optimizations were not realized. 

3.4.1 Results for single-wavelength transmission of 96 radio channels 

The first round of optimizations focuses on the transmitter side: due to the frequency response of the full opto-
electonic system over the used 3 GHz band, the received 96 channels have different amplitudes and thus would 
give significantly different EVM on the received channels. Therefore, the transmitted amplitudes in the DSP 
domain were equalized using the approach described in section 3.2.3. The results are shown in Figure 3.14 for 
two different OPL values (25 and 29 dB). The black curve (with squares) reports the received EVM without 

any amplitude pre-emphasis equalization, i.e., ,EVMout no pre

i

−  in Equations (3.21) and (3.22), showing an 

unacceptable variation among channels. For instance, a variation from EVM = 6% at lower frequencies to 11% 
at higher frequencies is shown in Fig. 2b. The pre-emphasis coefficients ( ik ) to equalize the received SNR, 

and thus the EVM, are evaluated using Equation (3.21), where the targetEVMout  value is computed using Equation 

(3.22). The blue curve (with circles) reports the EVMout

i  when the amplitude pre-emphasis equalization takes 

place. In both OPL cases, the functionality of the pre-emphasis technique is demonstrated, reducing the 
maximum EVM value from 8.3% and 11.5% to 6% and 7.5% for OPL = 25 and 29 dB, respectively. The effect 
of the pre-emphasis equalizer on flattening the EVM per channel distribution can also be observed.   

           

Figure 3.14 EVM of the 96 OFDM channels at a) 25 dB and b) 29 dB of OPL before and after equalization. 

The EVM values presented in the blue curve of Figure 3.14 were measured on all channels at the output of a 
full OFDM receiver for each of the 96 channels. As discussed in section 3.2.4, this operation would likely be 
very complex in the RRH of a fronthauling architecture. For this reason, EVM results using our proposed 
simpler spectral estimation approach, described in section 3.2.4, are also presented with the red curves (with 
triangles) in Figure 3.14. As expected, no significant degradation between the blue and red curves can be 
observed. Moreover, in all cases the maximum EVM is maintained below the 8% target. As explained in section 
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3.2.4, since both approaches deliver similar results but the EVM measurement aided by OFDM receivers is 
simpler and faster when an off-line DSP approach is used, this alternative method will be used in the results 
reported in the rest of this Chapter. However, to the best of our knowledge, the spectral EVM estimation 
technique proposed and demonstrated here is a novel and useful contribution for real-time DSP 
implementations that enables the possibility of using equalization and compensation techniques that require a 
fast channel performance estimation, as the pre-emphasis and MZM nonlinearity compensation algorithms 
proposed and used here.    

The next optimization, performed at the transmitter side, was related to the clipping and the nonlinearity 
compensation techniques, described in sections 3.2.1 and 3.2.2, respectively. The OPL is set to 15 dB, since 
for low OPL values the effect of nonlinear distortion in the performance is expected to be more notable as 
compared to the effect of SNR degradation. The average EVM was evaluated (over the 96 OFDM channels) 
as a function of both the clipping level (CLIPTX), set at the AWG DAC following Equation (3.2), and the 
nonlinearity correction factor (CFTX) of the pre-distortion function, given by Equation (3.5), that was imposed 
to the signal loaded in the AWG. The results are summarized in the contour graph shown in Figure 3.15.a. 
Thanks to this optimization procedure, the average EVM is reduced one order of magnitude, from about 4.7% 
(with no clipping and no correction factor) to about 3.7%.  
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Figure 3.15 Average EVM of the 96 OFDM channels at 15 dB of OPL as a function of the clipping level and 
the compensation of the nonlinearity of the MZM electro-optic characteristic performed at (a) the transmitter 

side; (b) the receiver side; (c) at the receiver side setting the optimum parameters at the transmitter side. 

The same optimization is then repeated at the receiver side, again at 15 dB of OPL. This time, the clipping 
level (CLIPRX) is adjusted at the RTO ADC, while the nonlinearity correction factor (CFRX) of the post-
distortion technique is imposed at the receiver DSP stage. The results are presented in the contour graph shown 
in Figure 3.15.b, allowing us to assert that the receiver optimization provides better results than the transmitter 
one, since the lowest average EVM obtained in the best case is reduced to about 3.3%. When the nonlinear 
distortion compensation is applied at the transmitter side, the SSII generated at the modulator get reduced, 
which should be reflected in a system performance improvement. In contrast, when the nonlinear compensation 
is carried out at the receiver side, these SSII products are no longer reduced. Therefore, a better performance 
should be achieved applying the technique at the transmitter side, which anyway does not correspond with our 
findings. A hypothesis to explain this fact is outlined as follows. Both the clipping and the cubic transformation 
techniques employed to reduce nonlinear distortion end up modifying the spectrum of the signal, which can 
affect the performance of the system. This phenomenon could become strengthened in presence of CD and 
modulation chirp, resulting in a worse performance when the technique is applied at the transmitter side. 
According to our obtained results, the effect of spectrum distortion is then more pronounced that the effect of 
the SSII in the analyzed system.   
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The combination of both optimization alternatives was also investigated: the optimum parameters (CLIPTX = 
12 dB and CFTX = 0.008) are set at the transmitter side and the previous receiver optimization procedure is 
repeated. The results are depicted in Figure 3.15.c, from which it can be observed that the improvement with 
respect to the transmitter-only optimization case is minimal. By comparing the results of the three presented 
optimization scenarios, it can then be concluded that the receiver optimization provides the best results in terms 
of EVM improvement. 

Finally, the EVM was evaluated as a function of the system OPL under three different conditions: i) without 
any transmitter or receiver optimization, ii) setting the parameters (CLIPRX = 11 dB and CFRX = 0.02) resulting 
from the receiver optimization performed at 15 dB of OPL, and iii) evaluating and setting the best CLIPRX  and 
CFRX  parameters for each OPL condition. The results are summarized in Figure 3.16, in which a wide range 
of OPL values, from 15 dB (which would be adequate for point-to-point fronthauling solutions) up to the OPLs 
required by PON standards, are spanned.   

 

Figure 3.16 Comparison of the EVM vs. the OPL obtained with different optimization procedures. 

Figure 3.16 depicts the main results of this section, showing how the performed optimization is valid over the 
full considered OPL range. In particular, it demonstrates the possibility of transmitting up to 29 dB, value 
required by PON in class N1, while satisfying the 8% ETSI requirements on 64-QAM. Moreover, we observe 
that the receiver’s parameters optimization can be performed at any OPL value, since the difference between 
the two optimized curves is negligible. It is important to remark that, as expected, the combination of the 
clipping and nonlinear compensation techniques has a stronger impact on improving the performance for low 
OPLs (both nonlinear and SNR limited) than for high OPL values (mainly SNR limited). 

Figure 3.17 shows a comparison between the results obtained with the nonlinear compensation technique based 
on our proposed cubic approach given by Equation (3.5) and those obtained using the exact inverse function 



Chapter three 

 

102 
 

given by Equation (3.4), based on an arc cos transformation (see section 3.2.2). The figure shows curves of 
EVM as a function of the OPL for three different conditions: i) without any optimization (in blue with circles), 
ii) setting the best CLIPRX and CFRX parameters for each OPL condition using the cubic based nonlinear 
compensation (in red with asterisks), and iii) setting the best CLIPRX parameter for each OPL condition using 
the arc cos based nonlinear compensation (in green with squares). By comparing the red and green curves, it 
could be observed that they match well for OPL values lower than 20 dB and higher than 26 dB, while a slight 
deviation is observed for OPL between 20 and 26 dB, in which the green curve outperforms the red one. From 
this results it can be concluded that the exact inverse function that linearizes the MZM power transfer function 
is slightly better than the cubic approximation in terms of performance. In contrast, in terms of complexity and 
hardware implementation, the cubic optimization should be preferred, especially for those OPLs where good 
matching between the arc cos approach and the cubic approach takes place. 

 

Figure 3.17 Comparison of the EVM as a function of the OPL obtained with different non-linear 
compensation procedures. 

3.4.2 Results for WDM transmission of 192 radio channels per wavelength and mixed format 

transmission 

In this Section, we present an experimental demonstration of a massive fronthauling transport. In particular, 
the WDM transmission of four wavelengths, each carrying 192 radio channels, is now analyzed. The optical 
channels were centered at 193.2 (Ch.1), 193.3 (Ch.2), Ch3=193.4 (Ch.3) and 193.5 (Ch.4) THz. The analyzed 
channel is Ch.3. The same optimization procedures, applied for the single-wavelength case reported in the 
previous section, were also applied to the WDM situation. Once applied the pre-emphasis technique, the 
CLIPRX and CFRX parameters were optimized for each OPL. The average EVM of the 192 received radio 
channels, obtained for each OPL after optimization, is shown in Figure 3.18. It could be observed that a 
maximum OPL = 25.7 dB is achieved targeting an EVM < 8%. This OPL value is not compliant with the 
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minimum value required by PON in class N1 (OPL = 29 dB), therefore only point-to-point links could be 
considered for this transmission scenario.  

One alternative to increase the maximum OPL of the system is decreasing the modulation order of the radio 
channels, or at least of some of them. It is well-known that by decreasing the modulation order, the received 
SNR (or EVM) requirements are relaxed. For instance, the maximum EVM required by ETSI for 16-QAM is 
12.5% [114].  As a proof of concept experiment, the transmission of half of the channels with 64-QAM format 
and half of them with 16-QAM format is tested. The results are presented with the dashed blue curve in Figure 
3.18. Care has been taken to outperform the EVM=12.5% limit for all the 16-QAM channels. For instance, for 
OPL = 15, 21 and 27 dB the maximum EVM when 64-QAM is used is 3.52%, 4.15% and 6.87 %, whereas for 
16-QAM becomes 5.67%, 6.76% and 7.60%, respectively. By employing this approach, an OPL = 29 dB is 
now achieved targeting the required EVM ≤ 8% (64-QAM) and 12.5% (16-QAM). A gain of 3.3 dB of OPL 
is achieved. The drawback, however, is a loss in system capacity, particularly in the 16-QAM modulated 
channels. Each 20-MHz radio channel transmits 120 Mb/s when 64-QAM format is employed, then the overall 
raw capacity per optical channel is 23.04 Gb/s. If 16-QAM is used as modulation format, each radio signal 
reduces its capacity to 80 Mb/s. Then, for the case in which 50% of the channels are modulated with 64-QAM 
and the rest with 16-QAM, an overall raw capacity of 19.2 Gb/s is obtained. This translates into a reduction of 
16.66% of the overall capacity, but the required increase in terms of the OPL. A trade-off between capacity 
and OPL is then evident.  

The trade-off between maximum OPL and capacity was experimentally quantified for different EVM target 
values and the results are shown in Figure 3.18. The capacity per optical channel is expressed in terms of the 
64-QAM/16-QAM channels ratio (Cr). The maximum capacity of 23.04 Gb/s corresponds to a Cr = 1 (all the 
channels modulated with 64-QAM). For a Cr = 0 (all the channels modulated with 16-QAM), a minimum 
capacity of 15.36 Gb/s is achieved. The EVM targets shown in Figure 3.9, namely 3.6%, 4.3%, 4.9% and 8%, 
corresponds to the 64-QAM modulation format. The corresponding EVM targets for 16-QAM modulation are 
5.67%, 6.75%, 7.59% and 12.5%, respectively. For both modulation formats, the first three EVM targets were 
selected according to [113] in order to get a maximum EVM penalty of 1 dB, 1.5 dB and 2 dB, respectively, 
in the wireless segment due to the optical fronthaul segment and still fulfill the ETSI requirements at the output 
of the full system (composed of the fronthaul system in cascade with the wireless system).   
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Figure 3.18 Comparison of the EVM versus the OPL obtained after optimization for two cases: i) All 
channels employing 64-QAM, and ii) Half of the channels employing 64-QAM and half of them employing 

16-QAM.  

 

Figure 3.19 OPL as a function of the maximum capacity per channel expressed as the 64-QAM/16-QAM 
channels ratio, for different 64-QAM EVM targets. 

3.5 Upstream optimization results 

In this section, an analysis of the upstream link in optical fronthauling networks based on DSP-assisted channel 
aggregation is reported. The effect of both wireless and optical fiber transmission on the EVM is taken into 
account, and different statistical distributions of mobile terminals’ positions within a radio cell are considered. 
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To date, and to the best of the author’s knowledge, the DSP-assisted aggregation approach of several radio 
waveforms has been investigated for downstream purposes only. Most of the transmission experiments carried 
out so far foresee the transmission of a set of error-free channels (that is, EVM=0% at least in the DSP domain) 
over a fiber infrastructure, whose characteristics are determined for reaching, at the antenna sites, EMV values 
according to LTE standards.  

For what concerns the upstream direction, the problem is reverted with respect to downstream, in the sense that 
the signal to be transmitted over the fiber path is already corrupted by the propagation through the wireless 
channel, as explained in section 3.2. In addition, mobile terminals are randomly distributed within the radio 
cell, and thus all electrical carriers reach the antenna, and then the electro-optical converters, with different 

EVMW  on a per-channel basis. Properly conditioning the aggregated signal then becomes the key aspect for 
dimensioning the optical link towards the BBU. Considering different distributions of the mobile terminals 
within a radio cell, our proposed pre-emphasis equalizer (presented in section 3.2.3) is applied to the signal 
transporting all the already noisy electrical carriers generated by the mobile terminals, and its functionality is 
experimentally tested.  

Since we did not have access to a real radio distribution system on so many different radio channels, we 

reproduce in our laboratory some test condition in terms of the statistical distribution of the EVMW of the signals 
reaching the antenna from the mobile terminals. In particular, we tested: a deterministic non-uniform 
distribution (sinusoidal), a random distribution and a uniform distribution. The sequences programmed in the 

AWG (see section 3.3) take then care of the distribution of EVMW  and of the related pre-emphasis equalization 
algorithm explained in section 3.2.3. Purpose of the experimental campaign is to receive, at the BBU site, all 

the different mobile carriers at the target EVMout  required for LTE standards. In particular, all experiments 
where performed with 96 LTE-like carriers employing 64-QAM as modulation format, targeting an EVM < 
8%. The OPL was set to 20 dB, unless otherwise stated. It is important to clarify that according to the ETSI 
standard the EVM target in the upstream situation after the full transmission system can be much worse than 
8% (extremely strong FEC codes are used on the radio channels, so that the actually received EVM can actually 
be very high). Purpose of this section is mainly to demonstrate the functionality of the proposed optimization 
procedures, i.e., the pre-emphasis equalization, under the upstream conditions for a given arbitrary EVM target. 
Therefore, the EVM = 8% was just set as an indicative value to maintain the same target as in the downstream 
situation. The conclusions obtained here are independent of this target and can be generalized to any other 
value. In the following, the results of the experimental campaign are reported and discussed. 

A deterministic EVMW  per channel distribution at the input of the fronthaul was analyzed as a first approach. 
Although deterministic distribution scenarios are unrealistic in real-world implementations, they are useful for 
testing purposes. A sinusoidal distribution (over two full periods, chosen arbitrarily) from 2% to 7.5% was 

imposed to the EVMW , plotted in black with squares in Figure 3.20.a. The distribution was set to obtain one of 

the peaks of the EVMW  distribution at the highest frequency channel, which is the most affected by the low-
pass response of the transmission system. This guarantees analyzing the worst-case scenario. At the output of 
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the fronthaul, an EVMout  distribution, plotted in blue with circles in Figure 3.20.a, with variations from 4% to 

unacceptable values of up to 10% is obtained when pre-emphasis equalization is not applied ( ,EVMout no pre−  

situation). The measured EVMW  and ,EVMout no pre−  per channel values are used to compute the optimum 

targetEVMout  following Equation (3.20). The corresponding constraint function USG  as a function of targetEVMout  is 

plotted in Figure 3.20.b. The optimum targetEVMout  value, that fulfills the constraint 1USG = , is 8.06%. By means 

of this optimum value, and the corresponding EVMW  and ,EVMout no pre−  per channel values, the pre-emphasis 
coefficients ik  are evaluated following Equation (3.15). 

The results obtained when the pre-emphasis technique is applied are shown in red with triangles in Figure 

3.20.a. The EVMout  per channel distribution now becomes more uniform, with all channels exhibiting an EVM 
below 8%. The functionality of the proposed pre-emphasis technique is clear in this case. It is worth to notice 
that when pre-emphasis is applied, the channels with the worst SNR (maximum EVM) at the input of the 
fronthaul are received at its output with a negligible SNR (EVM) penalty. A transparent transmission through 
the fronthaul is experienced by these channels since their power is enhanced to compensate for their lower 
SNR. This is performed at the expense of a strong degradation of the SNR (and EVM) of the best performing 
channels at the input of the fronthaul, due to a reduction of the power of these channels. For instance, channels 

24 and 72 change their EVM from EVMW  = 2% at the input to EVMout ~7.5% at the output, while before 

applying the pre-emphasis the EVM degradation was less sharp,  obtaining an EVMout  of around 4% and 5.8%, 
respectively. Then, the pre-emphasis is exploited to compensate for the optical segment frequency response 
and, at the same time, to balance the LTE channels performance. 

 

Figure 3.20 a) Performance per channel for a sinusoidal EVMW distribution: at the antenna site and at the 
BBU site after 20 dB of OPL with and without pre-emphasis, and b) corresponding constraint function USG  

versus targetEVMout .  
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Another case where an EVMW sinusoidal distribution is considered is depicted in Figure 3.21.a. In this case the 

minimum EVMW  is increased to 4% and the maximum is decreased to 7% with respect to the previous case. 

Although the EVMW conditions were stressed, when pre-emphasis equalization is applied, the EVMout  target is 

still accomplished. The optimum targetEVMout  value is 7.687% ( 1USG = ). Figure 3.21.b shows EVMout  per channel 

curves when the pre-emphasis equalization is applied using different targetEVMout  values to compute the ik  

coefficients. Note that the curve obtained using the optimum EVM target (solid red) outperforms the rest of 

the curves (dash curves) in terms of minimizing the maximum EVMout , thus showing, for some exemplifying 
cases, a right EVM optimization process when using the analytically derived 1USG =  constraint. 

 

Figure 3.21 Performance per channel for a sinusoidal EVMW distribution: a) at the antenna site and at the 
BBU site after 20 dB of OPL with and without pre-emphasis, and b) at the BBU site after 20 dB of OPL with 

pre-emphasis for different targetEVMout  values. 

In order to test a more general situation, a random EVMW  distribution varying from 2% to 7.5% was enforced 

and the performance of the system was analyzed under these input conditions. Figure 3.22.a present the EVMW  

(in black with squares) and the EVMout  without pre-emphasis (in blue with circles) per channel distributions 

corresponding to the random case. It is observed that several channels have an EVMout  higher than the chosen 
target.    
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Figure 3.22 Performance per channel for a random EVMW distribution: at the antenna site and at the BBU site 
after 20 dB of OPL with and without pre-emphasis. 

Once the pre-emphasis technique is applied, the resulting EVMout  per channel distribution, shown in red with 
triangles in Figure 3.22.b, is flatten. All the channels outperform the EVM target. The functionality of the pre-
emphasis equalization technique under a more general situation is then demonstrated.  

Another random distribution situation, whose results are shown in Figure 3.23.a, was tested. A random EVMW  
distribution with reduced variations from 4% to 6% was defined. However, this time the OPL was increased 

to 25 dB. By comparing the blue curve with circles and the red curve with squares, a much flatter EVMout

distribution is observed when the pre-emphasis technique is applied, as expected. Again, all the channels are 
below the chosen EVM target.   
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Figure 3.23 Performance per channel for (a) a random and (b) a uniform, EVMW  distribution: at the antenna 
site and at the BBU site after 25 dB and 20 dB of OPL, respectively, with and without pre-emphasis. 

Finally, a uniform EVMW  distribution was analyzed. The resulting EVMout  values with and without applying 
the pre-emphasis technique are shown in Figure 3.23.b. In a real mobile network scenario, the EVM of the 

signals reaching the antenna from the mobile terminals ( EVMW ) is far from being uniformly distributed over 
frequency. Nevertheless, we report this case because it represents the worst-case scenario for the upstream 
transmission because there is no SNR margin between channels, and all carriers worsen after optical 
propagation.  In this case, the pre-emphasis is mainly needed to compensate for the optical link frequency 
response, as in the downstream situation. However, it is important to remark that the evaluation of the ik  

coefficients is still different between this upstream uniform situation (in which EVMW

i Wk= , being Wk  a non-

zero constant value) and the downstream one (in which EVMW

i ) (compare Equations (3.15) and (3.21)). 

From this worst case scenario, it is shown that an EVM ≤ 8% at the BBUs can be achieved after up to 20 dB 

of OPL for all 96 LTE channels, provided that a maximum EVMW  as high as 6% is considered, irrespective of 

the EVMW  per channel distribution, and pre-emphasis is employed. If the maximum input EVMW  or the 

EVMout  target change, the OPL also changes. Therefore, since the maximum OPL value for the upstream 
direction can be different from that for the downstream direction, it is very important to dimension both 
directions of a link, the downstream and upstream, for a proper operation of the full system. 

To finish this section, it should be clarified that although the pre-emphasis technique was demonstrated to work 

well under different scenarios for the downstream (see section 3.4.1) and the upstream cases, the EVMout  
distribution is not completely flat in any of the analyzed situations. This slight deviation from an ideal flat case 
results from the difference between the assumed conditions to derive the equalization algorithm (see section 
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3.2.3) and the real conditions of the experiments. However, since this deviation is small in all cases, we could 
then consider our assumptions to be accurate enough. 

3.6 The FDM DDO-OFDM system used as a high-speed optical interconnect 

The overall maximum capacity of the four-wavelength FDM DDO-OFDM system analyzed in section 3.4.2 is 
92.16 Gb/s (23.04 Gb/s per optical channel), for an OPL up to ~25 dB which includes the total attenuation of 
25 km of SMF. This capacity is close to the 100 Gb/s data rate achieved by the fastest commercially available 
Ethernet transceivers over SMF for reaches of 10 and 40 km (with and without a semiconductor optical 
amplifier, respectively), based on a similar four wavelength WDM architecture, used as optical interconnect. 
If the OFDM generators/decoders, the FDM aggregators/de-aggregators and the optical transmitters/receivers 
are joint on the same device (see Figure 3.3 and Figure 3.13), the analyzed fronthaul system can be used as an 
optical transceiver that transforms a serial bit sequence with a data rate of 92 Gb/s into an analogue optical 
signal and vice versa. This transceiver could be used as an optical interconnect for short-reach applications. 
The graph of EVM as a function of OPL shown in Figure 3.18 for the case in which all channels are 64-QAM 
modulated, can be also represented as the BER vs received optical power (ROP) graph shown in Figure 3.24. 
The EVM to BER conversion is performed by means of the analytical expression reported in [115]. The ROP 
is evaluated by subtracting the OPL to the launch power into the fiber (+9 dBm). A receiver sensitivity of -16 
dBm is then measured for a BER = 1x10-3. In order to improve the system performance to achieve the BER = 
1x10-12, target of the 100 Gb/s Ethernet transceivers, the use of a high overhead FEC would be mandatory in 
this case. If a simpler low-overhead, low-power consumption and low-latency Reed-Solomon FEC scheme 
[116] is preferred, a more demanding pre-FEC BER target of 3.8x10-5 should be satisfied. For this BER value, 
a receiver sensitivity of -12.75 dBm is measured. Considering insertion losses of 6 dB for MUX and DEMUX 
devices, losses of 1 dB due to connector and splices, a total attenuation of 2 dB for 10-km of SMF operated in 
C-band, and a power penalty of 1 dB due to transmission, then the total losses of the system become 10 dB. A 
transmitted optical power per channel, measured at the output of the modulator, of -2.75 dBm is then needed, 
which is a value attainable with commercially available EMLs. Therefore, the EDFA used for fronthauling 
applications could be removed from the optical transceiver to reduce its size and power consumption. It is 
important to point out that negligible CD and cross-talk power penalties were measured in the analyzed system 
as reported in [113]. 

As compared to the 100 Gb/s Ethernet transceiver over 10-km of SMF, which operates using OOK format, the 
FDM DDO-OFDM transceiver is much more spectrally efficient (0.23 Gb/s/Hz vs 0.03125 Gb/s/Hz). In 
contrast, the electrical part of the transceiver is more complex, since the addition of digital OFDM, FDM and 
FEC blocks is needed. However, we consider these features as necessary to implement feasible optical 
transceivers beyond the 100 Gb/s capacity. In the next Chapter, a transceiver based on WDM and OFDM 
technologies is proposed and analyzed for the transmission of 400 Gb/s over 10-km of SMF. Since the system 
experimentally analyzed in this Chapter follows a similar DDO-OFDM approach, the discussion presented in 
this section becomes useful for the sake of comparing both systems.    
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Figure 3.24 BER as a function of ROP graph of the optical channel 3 for the WDM transmission of 192 
OFDM signals per optical channel, corresponding to an overall data rate of 92.16 Gb/s.  

3.7 Conclusions of the Chapter 

Some relatively simple digital techniques and optimization procedures for DSP-aggregated fronthauling, 
allowing improvements in the system performance while having a very little increase in DSP complexity, were 
experimentally demonstrated for both downstream and upstream directions. 

Downstream transmission of up to 768 20-MHz LTE-like signals (192 per optical channel) each modulated 
with 64-QAM format, was demonstrated. For each optical channel, all 192 LTE signals outperform an EVM 
target of 8% for a maximum optical loss of 25.7 dB. The aggregated signal of each optical channel has a 
bandwidth of only 6 GHz. The current CPRI approach would have required a data rate of approximately 177 
Gb/s per optical channel to transport the same amount of 20-MHZ LTE signals (without control words). A 
minimum ideal bandwidth of 88.5 GHz is required to transport 177 Gb/s using the OOK format employed in 
CPRI. Therefore, the system here analyzed requires ~15 times less bandwidth to transport the same amount of 
information than the current fronthauling technology.  

An analysis of the upstream direction of the DSP-aggregated fronthauling architecture was performed here as 
well. An original pre-emphasis technique to equalize the received SNR, thus minimizing the maximum EVM 
per channel at the output of the fronthauling, was developed here for the upstream situation. The developed 

algorithm takes into account the EVM per channel values at the input of the fronthaul, called here EVMW , 
which in the upstream case are different to zero and non-uniform among channels. The pre-emphasis technique 

was tested for different EVMW  distributions at the input of the fronthaul and its ability to equalize the EVM of 
all the channels at the output of the fronthaul was demonstrated for all the analyzed cases. It was shown that 
the maximum OPL value for the upstream direction can be different from that for the downstream direction. 
Therefore, the importance of dimensioning and optimize not only the downstream but the upstream direction 
of a link for proper operation of the full system, was demonstrated. 
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4. Chapter four: Numerical analysis of a 400 Gb/s optical 

intra-DCI based on WDM 4 x 100 Gb/s RF-IQ-DDO-

OFDM Transceivers 

In this Chapter the technical feasibility of an unamplified 4 x 100 Gb/s wavelength division multiplexed DDO-
OFDM system that uses EAMs is numerically demonstrated for up to 10-km reach of SMF in both C- and O-
bands for a BER target of 3.8 x 10-5. Based on the use of specifications of currently available (realistic) 
components, error-free operation is achieved by finding optimum values for bias voltage and electrical gain in 
the modulator, and by employing a simple PAPR-reduction technique. A performance comparison with a 
Mach-Zehnder driven system is presented too. In section 4.6 a brief discussion about extending the analyzed 
system to a 16 x 100 Gb/s architecture for future 1.6 Tb/s optical interconnections is performed.  

The architecture here put forward can be used as an alternative for next-generation 400 Gb/s Ethernet for high-
speed intra-data center optical interconnects applications and adds on the value proposition of using multi-
carrier modulation schemes for Ethernet and similar short-reach WDM schemes. 

4.1 State-of-the-art and context 

Ethernet is the most widely deployed technology to set up local area networks. In recent years, through the 
incorporation of optical transceivers to support higher data rates, its reach has been extended to also embrace 
metropolitan and short-reach data center interconnects. The most recent addition to the IEEE 802.3 (or 
Ethernet) standard was published in June 2010 [117]. It defines specifications for 40 and 100 Gb/s data rate 
links for several transmission distances. In particular, for applications up to 10 km, the physical medium 
dependent sublayer running at 100 Gb/s, termed 100GBaseLR4, uses a conventional SMF (CSMF) and WDM 
technology to transmit four wavelengths at 25 Gb/s raw data rate each. The optical channel plan follows the 
ITU-T G.694.1 recommendation for O band with 800 GHz channel spacing as follows: 1295.56, 1300.05, 
1304.58 and 1309.14 nm. In the usual implementation approach [118], the four optical signals, each running 
at an actual rate of 25.78125 Gb/s, are wavelength division multiplexed into the fiber. For simplicity, NRZ is 
chosen as modulation format, because in this way, cost-effective EAMs can be used in the transmission side, 
and uninvolved direct-detection optical front-ends (OFEs), and corresponding 25 Gb/s electrical receivers, are 
employed in the receiver side.  For the 100 Gb/s extended-reach (up to 40 km) physical medium dependent 
sublayer, termed 100GBaseER4, the transceiver architecture preserves the 100GBaseLR4 configuration, but a 
semiconductor optical pre-amplifier (SOA) is added to the design in order to extend the system power budget 
[118]. The first and second generations of 100 Gb/s Ethernet transceivers for 10 and 40 km reach, termed C 
Form-Factor Pluggable (CFP) and CFP2, respectively, are nowadays commercially available, while the third 
generation (CFP4) is still in beta version [119]. 

Due to the apparently unending bandwidth demand explosion, described in the Introduction section, in May 
2014 the IEEE 400 Gigabit Ethernet (400 GbE) Task Force (TF) was established. Its mission so far has been 
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to lead the efforts of the research community to develop an Ethernet standard running four times faster than 
the current version. Different approaches have been considered to implement the physical medium dependent 
sublayer on CSMF for 2 and 10 km reach [120]. The simplest implementation approach consists in the use of 
16 optical channels, each modulated at 25 Gb/s in NRZ format [121]. This solution, however, requires 12 more 
transceivers than its predecessor, with the corresponding increase in implementation cost and power 
consumption. An alternative architecture, attractive because it achieves an adequate trade-off between technical 
complexity and cost [122], is an 8 x 50 Gb/s WDM design using pulse amplitude modulation with four levels 
(PAM-4). This set up, however, still requires two times more transceivers than the 100GBaseLR4 
implementation. Yet another approach to maintain the current optical component count, and therefore achieve 
the right balance between potential costs, power and port density, is to employ advanced modulation formats 
to set up a 4 x 100 Gb/s WDM design.  

A single optical lane running at 100 Gb/s can be realized in several ways. The ITU, for instance, has 
recommended polarization-multiplexed QPSK modulation at 112 Gb/s to implement the OTU4 framing [123]. 
Unfortunately, this solution relies on intricate coherent technology, which could be excessively complex for 
400 Gb/s intra-data center applications. Simpler alternatives based on direct detection such as: DMT, carrier-
less amplitude phase modulation (CAP), and PAM with 4 or 8 amplitude levels, have been preferred and 
extensively investigated for this capacity and reach targets [12], [15], [17] , [91]. DMT has positioned as the 
best performing technology among them. However, the digital transmitter and receiver stages of DMT are 
more complex than that of PAM, therefore, the latter has been preferred for commercial purposes in the short-
term. 

DMT is a variant of IM-DDO-OFDM (see section 2.4.1) in which bit and power loading techniques are added 
to the digital OFDM transmitter and receiver in order to adjust the modulation order and the power of each 
sub-carrier according to its corresponding SNR penalty at the receiver side. An intermediate alternative 
between DMT and PAM in terms of digital complexity is proposed and analyzed in this work for the 
transmission of 100 Gb/s per optical lane. In contrast to DMT, the approach reported here, based on RF-IQ-
DDO-OFDM (see section 2.4.2) using EAMs, avoids enforcing Hermitian symmetry to get a real-valued 
OFDM signal, as well as the use of bit and power loading techniques, thus decreasing the DSP complexity and 
halving the bandwidth requirements of the digital transmitter and receiver. Instead, the bandwidth requirements 
are moved to the RF and optical up and down conversion stages, namely, electrical oscillators and mixers and 
optical modulators and photodiodes. Based on the development and fabrication trends of electrical and optical 
devices, the availability of the required high-bandwidth technology in the mid-term can be foreseen. Indeed, 
experimental state-of-the-art devices that full-fit the high bandwidth requirements of some devices of the 
proposed architecture are reported in section 4.2. 

Our proposed system to set up the 4 x 100 Gb/s Ethernet transceiver practically uses the same optical 
components employed in the aforementioned 4 x 25 Gb/s 100GBaseLR4 configuration. This makes it 
especially attractive to reduce development costs. Although the reuse of the DFB lasers and photodiodes is 
straightforward, the use of EAMs in a DDO-OFDM environment is limited by the narrow linear region of their 
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transmission function. Such shortcoming results in nonlinearity-induced SSII due to the normally high PAPR 
that OFDM driving signals exhibit [76]. For this reason, DDO-OFDM systems are normally implemented using 
MZMs. Nevertheless, EAMs present attractive features such as low drive voltages and power consumption, its 
bandwidth can reach >50 GHz, they can be integrated with the laser source in a compact structure and 
potentially lower cost as compared to MZMs [43]. Novel DSP-based techniques that perform SSII cancellation 
to increase the EAM operational region have recently been developed [70], [74], [76], [79]. However, these 
techniques increase the complexity of the transceivers at the digital stage, which is a characteristic to be avoided 
in short-reach applications. They are therefore aimed for 50 Gb/s, longer-reach applications.   

Aided by a relatively simple random phase-shifting method to reduce the PAPR, described in section 4.2.4, 
and the use of optimization procedures to reduce the impact of the EAM nonlinearity, in this Chapter we 
numerically demonstrate the technical feasibility up to 10-km of a 4 x 100 Gb/s WDM architecture, prone to 
be used in 400 GbE, where each 100 Gb/s optical channel is implemented by means of RF-IQ-DDO-OFDM. 
This work adds on the value proposition of using multi-carrier modulation schemes for Ethernet and similar 
short-reach WDM scenarios. Our numerical research can also be considered relevant, not only because of the 
possible use of the proposed architecture for intra-data center Ethernet optical interconnects, but because the 
use of EAMs in high-speed DDO-OFDM systems has not been sufficiently investigated. In fact, this is, to the 
best of the author’s knowledge, the first numerical analysis of the implementation of a 100 Gb/s DDO-OFDM 
channel that uses an EAM as optical transmitter, including its extension to the WDM domain. 

4.2 Analyzed architecture and numerical setup 

The system to be simulated, implemented on a VPI Transmission MakerTM V9.2 co-simulation platform, is 
presented in Figure 4.1. It consists of four electrical RF-IQ-OFDM (eRF-IQ-OFDM) transmitters, as those 
described in section 2.4.2, each of which drives an EML composed of a distributed feedback laser (DFB) and 
an EAM.  The four field-modulated optical OFDM channels are WDM multiplexed onto a CSMF. After 
demultiplexing, each channels is directly detected by an OFE and processed in its corresponding OFDM 
electrical receiver. The simulation steps and parameters are presented with more detail in the following sub-
sections.  
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Figure 4.1 Schematic diagram of the WDM 4 x 100 Gb/s DD-OFDM transmission system. Electrical 
elements in blue. High-bandwidth elements in solid red. 

4.2.1 Electrical OFDM Signal Generation 

In each of the four electrical transmitters, a different pseudo-random bit sequence (PRBS), 219 bits-long and 
running at 110 Gb/s, is mapped into 217 16-QAM symbols. Each OFDM symbol consists of 255 16-QAM 
symbols plus one symbol at the center of the data block (DC subcarrier) that is set to zero. The 110 Gb/s rate 
per optical channel results from including to the 100 Gb/s required in the MAC sublayer, the extra 3.125% data 
rate needed for PCS coding (assuming the same coding as for 100GBaseER4), 2.93% to allocate the CP for C-
band transmission (2% in O-band), 3% overhead for FEC and 0.8% for the transmission of one pilot OFDM 
symbol every 512 symbols. Since high PAPR is known to be one of the main drawbacks of OFDM 
transmission, a random phase shift is added to every single 16-QAM symbol in the block to reduce it. This 
procedure, described in more detail in section 4.2.4, indeed reduces the PAPR, and therefore no signal clipping 
is applied. Each data block is then inverse-Fourier transformed via an iFFT algorithm. The digital to analog 
conversion of real and imaginary parts is simulated using zero-padding in the iFFT. A cyclic prefix of 272.7 
ps for C-band operation (181.8 ps for O-band) over an optical fiber 10-km long is then added to supply enough 
guard time between OFDM symbols. The two analog electrical signals are mixed with the 0 and π/2 phases of 
a LO operating at fRF = 41.25 GHz. Local oscillators operating at frequencies above 40 GHz have been reported 
in [124], [125], [126] and [127]. Besides, 26-40 GHz tuned voltage controlled oscillators are nowadays 
commercially available [128], [129]. The baseband to passband conversion creates a frequency guard band of 
27.5 GHz between the optical carrier and the lowest frequency OFDM subcarrier (see Figure 4.8.a), thus 
preventing beating products due to direct detection to fall into the detection bandwidth (see section 2.4.5). The 
eRF-IQ-OFDM signal that drives each EML is finally produced by combining the two RF-up-converted 
signals. It must be mentioned that although the proposed design is based on the use of ultra-high speed RF 
electronics, recent advances in state-of-the-art silicon technology for millimeter wave frequencies have enabled 
the fabrication of the necessary complementary metal-oxide-semiconductor (CMOS) circuit blocks [130].For 
instance, RF up- and down-converters, which integrate a RF amplifier, a local oscillator and a mixer, operating 
at frequencies around 40 GHz and up to 60 GHz, have been reported in [33], [131], [132], [133], [134], [135], 
[136] and [137].  
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4.2.2 Optical Transmission and Detection 

Each of the four eRF-IQ-OFDM signals drives an EAM which is fed using CW light derived from a  DFB laser 
with OSNR = 40 dB, 1 MHz linewidth and output power of 14 dBm for C-band and 12 dBm for O-band [138]. 
The DFB frequencies for C-band grid are centered at 193.2, 193.3, 193.4 and 193.5 THz (1551.72, 1550.92, 
1550.12 and 1549.31, nm), leading to a homogenously spaced, Ω = 100 GHz, channel plan. For the case of 
transmission over O-band, the same channel plan defined for 100GBaseLR4 using a Ω = 800 GHz was set: 
228.2, 228.8, 230.6 and 231.4 THz (1309.14, 1304.58, 1300.05 and 1295.56 nm). In this case, the same lasers 
developed for 100 GbE transceivers could be reused. A narrower channel spacing for C-band operation was 
chosen to avoid excessive power penalties due to fiber dispersion at the expense of incurring on a small penalty 
due to linear cross-talk.    

A well-known small-signal EAM model is employed to carry out the simulations (described in section 2.1.2). 
It is based on the use of voltage-dependent Taylor series of the transmission magnitude T(V(t)) and the 
linewidth enhancement (or chirp) factor α(V(t)), which relates the EAM change in absorption with the 
corresponding change in refractive index. The time-varying voltage signal is given by V(t) = Vbias+Vm(t), Vbias 
is the DC bias voltage and Vm(t) is the modulating voltage.  

In order to guarantee predictions that are very close to reality, the transmission function coefficients used in 
the simulations for operation over C-band were determined through a fit process of the experimental curves of 
voltage-dependent output power and chirp factor of the quantum-well EAM presented in [139]. The graphs are 
shown in Figure 4.2 together with the corresponding fifth-order polynomial fits for the interval of interest. A 
CW input power of 0 dBm was assumed. The calculated values are [T0, T1, T2, T3, T4, T5; α0, α1, α2, α3, α4, α5] 
= [-0.03, 4.20, 8.44, 14.25, 6.38, 0.88; 1.47, 2.00, 2.58, 2.63, 1.19, 0.20]. For completeness, Figure 4.2 also 
shows the calculated optical field magnitude at the EAM output. Additionally, in order to incorporate the EAM 
frequency response into the simulation model, a fifth-order Gaussian filter exhibiting a 3-dB bandwidth of 60 
GHz was placed at the EAM electrical input port. This allowed us to reproduce the electro-optic small-signal 
frequency response characterization reported in [139]. Obviously, the experimental curve presented in [139] 
was derived from the same actual device used to carry out the transfer function fit mentioned before. For a Vbias 
= -1 V, the EAM bandwidth clearly exceeds 50 GHz. Therefore, the analyzed EAM fulfills the ultra-high speed 
requirements of the transmission system. 

Measured characteristics of a typical EAM [140] that resulted in the following polynomial coefficients [T0, T1, 
T2, T3; α0, α1, α2, α3] = [0, -2.75, -6.30, +1.5; 0.2, -0.3, -0.4, +0.1] are used for the O-band transmission analysis. 
The corresponding graphs of optical power, field and chirp-factor at the output of the modulator as a function 
of the driving voltage are shown in Figure 2.4 of section 2.1.2. The electro-optic frequency response was also 
modeled through a fifth-order Gaussian filter with a 3-dB bandwidth of 60 GHz. 
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Figure 4.2 Transfer function characteristics of the EAM as a function of the driving voltage for a CW input 
power of 0 dBm. The experimental curves were extracted from [139]. 
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The optical 4:1 MUX (DEMUX) was modeled via a third-order Gaussian bandpass filter with insertion losses 
of 3 dB and optimized FWHM bandwidth of 106.5 (81.5) GHz. The central frequencies of the MUX are f1 + 
fRF + N⋅Ω [GHz], where N = 0, 1, 2 and 3, and f1 = 193,200 or 228,200 GHz, for C-Band or O-Band grid, 
respectively. The central frequencies of the DEMUX are shifted -14 GHz relative to those of the MUX. The 
MUX is also used to suppress the lower sideband (SB) of the optical signal and to optimize for each channel 
the carrier-to-SB power-ratio for minimum BER. An OSSB scheme was preferred over its ODSB counterpart 
because of the narrower spectral bandwidth that it exhibits, leading to a shorter chromatic dispersion-induced 
time delay and corresponding cyclic prefix. It also leads to a higher SNR at the receiver [59]. However, as 
mentioned in section 2.4.4, the most important reason for having chosen the OSSB scheme, is that it allows to 
simply compensate the fiber chromatic dispersion after square-law detection in the electrical domain. This is 
possible because the information of the relative arrival time of the various signal frequencies remains as part 
of the electrical output signal [69]. After multiplexing, the four OSSB waveforms plus carriers are launched 
into a CSMF whose characteristics at λ=1550 nm (1310 nm) are: attenuation of 0.2 (0.5) dB/km, chromatic 
dispersion of 17 (-0.02) ps/(nm·km), slope of 0.06 (0.09) ps/(nm2·km), Aeff = 80 µm2, nonlinear index of 26 x 
10-21 m2/W and PMD coefficient of 3.1623 x 10-15 s/√H. The SMF is modeled as described in section 2.3.After 
propagation along the fiber link and demultiplexing, each optical waveform is directly detected using a 
commercially available 50-GHz PIN photodiode whose responsivity is 0.65 (0.45) A/W for C-band (O-band) 
operation and that takes into account a dark current of 100 nA with shot noise and thermal noise of 10 pA/√Hz 
[141]. The OFE is complemented with a 60-GHz TIA [142].  Figure 4.3 presents the optical spectrum of the 
four multiplexed WDM channels after 10-km CSMF propagation over C-Band. The carriers and non-
suppressed SBs are evident. The suppressing effect of the MUX can still be appreciated in the lowest frequency 
channel. Figure 4.3 confirms that a minimum of 100 GHz is an adequate choice for the C-band system channel 
spacing and demonstrates that although the numerical model takes into account the fiber nonlinear response, 
the corresponding effects, such as four-wave mixing, can be considered negligible. 

 

Figure 4.3 Optical spectrum of the WDM signal after 10-km CSMF propagation for a C-band grid. 
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4.2.3 Electrical OFDM Signal Reception 

Once in the receivers, the inverse operations carried out at the transmitters are performed in reverse sequence 
(see Figure 4.1) aided by eight 56 GS/s ADCs [143] that digitize the signals. Before CP removal a FFT window 
synchronization technique is performed. This technique takes advantage of the use of pilot OFDM symbols in 
order to perform a cross-correlation between the expected and the received pilots to find the discrete time in 
which the cross-correlation is maximum. This discrete time corresponds to the transmission time delay and it 
is used to determine the start of the subsequent received symbols. The evaluated start time is used for CP 
removal and FFT window synchronization purposes. After Fourier-transformation, a single-tap FDE equalizer 
(described in section 2.4.4) is employed to compensate for phase and amplitude distortions, including the effect 
of fiber dispersion and, especially, the random phases introduced to reduce PAPR. The FIR coefficients are 
determined, for each optical channel, by estimating the phase and amplitude errors of every 16-QAM symbol 
that composes the first received (pilot) OFDM symbol of every 512 OFDM symbols transmission. The same 
filter, which is nothing but a complex multiplication, is then used to equalize the rest of the signal in an OFDM 
symbol-by-symbol basis. Following [115], the BER of the transmission system is theoretically estimated from 
the EVM that is measured at the constellation diagrams. Accurate theoretical predictions of BER values (in the 
order of 10-6) for low EVM measurements are guaranteed from Fig. 2.b of [144], that shows, for a similar 
electrical OFDM setup used here, a very close match between theoretical estimations (solid) and actual BER 
measurements (circles) when transforming from EVM to BER. The theoretical approach used in this work is 
normally preferred because of its inherent reduction of simulation time. A low-overhead (3%) Reed-Solomon 
RS(528, 514) FEC scheme similar to the one standardized in IEEE 100GBaseKR4, exhibiting a latency ~100 
ns and very low power consumption is assumed to guarantee a currently accepted free-error BER ≤1x 10-13 for 
a pre-FEC BER ≤ 3.8x10-5 [116], which is used as a target in the rest of this Chapter.   

4.2.4 Peak-to-average power ratio (PAPR) reduction technique 

An OFDM signal can be considered as the sum of many sinusoidal signals, whose amplitude and phase are 
dependent of the sequence of data symbols. The PAPR value of an OFDM signal is then determined by the 
amplitude and phase of the data symbols. Therefore, the PAPR value at every OFDM symbol changes if a 
phase shift to each data symbol that conforms the OFDM symbol is applied. This concept enables the 
possibility of PAPR reduction by properly choosing the phase shifts. Since the phase of the data symbols is a 
random value, the addition of a random phase block [ ]1 2= , ,..., Nθ θ θΘ  to the phases of every block of data 

symbols, as shown in Figure 4.4, has been proved to be effective for PAPR reduction [145]. However, an 
optimum value of Θ  must be found for every OFDM symbol. One distortion-less method to perform this is 

the selective mapping (SLM) technique. In a nutshell, SLM produces many iΘ  alternatives, 1,2,...,i L= , each 

of which is applied to every block of data symbols to create L phase-shifted OFDM symbol candidates for 
every OFDM symbol. The candidate with the lower PAPR value substitutes the original OFDM symbol. The 
number i (called here the finder) of the corresponding iΘ  that phase-shifted the selected OFDM candidate 

should be transmitted as additional information. The receiver side knows the set of iΘ  alternatives used at the 
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transmitter, then the original symbol can be recovered at the receiver side by knowing the i-finder and then 

subtracting the corresponding phase-shifts 1, 2, ,, ,...,i i N iθ θ θ    to the received data symbols.  

 

Figure 4.4 Schematic diagram of the operation of the random phase shifter block for a single optical channel. 
N stands for the number of OFDM subcarriers, mnj

mnA e
φ  represents the n-th 16-QAM symbol of the m-th 

OFDM symbol. 

Although the SLM method effectively reduces the PAPR, its use increases the latency and complexity of the 
digital transmitter and receiver and decreases the spectral efficiency since the i-finder of the chosen iΘ  should 

be transmitted jointly with every OFDM symbol. The use of a less complex alternative was then explored.  

The employed modulation format has a finite alphabet composed of 16 symbols. Then, the number of possible 
different OFDM symbols that can be generated for a given number of sub-carriers, although huge, is finite as 
well. Moreover, among all the possible combinations of 16-QAM symbols to conform an OFDM symbol, just 
some of them result in high PAPR. As discussed before, by introducing a different phase shift to every symbol 
of each of these combinations, the PAPR value can be reduced. However, finding a unique block of phase 
shifts that works for all the “high-PAPR” combinations while maintaining the PAPR of the “low-PAPR” 
combinations, is a difficult, but achievable task.      

Based on this tenet, a simplified and empirical alternative to the SLM technique was here tested. Several iΘ  

alternatives were generated and the resulting PAPR examined using many different sequences of data symbols. 
Few of them were found to work well for most of the sequences. After many repetitions, the 0Θ  block that 

resulted in the lowest PAPR for the majority of the tested sequences was selected. This 0Θ  was used as a fixed 

phase-shift block for PAPR reduction in our numerical analysis. As explained before, a pilot-aided digital 
equalizer corrects the phase distortion of each symbol at the receiver side, including these intentionally added 
phase shifts. 
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Since a trial-and-error methodology led to the 0Θ  block, which certainly is not the optimum one for every 

OFDM symbol, it is expected that the use of this method incurs in some penalty. However, this is certainly 
overcome by the fact that the method indeed does reduce the average PAPR of the whole transmitted OFDM 
signal while keeping the complexity, latency and data transmission efficiency of the system within acceptable 
limits. The functionality of the proposed method is demonstrated in section 4.3.3.  

4.3 Optimization of the EAM operation  

4.3.1 Results for O- band operation 

In order to avoid nonlinear distortions originated at the transmitter side, a linear RF-to-optical (RTO) signal 
conversion is necessary for every optical OFDM implementation. Undesirably, the transmission function of an 
EAM has a narrow linear region compared to that of a typical MZM; therefore, maintaining the driving voltage 
within the linear regime of the EAM produces a low OMI, and the SB optical power becomes relatively low. 
The OMI of the signal can be increased at the expense of driving the EAM beyond its linear range, but this in 
turn increases the SSII. This inverse relation between OMI and SSII can be quantified in terms of the optical 
SB-to-noise-ratio (OSBNR). In order to explore the impact on the OSBNR and the performance of the system 
of driving the modulator in different regions of its transmission function, Figure 4.5 shows five representative 
cases. As mentioned before, the voltage of the driving signal is the sum of the EAM bias voltage (static) and 
the (dynamic) voltage of the modulating signal. The latter could be varied by changing the electrical gain (eG) 
of the electrical amplifier that is placed at the input of each EAM (see Figure 4.1). The five scenarios presented 
in Figure 4.5 are formed by combining pairs of eG and Vbias values. Each of the five subfigures that comprises 
Figure 4.5 provides the following graphical information: the electrical driving signal (composed by adding the 
bias voltage to the modulating signal), the corresponding operation region over the optical field transfer 
function, and the optical spectrum at the output port of the EAM (before lower SB suppression). The OSBNR 
is also displayed. The analysis is carried out on channel three of the WDM system.   

For a fixed Vbias = 0.9 V, Figure 4.5.a1, Figure 4.5.a2 and Figure 4.5.a3 show results for eG = 1.0, 2.5 and 4.0, 
respectively. Note that Vbias = 0.9 V lies approximately in the middle of the linear region of the modulator. For 
eG = 1.0, the modulating signal has an RMS voltage of 0.14 VRMS and maximum voltage excursions of ±0.6 
V. For the EAM used in our investigation for O-band a linear RTO transformation is achieved for driving 
voltages between 0.2 and 1.4 V (see Figure 2.4), therefore, when eG = 1.0, the signal clearly drives the 
modulator within its linear regime. Nonetheless, a relatively low optical OSBNR of 19.3 dB is obtained. For 
eG = 2.5, the resulting amplified modulating signal has in this case a 0.35 VRMS voltage with excursions in the 
order of ±1.0 V. Although some of the voltage peaks lie outside the linear range, most of the signal is linearly 
RTO transformed; in consequence, the OSBNR increases to 20.7 dB. For the third case (eG = 4.0), an electrical 
signal with RMS voltage of 0.56 VRMS and excursions greater than ±1.5 V drives the modulator out of its linear 
operation regime, which results in an OSBNR = 19.5 dB. Regardless of the fact that the SB optical power 
increases by 10 dB when eG increases from 1.0 to 4.0, the resulting OSBNR exhibits a marginal change of 
only 0.2 dB. This occurs because the SSII also increases as a result of operating the EAM within its non-linear 
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region (see corresponding spectra in Figure 4.5.a1 and Figure 4.5.a3). The BER values obtained when eG = 
1.0, 2.5 and 4.0 are 1.1x10-2, 1.5x10-5 and 1.3x10-2, respectively, which are consistent with the OSBNR value 
obtained in each case.  

 

Figure 4.5 Electrical driving signal at the input of the modulator, EAM region of operation on the 
transmission function, and corresponding optical spectrum at the output of the EAM for representative pairs 

of eG and Vbias. The OSBNR is measured at a resolution of 12.5 GHz. 
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Now, if the eG value is fixed to 2.5 and Vbias is set to 0 and 1.6 V, the graphs in Figure 4.5.b1 and Figure 4.5.b3, 
come up. The intermediate situation, Vbias = 0.9 V, has previously been analyzed (Figure 4.5.a2). For a fixed 
eG, the modulating signal remains the same in the three cases. However, a variation in Vbias shifts the EAM 
operation region, and in consequence the SSII value, keeping fixed the SB-optical power. For Vbias = 0 V, the 
signal drives the modulator under a strong non-linear regime. This results in a drastic increase of the SSII and 
a sharp reduction of the OSBNR (see the spectrum in Figure 4.5.b1), e.g. from 20.7 dB, for a reference Vbias = 
0.9 V, to 2.1 dB. For a greater Vbias = 1.6 V, the operation regime lies again in the non-linear region and a low 
OSBNR of 14.5 dB is obtained. The poor BER values obtained for Vbias = 0 and 1.6 V are 1.5x10-1, and     
3.8x10-2, again consistent with their corresponding OSBNR values. 

The previous analysis shows that an adequate trade-off between OMI and modulator nonlinear distortion 
should then be found to obtain an optimum value of OSBNR that maximizes the system performance. Figure 
4.6.a and Figure 4.6.b presents, for the 4 WDM channels, and after 10-km of fiber propagation, curves of BER 
versus eG for Vbias= 0.9 V and BER versus Vbias for eG = 2.5, respectively. The particular cases discussed in 
relation to Figure 4.5 are highlighted in Figure 4.6. It could be observed that, irrespective of the channel, there 
is an optimum eG (Vbias) of about 2.5 (0.9 V) that minimizes the BER. For these values all channels outperform 
the pre-FEC limit of 3.8 x 10-5. For eG and Vbias values lower (higher) than 2.5 and 0.9 V, respectively, the 
BER performance decreases as a result of OMI (SSII) reduction (increase). The optimum values of eG and 
Vbias here derived were used to carry out the rest of the simulations corresponding to the O-band operation 
analysis. 
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Figure 4.6 BER of the setup shown in Figure 4.1 operated in O-band after 10-km of fiber propagation as a 
function of a) the electrical gain of the amplifier placed at the input of the EAM, for a Vb = 0.9 and b) the 

bias voltage of the EAM for an eG = 2.5. The cases shown in Figure 4.5 are highlighted. 

4.3.2 Results for C- band operation 

For the EAM used for C-band operation a linear RTO transformation is achieved for driving voltages between 
-0.4 and -1.6 V (input dynamic range of 1.2 V) that also corresponds to low values of the chirp factor, varying 
between -0.3 and 0.8 (see Figure 4.2). As mentioned before, maintaining the driving voltage within the linear 
regime of the EAM produces a low OMI. For instance, when the eG of the eA that is placed at the input of 
each EAM (see Figure 4.1) is set to one, an electrical signal with RMS voltage of 0.14 VRMS and maximum 
excursions of about ±0.6 V is generated by the eRF-IQ-OFDM transmitter (see Figure 4.8.b). This signal 
clearly drives the modulator within its linear regime, provided Vbias= -1 V. However, our simulations show that 
the resulting BER of any of the four channels after 10-km of fiber transmission remains above an unacceptable 
3x10-4 since a relatively low OSBNR of 19 dB is also obtained. The trade-off between OMI and modulator 
nonlinear distortion is presented in Figure 4.7.a, which shows, for the 4 WDM channels, and after 10-km of 
fiber propagation, curves of BER versus eG for Vbias= -1.3 V. Again, there is an optimum eG of about 1.55 that 
minimizes the BER, irrespective of the channel. The resulting amplified driving signal has in this case an RMS 
voltage of 0.22 VRMS and maximum voltage excursions of ±1.0 V. Despite some of the voltage peaks lie outside 
the linear range, most of the signal is linearly RTO transformed, and hence OSBNR and BER values of 
approximately 21 dB and up to 3.5x10-5, respectively, are obtained for the four channels. For eG values lower 
(higher) than 1.55, the BER performance decrease as a result of OMI (SSII) reduction (increase). The optimum 
Vbias for eG = 1.55 can be measured from Figure 4.7.b. It amounts to about -1.3 V, with minimum variation for 
all channels. A change in Vbias from its optimum value for a fixed eG, increases the SSII value while keeping 
fixed the SB-optical power. This in turn results in a reduction of the OSBNR, thus explaining the increase in 
BER values observed in the figure. The optimized eG and bias voltage values were used to carry out the rest 
of the C-band simulations, unless otherwise stated. 



Chapter four 

 

126 
 

 

 

Figure 4.7 BER of the setup shown in Figure 4.1 operated in C-band after 10-km of fiber propagation as a 
function of a) the electrical gain of the amplifier placed at the input of the EAM and b) the bias voltage of the 

EAM. 

4.3.3 Impact of PAPR reduction and frequency domain equalization 

The effect of using the phase shifting technique, described in section 4.2.4, to reduce the PAPR of the eRF-IQ-
OFDM signal, is shown in Figure 4.8. C-band operation is used as a matter of example. The graphs in Figure 
4.8.b and Figure 4.8.c show a representation of 512 OFDM symbols in the time domain for an un-optimized 
eG = 1.0. The use of the phase shifting technique lowers the voltage maximum excursions from about ±2.2 V 
to a peak voltage │Vp│< 0.6 V. This, in turn, helps to reduce the PAPR value from 23.1 to 12.6 dB. For a 
single channel back-to-back (BtB) transmission this means a reduction in BER from 3.5x10-1 to 2.9x10-4 for 
the same ROP. The technique significantly improves the performance of the system, because, otherwise, the 
high peaks of the electrical signal would have driven the EAM into the strong non-linear operation regime, 
thus producing significant undesirable SSII products. Figure 4.8.a shows the optical spectrum at the output of 
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the EAM (before optical filtering) for the DFB (carrier) centered at the nominal frequency of Ch.3. The SSII 
products are evident when the phase shifting technique is not applied (light blue), whereas a higher OSBNR 
can be appreciated for the reduced PAPR case (dark blue).  

 

 

Figure 4.8 a) Optical spectra at the output of the EAM for single channel transmission (Ch. 3) and two 
different input eRF-IQ-OFDM signals: b) when the PAPR reduction technique is used (dark blue) and c) 

when it is omitted (light blue). The electrical gain eG = 1.0. 

Despite the relatively short transmission length of the application under consideration, electronic dispersion 
compensation is critical to reach a BER < 3.8 x 10-5. The relevance of the single-tap FDE used mainly as 
electronic dispersion compensator (EDC) can be demonstrated with the constellation diagram displayed in 
Figure 4.9.a, which shows the result of a 10-km single-channel transmission simulation when the EDC is absent 
from the receiver. Here the rest of the equalization scheme (to compensate, e.g., for the phase shift induced by 
the anti-PAPR technique) is maintained.  Clearly, the phase shift induced by chromatic dispersion in the 16-
QAM symbols severely deteriorates the system performance. When the EDC is included into the receiver, 
Figure 4.9.b is obtained. A BER of 3.4 x 10-5 can be measured from the constellation, hence demonstrating the 
significance of the compensator. Figure 4.9.c shows the constellation diagram for the BtB situation, where 
dispersion compensation is irrelevant. The resemblance with Figure 4.9.b confirms the correct operation of the 
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EDC. The spread in the received electrical subcarriers observed in both constellations is in general produced 
by the transmission/reception processes, but it can mainly be ascribed to optical modulation, where a residual 
nonlinearity-induced SSII is still present as well as a non-zero chirp, and to the noise generated at the laser and 
the photodiode.  

 

Figure 4.9 Single-channel (SCh 3) received constellation diagrams for different transmission schemes: a) 
after 10-km of fiber propagation where EDC is turned off, b) after 10-km of fiber propagation where EDC is 

turned on, c) back-to-back case. 

4.4 Technical feasibility of the DDO-OFDM EAM-based system in C- and O-bands 

The technical feasibility of the 4 x 100 Gb/s DDO-OFDM system for up to 10 km of fiber is now numerically 
demonstrated using the optimized EAM, for both C-band and O-band operation cases. Let us start the analysis 
of the system operated in C-band. 

Figure 4.10 shows curves of BER as a function of ROP. Single-channel performance results, measured at Ch.3, 
are presented for the BtB (black curve with squares) and 10 km fiber transmission (blue curve with circles) 
cases. Sensitivities at BER = 3.8x10-5 of -7 dBm and -4 dBm are respectively measured, leading to a power 
penalty (PP) of 3.0 dB. This PP is mainly due to the interaction between chirp and dispersion and to the 
dispersion-induced phase mismatch between the optical carrier and the SB at the detection stage. Note that the 
173 ps/nm chromatic dispersion is electronically compensated at the receiver. When the four channels are 
launched into the 10-km CSMF (red curve w/triangles), a sensitivity of -3.2 dBm is measured, which results 
in a PP of 0.8 dB with respect to the single channel case. This PP can be ascribed to linear cross-talk (XTPP). 
Since the system total losses amounts to 9 dB (6 dB for MUX and DEMUX, 1 dB for connectors and 2 dB for 
10-km CSMF attenuation), a power budget analysis shows that a transmitter average output power of 5.8 
dBm/Ch is necessary to reach the -3.2 dBm sensitivity level. According to our simulations, this corresponds to 
a DFB output power of 13.7 dBm, provided the optimized EAM is utilized. A slightly higher output power of 
14 dBm was used to carry out our simulations, thus guaranteeing proper operation of all channels. This is a 
power attainable with current state-of-the-art lasers [138].  
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Figure 4.10 BER as a function of ROP of the system in Figure 4.1 operated in C-band for different 
transmission scenarios.  

Table 1 shows the BER and EVMRMS [%] of the system, and corresponding ROP, after 2 and 10 km of fiber 
transmission for a DFB output power of 14 dBm. For the transmission case where the fiber length, L, equals 2 
km, the same transceiver parameters as for the L = 10 km case are used. Not even the cyclic prefix length is 
optimized. For L = 10 km, a BER ≤ 3.5x10-5 is obtained for all channels, thus demonstrating the technical 
feasibility of the DD-OFDM set up as an alternative for the next-generation 10-km CSMF 400 Gb/s Ethernet 
standard. In addition, the numerical results presented in Table 4.1 demonstrate that the 10-km transceiver, 
without any extra tuning, can also be used to set up the 2-km CSMF version of the Ethernet standard.  

Table 4.1 BER (and EVMRMS [%]) for the WDM DD-OFDM system shown on Fig. 1 for L = 2 and 10 km 
reach. 

Channel Ch.1 Ch.2 Ch.3 Ch.4 

EVM [%] @ L = 2 km 10.13 10.27 10.10 10.18 

BER @ L = 2 km 3.8x10-6  4.9x10-6  3.5x10-6  4.2x10-6  

ROP @ L = 2  km [dBm] -1.51 -1.51 -1.53 -1.53 

EVM [%] @ L = 10 km 11.38 11.26 11.29 11.42 

BER @ L = 10 km 3.2x10-5 2.7x10-5  2.7x10-5 3.4x10-5 

ROP @ L = 10 km [dBm] -3.11 -3.11 -3.13 -3.13 
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The technical feasibility of the system operated on O-band is now analyzed. Figure 4.11 shows curves of BER 
versus ROP for this case. Sensitivities at BER = 3.8x10-5 of -7.8 dBm and -7.6 dBm are measured, for single-
channel (measured at Ch.3) BtB (black curve with squares) and 10 km fiber transmission (blue curve with 
circles) cases, respectively. A relatively small FPP of 0.2 dB is obtained. The penalty due to fiber non-linear 
effects was also found to be negligible, as expected. When the four channels are launched into the 10-km 
CSMF (red curve w/triangles), a sensitivity of -7.5 dBm is measured, which results in a linear XTPP of 0.1 dB. 
Both penalties, FPP (0.2 dB) and XTPP (0.1 dB), are very low, and are the result of an adequate choice of the 
optical channel operating wavelengths. In the former case, all wavelengths are located very close to the fiber 
zero-dispersion wavelength, this results in low accumulated chromatic dispersion values. In the latter case, the 
difference between any two wavelengths (or channel spacing) can be considered wide enough to practically 
eliminate the effect of XT.  

By comparing the aggregated penalty (FPP + XTPP) of the systems operating in different bands, a higher 
penalty of 3.5 dB is obtained for the C-band scheme. Note however, that all four channels in this scheme 
observe a lower CSMF attenuation value of about 0.2 dB/km, leading to total losses of 9 dB (6 dB for MUX 
and DEMUX, 1 dB for connectors and 2 dB for 10-km CSMF attenuation). In contrast, the total losses of the 
O-band system amounts to 12 dB. That is, 3 dB higher than in the C-band case. Therefore, the advantage in 
terms of FPP obtained in the O-band system is practically compensated by the gain in terms of lower 
attenuation in the C-band system. It thus results natural to think that if the C-band system is technically feasible, 
the O-band system should be feasible as well.  A power budget analysis shows that as long as a transmitter 
average output power of 4.5 dBm/Ch is delivered to the fiber, the necessary -7.5 dBm sensitivity level for the 
WDM case could be achieved. According to our simulations, this corresponds to a DFB output power of 11.6 
dBm, provided the optimized EAM is used. A power of 12 dBm was set to guarantee proper operation of all 
channels. Deploying the EAM-based OFDM system in O-band thus have the advantages over its C-band 
counterpart of consuming lower power per laser (2 dB) and exhibiting negligible linear cross-talk.  

As part of the feasibility analysis, it is always important to bear in mind that although the optical link for the 
standard is in principle designed for the maximum reach, it is common practice among operators to deploy the 
same type of transceivers for interconnects of various lengths. Figure 4.12 shows, for each optical channel of 
the analyzed O-band system, curves of BER as a function of fiber length, varying from 0 to 20 km. The CP 
remains optimized for 10 km. It can be observed that for fiber lengths shorter than 10 km, all channels 
outperform the pre-FEC BER threshold of 3.8 x 10-5. In other words, the transceivers, optimized for 10 km, 
work well at shorter distances. This includes the 2-km CSMF-standard under consideration by the 400 GbE 
TF. In the case of fibers longer than 10 km, either amplification or more powerful transmitters seem to be a 
must. 
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Figure 4.11 BER as a function of ROP of the system in Figure 4.1 operated in O-band for different 
transmission scenarios.    

 

Figure 4.12 BER performance of each of the four channels of the system in Figure 4.1 operated in O-band as 
a function of fiber length. 

4.5 Comparison with a DDO-OFDM MZM-based system 

The previously analyzed DDO-OFDM system is now compared in terms of performance with the situation in 
which a MZM replaces the EAM. The MZM is modeled as described in section 2.1.1. The EAM used for C-
band operation is considered. The rest of the setup and parameters of the system are maintained the same. The 
MZM has a DC and RF Vπ of 5 V and an extinction ratio of 35 dB (the power splitting ratio is then 

1 2: 51.8% : 48.2%ψ ψ = ). Figure 4.13 shows curves of BER versus ROP for a BtB single channel 

configuration for different transmitter configuration cases: i) using an EAM with BW = 50 GHz and 16-QAM 
format (in black with squares), ii) using a MZM with BW = 50 GHz and 16-QAM format (in blue with circles), 
iii) using a MZM with BW = 40 GHz and 32-QAM format (in red with triangles). An optimum MZM bias 
voltage of 2.8 and 2 V was set for 16-QAM and 32-QAM, respectively. An optimum eG was also set in both 
cases. 
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The superiority of the MZM in terms of technical merits is evident when the same modulation format and 
modulator bandwidth are used. For instance, a sensitivity of -12 dBm for a target BER = 3.8 x 10-5 is achieved 
using a MZM with BW = 50 GHz and 16-QAM, whereas the corresponding sensitivity for the equivalent EAM 
is found at about -7 dBm. Also, the EAM-based system reaches a floor at BER ≈ 1 x 10-6. In contrast, the 
MZM-based system can even reach the 400 GbE target BER of 1 x 10-13 with a sensitivity of -4 dBm without 
using any FEC scheme. Note, however, that state-of-the-art MZMs hardly reach bandwidths above 40 GHz. 
This bandwidth limit is insufficient to transmit 100 Gb/s using 16-QAM format and an RF-IQ-DDO-OFDM 
scheme, as shown in Figure 4.14. This figure shows the spectrum of a single optical channel at the output of a 
40-GHz MZM when 32-QAM and 16-QAM digital modulations are employed in the RF-IQ-DDO-OFDM 
scheme. Clearly, the limited BW of the MZM degrades the signal high-frequency components, leading to an 
unacceptable BER value, after 10-km transmission, of 4.4x10-2 for the 16-QAM case. This confirms that, in 
contrast to EAMs, low-order digital modulation formats are unacceptable to set up 100 Gb/s optical channels 
in MZM-based RF-OFDM transmission systems.  

 

Figure 4.13 BER as a function of ROP for BtB single-channel transmission using an EAM and a MZM. 

A steep reduction of the performance when passing from 16-QAM to 32-QAM could be observed by 
comparing the blue (with circles) and red (with triangles) curves of Figure 4.13. This is an expected result, 
since the received OSNR is the same in both cases, and it is well known that a higher received OSNR is required 
to achieve the same BER when the order of the modulation format is increased.  

By comparing the red and black curves of Figure 4.13, it can be observed that the MZM-based system using 
32-QAM format still outperforms the higher bandwidth EAM-based system. A ROP difference, or PP, of 1.5 
dB between them at a BER = 3.8 x 10-5 is measured. However, some disadvantages of the MZM in terms of 
certain criteria that are relevant to the IEEE Task Force in charge of defining a future Ethernet standard, such 
as backward compatibility, integrability and economic feasibility, might balance the scale in favor of the EAM-
based 400 Gb/s transmitter when deciding for a commercial product. 
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Figure 4.14 Optical spectra at the output of the 40-GHz BW MZM for an optical channel running at 100 Gb/s 
and digitally modulated with 16- and 32-QAM. 

4.6 Beyond 400 Gb/s  

Data rate targets of 800 Gb/s and 1.6 Tb/s have already been envisaged for forthcoming optical interconnection 
technology in the Ethernet roadmap for 2020+. 

To implement a 1.6 Tb/s optical transceiver based on the RF-IQ-DDO-OFDM approach analyzed in this 
Chapter, sixteen optical channels must be multiplexed. This results in an increase of the total link losses since 
both the 1:16 multiplexer and the 1:16 de-multiplexer have insertion losses of at least 6 dB each. Then, a 
multiplexing power penalty of 6 dB between the four-channel and the sixteen-channel cases arises. This penalty 
must be somehow compensated by increasing the ROP per channel, so the performance target can be 
maintained.  

If the system is operated in C-band with a 100 GHz channel spacing, a large fiber power penalty for the outer 
channels can be foreseen since, according to our results for the 400 Gb/s system, they experience a large 
accumulated chromatic dispersion. The use of a tighter channel plan to reduce this penalty is not recommended 
to avoid excessive cross-talk penalties. Therefore, if one considers the total power penalty that the system 
would incur due to multiplexing and fiber transmission, the hypothetical 16 x 100 Gb/s DDO-OFDM system 
does not seem to be a feasible option when operating in C-band. 

In contrast, a very small fiber power penalty was measured in O-band for the 4 x 100 Gb/s system, even for 
the outer channels when using a wide channel spacing of 800 GHz. Therefore, if the 16 x 100 Gb/s DDO-
OFDM system is implemented in the O-band with a channel spacing of 100 GHz, a negligible fiber power 
penalty could be guaranteed for all channels. However, due to channel spacing reduction, a cross-talk power 
penalty of at least 1 dB, assuming the same value measured for the 100 GHz four-channel system, must be 
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added to the total losses of the system. A 7 dB link penalty, considering multiplexing and cross-talk, then 
arises. This penalty could be compensated in the following manners: 

• By reducing the reach of the system to only 2 km. This leads to a power saving of 4 dB. The remaining 
3 dB must be provided by the lasers. The output power of each laser would then be a high 15 dBm.  

• To maintain the reach of the system equal to 10 km, the use of a more complex FEC scheme or the 
addition of an optical amplifier seems to be a must, as detailed in the following paragraphs:  

o The BER target could be increased to ~1 x 10-3 by using a 20% overhead FEC scheme. From Figure 
4.13, a sensitivity of -11 dBm at this BER is measured using a MZM and 32-QAM format for the 
single-channel situation. This represents a power saving of 4 dB with respect to the same situation 
using an EAM and a 7% overhead FEC. This power saving is the same as the one achieved by reducing 
the reach to 2 km, then lasers with a high output power of 15 dBm are also required. Undesirably, the 
use of a more complex FEC scheme increases the overhead, delay and power consumption of the 
transceiver. 

o For integration, power consumption and footprint reduction purposes, a SOA should be preferred over 
EDFA or Raman amplifiers. Typical SOAs operated in linear regime can provide a gain of around 20 
dB, which would be enough to compensate for the 7 dB penalty. However, a SOA is a high non-linear 
device with a relatively high noise figure [118]. Therefore, power penalties due to nonlinear distortion, 
OSNR degradation and gain reduction at the output of the SOA, are expected to be high for the 
transmission of OFDM signals. For instance, according to Figure 4.11 a ROP = -7.6 dBm is needed 
to obtain a BER = 3.8 x 10-5. Considering a XTPP = 1 dB for 100 GHz operation, a received power 
per channel of -6.6 dBm is required to get the same BER. Then, a total power of 11 dBm at the input 
of the DEMUX (considering insertion losses of 6 dB) is required. This value exceeds the output 
saturation power of typical bulk SOAs [118]. Therefore, gain clamping and nonlinear distortion power 
penalties are certainly expected, even if the SOA is operated as pre-amplifier.     

In all the situations previously analyzed, the required laser output power turn out to be relatively high. 
Moreover, to set up a 10-km link, the complexity of the system must be increased. A longer reach target seems 
difficult to achieve, even using an optical amplifier. Furthermore, the power consumption and size of a sixteen 
channel transceiver with such power requirements are also restrictive factors for its implementation. If on top 
of that an extra optical amplifier or a more complex FEC scheme turns out to be necessary, the challenge 
becomes even greater.  

To decrease the number of optical channels and therefore reduce cost, size and power consumption, an increase 
on the data rate per channel of the system seems to be the only solution. However, based on the current electro-
optic technology, operation of the analyzed DDO-OFDM system (or even other approaches such as DMT, 
PAM or CAP, relying on direct detection) beyond 100 Gb/s per optical lane does not seem to be technically 
feasible. Based on the aforementioned arguments, a solution to achieve data rates from 800 Gb/s and up to 1.6 
Tb/s is the use of coherent technology. This would most probably allow to substantially augment the system 
reach and reduce the number of optical channels without employing any kind of FEC scheme or optical 
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amplification. The feasibility of terabit optical systems for the metro-access space using this kind of advanced 
technology is the subject of the next Chapter. 

4.7 Conclusions of the Chapter 

The proposal of an unamplified 4 x 100 Gb/s WDM system over conventional SMF to be considered for next-
generation Ethernet optical interconnects running at 400 Gb/s was presented. It is characterized by two main 
features: 1) each of the four optical channels is transmitted at 100 Gb/s through the use of RF-IQ-DDO-OFDM 
and 16-QAM modulation, 2) instead of typical, stand-alone Mach-Zehnder modulators, the system proposal 
employs potentially low-cost electro-absorption modulators.  

An optimization procedure in terms of BER of the main modulator parameters (bias voltage and electrical gain) 
is carried out. A BER < 3.8 x 10-5 is demonstrated for up to 10-km of fiber transmission in both C- and O-
bands by combining a simple, yet functional, PAPR-reduction technique with the optimum choice of bias 
voltage and electrical gain, thus leading to an acceptable trade-off between modulation index and nonlinear 
response of the optical modulator. It is then numerically demonstrated that the system runs error-free up to 10 
km, provided that a low-overhead and power-efficient Reed-Solomon FEC scheme is assumed.  

For single-channel back-to-back transmission, a receiver sensitivity of -7.0 and -7.8 dBm was measured for C- 
and O-band operation, respectively. The difference between the sensitivity values is due to the different total 
losses of the employed EAM in each case. Fiber and cross-talk power penalties of 3 and 1 dB are measured, 
respectively, for the 100 GHz spaced C-band grid. In contrast, the corresponding penalties in O-band with 800 
GHz channel spacing, are very small. The higher fiber power penalty in C-band is fully compensated due to 3 
dB less fiber attenuation for a 10 km transmission. Therefore, both C- and O-band schemes achieve the same 
performance with similar power laser requirements. 

A back-to-back comparison between the same DDO-OFDM system using an EAM and a MZM was performed, 
which revealed that the performance using a MZM is notoriously better when 16-QAM format and the same 
50-GHz modulator bandwidth is considered. However, unlike a state-of-the-art EAMs, the bandwidth of a 
state-of-the-art MZM does not exceed 40-GHz. To reduce the MZM required bandwidth to 40-GHz, the use of 
32-QAM format is needed. In this case, the performance of the system is steeply reduced, but it is still slightly 
better than using a 50-GHz EAM and 16-QAM format. For instance, a penalty of 1.5 dB between them at a 
BER = 3.8 x 10-5 was measured. However, some disadvantages of the MZM in terms of certain criteria that 
are relevant in the intra-DCI space, such as integrability and economic feasibility, might balance the scale in 
favor of the EAM-based 400 Gb/s transmitter when deciding for a commercial product.    

Although the DDO-OFDM proposed solution might be more technically complex and currently more 
expensive than an 8 x 50 Gb/s PAM-4 approach, we believe its cost will become reduced in the mid-term, as 
high-bandwidth electro-optic devices becomes more widely available. The simulation analysis presented here 
positions the proposed scheme as a technically feasible alternative to set up the physical layer for the next 
generation of Ethernet optical interconnects running at 400 Gb/s. 
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5. Chapter five: Numerical analysis of a 800 to 1600 Gb/s 

optical inter-DCI based on WDM multi-format coherent 

transceiver 

Due to the exponential growth of the bandwidth demand, a permanent technological update of the physical 
infrastructure of the networks at all levels of coverage is necessary. To develop next-generation metro access 
and short-reach optical links, two approaches have mainly been considered. One of them is up-scaling from 
direct detection schemes developed for 400 Gb/s intra-DCI applications in order to preserve their inherent low 
cost, small footprint and low power consumption features. The second approach relies on down-scaling from 
coherent detection solutions aimed for long-haul links, betting for an imminent reduction of the cost, size and 
energy consumption of the required technology adapted to shorter-haul link requirements.    

By following the second approach, in this Chapter an eight-channel multi-format coherent optical transceiver 
is proposed as an alternative to implement terabit metro inter-data center interconnects transmitting from 800 
to 1600 Gb/s over CSMF. The maximum reach of the system as a function of transmitted power and overall 
capacity is numerically estimated for a BER target of 1x10-13, avoiding the use of optical amplification and 
FEC schemes. Design parameters of the main system devices were tuned up in order to find an adequate trade-
off between system performance and their current availability in the market.   

5.1 State-of-the-art and context 

Due to the continuous emergence of new services and applications such as video-on-demand, server 
virtualization, cloud computing, grid computing and “the internet of things”, bandwidth demand at the 
metropolitan and short-reach network level will steadily continue growing at least for the next few years [16], 
[146], [147]. As a response to this claim, the main drivers in the telecommunications community have joined 
forces to develop or extend technology and standards to augment the transmission data rates of the 
corresponding optical fiber-based systems. For instance, the 200 and 400 Gb/s Ethernet standards are expected 
to come up in the very near future [148] for optical interconnection within data centers. Notwithstanding, in 
order to cope with the bandwidth increasing demand, a technological leapfrog in the metro and short-reach 
space will soon be required. As for long-haul networks, in metro regional links the use of coherent optical 
communications systems have become predominant. In contrast, for shorter-haul applications, such as metro 
access and intra- and inter-data center interconnection [16], the use of direct detection technology is still 
preferred due to its simplicity and low cost. 

Recent technological achievements to increase the speed and reach of current direct detection systems have 
focused on taking advantage of faster electronics to speed up the symbol or bit rate per wavelength channel, 
on increasing the optical channel count, or on employing more spectrally-efficient modulation formats [149], 
such as the extensively investigated PAM and DMT systems. Another direct detection alternative for the 
transmission of 400 Gb/s was presented in Chapter 4 of this thesis work and its technical feasibility was 
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demonstrated for a maximum reach of 10 km by means of numerical simulations. Although relatively 
uninvolved and cost-effective for intra-data center applications up to 400 Gb/s, direct detection unrepeated 
transmission systems exhibit serious limitations in terms of reach and data rate per wavelength channel, which 
make them unsuitable for the implementation of inter-data center terabit metro networks [4], [16]. In contrast, 
COCSs offer higher sensitivity and efficient use of the available spectrum. Moreover, they can deal with multi-
level optical modulation (in power, phase and polarization), incorporate adaptive electronic equalization of 
transmission impairments, and add flexibility to the network (see section 2.5). The latter characteristic is 
important to adapt the network to changes in traffic demand on a cost-effective manner. It is therefore 
straightforward to envisage that, provided that the cost of key enabler components such as high-performance 
transceivers [150] sufficiently decreases (as normally happens), a migration of COCS from the long-haul realm 
to the metro or even the access space will eventually occur [151], [152]. In fact, COCSs have been proposed 
as an alternative to implement next-generation 400 Gb/s Ethernet over SMF [153]. Their use not only allows 
to extend the system’s maximum reach from 10 to at least 40 km [154], serving inter-data centers, but also to 
halve the already agreed optical channel count [155]. Moreover, the Ethernet Alliance has already tentatively 
considered a bit rate of 1.6 Tb/s in its 2016 roadmap for a future Ethernet standard [156], which will most 
probably be based on the use of coherent transceivers assisted by digital signal processing, wavelength division 
multiplexing, and low cardinality advanced digital modulation formats, that is, QPSK and 16-QAM [157]. The 
performance analysis of 100 Gb/s PM-QPSK and 200 Gb/s PM-16-QAM transceivers with respect to relevant 
transmission characteristics have been presented in [154], [158] for metro access point-to-point links, and in 
[150] for a ROADM-based metro ring topology that relies on the use of optical amplifiers, FEC (i.e. BER≤1 
x10-3) and a tightly spaced 144-channel Nyquist WDM grid. Also, Demonstrator 2 of the Horizon 2020 EU 
DIMENSION ongoing project focuses on an amplified COCS targeting link lengths between 10 and 80 km 
and considers the development of a power-efficient tunable 200 Gb/s optical transmitter [16]. However, further 
investigations are necessary to expand the already insufficient reported research in this topic, in specific, 
regarding the design and analysis of COCSs under shorter-haul links requirements rather than just transfer 
schemes and devices from the long-haul space. 

Based on the aforementioned arguments, in this Chapter we propose and numerically investigate in terms of 
transmitted power, maximum reach and capacity, a COCS based on the use of flexible (with respect to bit rate 
and digital modulation format) transceivers that fulfil access network requirements, such as, lack of 
amplification and FEC (to minimize latency, power consumption and frame overhead), a relatively wide 
channel spacing to avoid pulse shaping through high-selective (Nyquist) optical filtering, low cardinality 
advanced digital modulation formats, and fabrication and operational characteristics that satisfy the more cost-
conscious access/metro space. All these features set our systems apart from the frequently investigated COCS 
based on the use of advanced modulation formats. Therefore, our simulation analysis is not only different from 
more common approaches, but call for a high level of optimization (see section 5.3) to meet the demanding 
objective of BER ≤ 1x10-13. The proposed CSMF-based architecture consists of a dual-polarization, eight 
WDM-channel scheme lying on C-Band (to diminish fiber attenuation and nonlinear effects) with 100 GHz 
channel-spacing and running at 100, 150, or 200 Gb/s per wavelength, respectively using QPSK, 8PSK and 
16-QAM modulation, thus leading to a uniform raw data rate of 25 GBd that corresponds to an aggregated 
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transmission capacity of 800, 1200 and 1600 Gb/s. Following the most recent IEEE 802.3bs standard 
objectives, a target BER of 1x10-13 has been considered as error-free threshold. Having in mind the extended 
reach of a prospective physical medium dependent sublayer of an imminent Terabit Ethernet standard, an 
objective reach of at least 40 km for a maximum capacity of 1.6 Tb/s is pursued. Longer reaches, to cover 
different targets of the metro access space, can be achieved by decreasing the data rate by means of adapting 
the modulation format.  

5.2 Analyzed architecture and numerical setup 

The performance of the proposed architecture was analyzed using the well-tested VPI Transmission Maker™ 
V9.5 co-simulation suite. Care has been taken to select model parameters in accordance to specifications of 
commercial or close-to-market devices, thus guaranteeing reliable simulations. A general diagram of the 8-
channel analyzed COCSs is shown in Figure 5.1. QPSK, 8PSK or 16-QAM can be chosen as modulation format 
of each optical channel by simply reconfiguring the electrical signals that drive each modulator and the DSP 
of the receivers, while leaving the entire optical architecture unchanged. Since the total symbol rate per optical 
channel is 28 GBd (25 GBd plus 12% of Ethernet overhead), the overall bit rate per optical channel becomes 
112, 168 and 224 Gb/s when DP-QPSK, DP-8PSK or DP-16-QAM are selected, respectively. The transmitter 
(Tx) consists of eight DP-IQ modulators, each composed of two orthogonal pairs of single-drive MZMs [22], 
one for each polarization state, as described in section 2.5.1. Each optical transmitter makes use of a different 
seed to produce a distinctive pseudo-random bit sequence (PRBS), 216 bits long [155], thus assuring inter-
channel and inter-polarization data independence. The average dynamic losses of each optical IQ modulator 
were found to be 10.1 dB, 10.3 and 9.8 dB for QPSK, 8PSK and 16-QAM, respectively. Each of the four 
differential MZMs that conforms a DP-IQ modulator has static losses of 4 dB and a Vπ dc and rf of 5 V. Their 
splitting ratio and 3-dB BW parameters are chosen according to the analysis presented in section 5.3.1. Identical 
CW DFB lasers act as light sources. The optical frequency grid was set in accordance to ITU-T G.694.1 
recommendation for a channel spacing Ω = 100 GHz [155] and was centered at 193.45 THz (see Figure 5.5). 
C-band was preferred over O-band because of its lower loss and higher chromatic dispersion for the fiber of 
choice. The latter characteristic is important to reduce the impact of inter-channel nonlinear effects, especially 
considering that CD is electronically compensated at the receiver. The optical 8:1 MUX and 1:8 DEMUX, 
which are assumed to be arrayed waveguide gratings, were modeled with third-order Gaussian bandpass filters 
having insertion losses of 3 dB [159]. The central frequencies of these filters were set to match those of the 
lasers, while their BW is determined from the analysis presented in section 5.3.2. 

After multiplexing, the optical waveforms are launched onto a CSMF, modeled as described in section 2.3, 
whose characteristics at λ=1550 nm are the following: attenuation of 0.23 dB/km, CD of 18 ps/(nm·km), slope 
of 0.06 ps/(nm2·km), Aeff = 80 µm2, polarization mode dispersion index of 0.1 ps/sqrt(km) and nonlinear index 
n2 = 236.82x10-22 m2/W. At the receiver end, each demultiplexed optical channel is divided into orthogonally 
polarized components that are injected into conventional digital coherent receivers (described in section 2.5.1.), 
which are composed of 90° optical hybrids [160], [161], a local oscillator, balanced photodetectors (BPDs) , 
an analog-to-digital converter with 8-bits resolution and sampling at 2 Sa/symbol or 56 GSa/s [162], and a 
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digital signal processing stage. Each BPD comprises of two commercially available high-speed PIN photo-
diodes with a responsivity of 0.8 A/W, a dark current of 100 nA with shot-noise and thermal-noise of 10 
pA/sqrt(Hz) [163]. An electrical filter, modeled with fifth-order Bessel characteristics and an optimized BW 
for 16-QAM (see section 5.3.6) is placed at the output of the BPD to reduce noise. For CD compensation, an 
optical frequency domain equalizer [99] with FFT blocks of size equal to 512 and effective FFT blocks of size 
of 32, was employed, irrespective of the modulation format. The rest of the DSP algorithms, described in 
section 2.5.2, are as follows. For M-QPSK modulations: time domain equalization with constant modulus 
algorithm and multiple-input multiple-output of 11 taps, 50 iterations and error weight of 1x10-3 for 
polarization mode dispersion cancellation and cross-talk reduction [98], [102]; and a Viterbi-Viterbi-based 
algorithm for phase estimation and correction with a block size of 21 symbols [107], [108]. For 16-QAM 
modulation: TDE with multiple modulus algorithm and multiple-input multiple-output of 6 taps, 50 iterations 
and error weight of 1x10-2 for polarization mode dispersion and cross-talk reduction [98], [102], [109]; and a 
16-QAM phase estimation and correction algorithm with a block size of 5 symbols [107], [109]. Following 
[164], the evaluation of the system performance is expressed in terms of BER and estimated directly from the 
EVM. This approach is normally preferred than direct bit counting because of its inherent reduction of 
computational resources. 

 

Figure 5.1 System setup of the proposed COCS. Electrical modulation format-dependent elements in gray. 

5.3 Tuning of the main physical parameters for 16-QAM format 

In this section, different system parameters are analyzed in order to define their optimum values that provide 
an adequate trade-off between the system performance and the current availability of the employed devices. 
Since it is well known that most of the system requirements increase as the modulation format increases, 
particularly regarding the received OSNR and optical power, the analysis of this section is performed using 
16-QAM format. Moreover, the use of COCSs employing QPSK as modulation format has been much more 
investigated than those employing 16-QAM, thus turning the latter format into a more interesting one from a 
research standpoint. Besides, a 16-QAM-based analysis is more relevant because of its richness and especially, 
because of its potential use in terabit optical networks. A target reach of 40-km for an overall data rate of 1.6 
Tb/s is pursued for the 16-QAM approach. The corresponding parameters found to fulfill this purpose are then 
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set as fixed values irrespective of the modulation format for the subsequent analyses presented in sections 5.4 
and 5.5. 

Unless otherwise stated, the parameter values used in the numerical simulations are those presented in Table 
5.1. The performance analysis is carried out at the central channel centered at 193.4 THz. The BER is obtained 
from averaging the EVM of both polarizations. 

Table 5.1 Standard Parameter Specifications 

 Value Units 
MZM BW 40 GHz 

MZM splitting ratio 51:49 % 
Tx laser power (PTx) 13 dBm 

Tx laser OSNR (OSNRTx) 40 dB 
Tx laser linewidth (LWTx) 1 MHz 
MUX and DEMUX BW 50 GHz 

LO laser power (PLO) 10 dBm 
LO laser OSNR (OSNRLO) 40 dB 
LO laser linewidth (LWLO) 1 MHz 

Receiver electrical filter BW  16.8 GHz 
Fiber length 40 km 

5.3.1 MZM bandwidth and splitting ratio 

Figure 5.2 shows the performance of the system as a function of the electro-optic bandwidth of the MZMs that 
comprises the IQ modulators, for different MZM extinction ratio (ER) values. The splitting ratio of the 
modulator is related to the ER parameter as: 

 ( )1 2[%] : [%] 100 0.5 : 0.5ψ ψ ε ε= + −  (5.1) 

where 1
ER linear

ε ≈  

(5.2) 

An infinite ER value corresponds to a perfectly balanced MZM with a 50:50 splitting ratio. In practice, due to 
fabrication limitations, achieving a balanced 50:50 MZM Y-splitter is very difficult. Hence, imbalanced MZMs 

have a finite ER. The ER values (in dB) presented in Figure 5.2, namely ER[ ] {30,35,40,45,50}dB = , 

correspond to splitting ratios of 1 2[%] : [%] {53.2 : 46.8;  51.8 : 48.2;  51: 49;  50.6 : 49.4;  50.3 : 49.7}ψ ψ =  . 

Unbalance of the MZM results in an undesired extra phase modulation which causes transmission penalties 
[165]. From Figure 5.2, it could be observed that a minimum ER of 40 dB is needed to outperform the system 
BER target. By setting an ER = 40 dB, a minimum MZM BW = 40 GHz is required. Commercial and 
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experimental IQ-MZMs having a BW ≥ 40 GHz have been reported in [166], [167], [168] and [169]. A MZM 
with a lower BW of 35 GHz can be accepted, provided that a MZM ER = 50 dB could be achieved, which 
represents an unfeasible (almost ideal) 50.3:49.7 splitting ratio requirement. In [170], a MZM with an ER = 47 
dB has been reported. A MZM having a moderate ER = 40 dB and a BW = 40 GHz has been chosen to perform 
the rest of the simulation analysis. Figure 5.3 displays the optical spectrum of the X-polarized field at the output 
of the IQ-MZM. Different resolution values are shown.  

 

Figure 5.2 Simulated BER performance of the 40-km WDM system as a function of MZM bandwidth for 
different values of the MZM extinction ratio. 

 

Figure 5.3 Optical spectrum at IQ modulator output, displayed with a) 5 MHz and b) 12.5 GHz (0.1 nm) 
resolution. 

5.3.2 MUX and DEMUX bandwidth 

Figure 5.4 shows the performance of the system as a function of MUX and DEMUX bandwidth. WDM 
simulations with 40 km of fiber and PTx = 13 dBm were carried out. Different combinations of MUX and 
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DEMUX BWs were tested, but it was found that the best results are obtained when MUX and DEMUX share 
the same BW value. According to the figure, the BER pronouncedly increases for filter BWs narrower than 28 
GHz (sub-Nyquist cases).  Since Nyquist pre-shaping is not considered in the analyzed transmission scheme, 
a minimum filter BW of 50 GHz was found to be necessary to reach a BER ≤ 1x10-13. Considering that this 
BW value has become a standard and the corresponding filters are readily available [159], a filter bandwidth 
for MUX and DEMUX of 50 GHz was then chosen. The resulting optical spectrum at the output of the MUX 
and input of the DEMUX after transmission through 40 km of fiber, where the channel spacing has been set to 
100 GHz, are shown in Figure 5.5.a and Figure 5.5.b, respectively. Some satellite harmonics due to the presence 
of a moderate four-wave mixing effect are evident in Fig. 5.5.b. Their power ratio with respect to the main 
channels that convey the information exceeds 40 dB, and consequently, their effect can be neglected (see 
following section).  

 

Figure 5.4 Simulated BER performance of the 40-km WDM system as a function of Mux and Demux filters 
BW. 
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Figure 5.5 Multiplexed optical spectrum at fiber a) input, and b) output (40-km), displayed with 12.5 GHz 
(0.1 nm) resolution. 

5.3.3 Power of the lasers 

The effect of some key laser characteristics have a direct impact on the calculation of the power and OSNR 
budget, and hence the feasibility, of the proposed COCS. Figure 5.6 presents the results of varying the Tx laser 
(PTx) and local oscillator power (PLO) on the systems performance. It can be observed that the variation of PTx 
has a stronger impact on the BER than the PLO variation. This results in an asymmetry of the power pairs {PTx, 
PLO} in terms of system performance. For example, for {+15,+7} dBm a BER slightly greater than 5x10-14

 is 
obtained, but if the order is inverted to {+7,+15} dBm, a BER of about 1x10-9 is attained. This indicates that a 
higher power in the laser Tx (rather than in the local oscillator) should be preferred. Note, however, that PTx is 
constrained by the nonlinear response of the optical fiber. To quantify this, Figure 5.7 shows the behavior of 
BER as a function of total power injected into the fiber (Ptot). Curves (dashed) where the fiber nonlinearities 
are artificially turned off (i.e. n2 = 0) are also displayed. The BER minimum is found at Ptot = +11.5 dBm (+2.47 
dBm/ch). For higher values of Ptot the penalty due to nonlinearities is higher than the benefit of increasing the 
OSNR. It can be noted from the figure that the onset for fiber nonlinear response is located at about Ptot = +8.5 
dBm (-0.53 dBm/ch). This value correspond to PTx = +13 dBm, and hence it sets a power upper bound to avoid 
nonlinear power penalties. Considering this constraint, Figure 5.6 indicates that the only feasible power pair is 
{+13,+10} dBm. They correspond to power values available from commercial laser diodes and are in 
agreement with reported experiments [171]. If a single laser is used to feed transmitter and receiver via a 
(lossless) splitter on an integrated device, the required power then becomes +14.76 dBm.  
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Figure 5.6 Simulated BER performance of the 40-km WDM system as a function of power delivered by the 
LO for different values of Tx laser power (PTx). 

 

Figure 5.7 Simulated BER performance of the 40-km WDM system as a function of the total power injected 
into the fiber and the Tx laser power. The dotted line corresponds to simulations where the fiber nonlinear 

response is not considered. 

5.3.4 OSNR of the lasers 

The role of the OSNR is analyzed using Figure 5.8, which shows the calculated BER after 40-km transmission 
as a function of local oscillator OSNR (OSNRLO) for different values of the transmitter laser OSNR (OSNRTx). 
From this figure it can be observed that the BER naturally decreases as OSNRLO or OSNRTx increases. An 
OSNRTx = 35 dB is insufficient to reach the BER target, and therefore only OSNR pairs with OSNRTx values 
greater than about 40 dB fulfill the condition; {40,40} and {45,40} dB are examples. We have chosen as 
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operating OSNR values {40,40} dB, since they correspond to affordable commercial devices [16] and they are 
compatible with single laser transceiver designs.   

Our choice of OSNR can be supported and our analysis extended employing the graphs of BER versus received 
OSNR presented in Figure 5.9. Simulation results for the back-to-back (BtB) WDM (solid) and the 40-km 
WDM transmission (dashed) situations are displayed. They are compared to both, an analytical approach [115], 
[172] (dotted lines) assuming a 28 GBd transmission over an AWGN channel, and BtB experimental results 
extracted from references [173] (diamonds) and [174] (triangles). The BtB-curves obtained with the simulator 
follow the trend shown by the analytical approach, but an OSNR overestimation of 12 dB for 16-QAM can be 
observed in the simulations for a BER = 1x10-13, which diminishes for higher BER values. The overestimation 
at BER = 1x10-3 is quite close to results reported for 16-QAM signals [173], [171], [174]. Our simulation results 
can hence be considered to be found in the demanding side, rather than focusing on favorable scenarios with 
relaxed tolerances. Figure 5.9 thus confirms that for 40 km SMF transmission, an OSNRTx of 40 dB is necessary 
to attain a BER ≤ 1x10-13. Moreover, the results for the dashed curve agree with those presented in Figure 5.8 
for the corresponding OSNRLO value. Our numerical analysis shows a 3 dB fiber transmission OSNR penalty, 
explained in more detail in section 5.5.  

 

Figure 5.8 Simulated BER performance of the 40-km WDM system as a function of the OSNR at the LO 
output for different values of the OSNR at the Tx laser output. 
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Figure 5.9 Simulated BER performance of the system as a function of the OSNR measured at the input of the 
coherent optical receiver for different scenarios. Dotted lines were analytically calculated [115], [172]. 

Diamonds [173] and triangles [174] correspond to back-to-back experimental measurements. 

5.3.5 Linewidth of the lasers and frequency offset tolerance 

For the sake of completeness, the influence of the lasers linewidth (LW) on the system performance has been 
also analyzed. Figure 5.10 shows the calculated BER after 40-km transmission as a function of the local 
oscillator linewidth for different values of the transmitter laser linewidth (Tx LW). In general, narrower LWs 
lead to better performance, while lasers having a LW broader than 1 MHz can be practically discarded from 
the proposal since they lead to overly high BER values. Note, however, that the use of lasers with a LW 
narrower than 1 MHz do not lead to a remarkable performance improvement either. Based on these remarks, 
and considering that in both COCS the desired BER performance is achieved with Tx and Rx lasers having a 
LW of 1 MHz, the lasers LW will be set to this value, especially because it corresponds to a parameter 
specification that is easily found nowadays on commercial state-of-the-art laser diodes.  
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Figure 5.10 Simulated BER performance of the 40-km WDM system as a function of the LO linewidth for 
different values of the Tx laser linewidth (Tx LW). 

For the results presented in Figure 5.10 (and in general, in all the results presented in this Chapter) coincidence 
in the operation carrier frequency of the transmitter and receiver lasers has been assumed. Since in reality this 
is not always the case, we carried out simulations to determine the maximum detuning ( cf∆  ) of the local 

oscillator carrier frequency with respect to the Tx laser frequency, with which the BER performance is 
maintained below 1x10-13. Our numerical analysis showed that using 16-QAM as modulation format a 
maximum cf∆  of 0.3 GHz fulfills the aforementioned condition (using QPSK this value becomes 0.61 GHz). 

However, this upper bounds can be extended provided that a carrier frequency recovery algorithm is included 
in the DSP block of the transmission link. For instance, when the frequency offset estimator introduced in [105] 
is applied to compensate the effect of cf∆ , a shift of the upper bounds to 3 GHz (QPSK) and 3.4 GHz (16-

QAM) can be measured. The employment of this additional processing hence relaxes the physical tolerances 
of the optical sources, thus allowing for extra laser detuning due to aging or a moderate temperature drift. 

5.3.6 Receiver electrical filter bandwidth 

The last optimization procedure is performed to determine the bandwidth of the electrical filter placed at the 
output of each balanced photodetector at the receiver side. Figure 5.11 shows a curve of BER as a function of 
the receiver electrical filter bandwidth, measured at Ch. 4 (X polarization) after WDM propagation through 40 
km of CSMF. An optimum value of 16.8 GHz, corresponding to 60% of the symbol rate, was found. For lower 
BW values, the BER is degraded due to filtering of useful spectral components, while for higher BW values 
the performance deteriorates because less noise is filtered out. An adequate trade-off between this two 
phenomena is found at the optimum value. The corresponding electrical spectrum at the output of the electrical 
filter is shown in Figure 5.12 for two resolution values. 
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Figure 5.11 Simulated BER performance (measured at Ch. 4) of the 40-km WDM system as a function of the 
bandwidth of the electrical filter placed after balanced photodetector. 

 

Figure 5.12 Electrical spectrum at receiver electrical filter output (after balanced photodetection), measured 
at Ch. 4, displayed with a) 5 MHz and b) 12.5 GHz resolution. 

5.4 Maximum reach vs transmitted power and modulation format 

Having determined the optimum design parameters of the system for 16-QAM modulation format and 40 km 
reach, Figure 5.13 shows curves of BER as a function of fiber link length for each of the three modulation 
formats. The laser power at the transmitter side (PTX) is set to +13 dBm, a typical value achievable with 
commercial state-of-the-art lasers that still does not induce fiber nonlinear effects (see sections 5.3.3). The 
maximum reach of the system to target a BER = 1x10-13 is found to be 114, 81 and 40 km for QPSK, 8PSK 
and 16-QAM, respectively. Transmission at shorter fiber lengths for each modulation format presents no 
problem (BER < 10-13). Note that the slope of the BER as a function of fiber length curve decreases as the order 
of the modulation format, and hence the transmitted data rate, increases.  
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Figure 5.13 Reach of the system for each modulation format as a function of PTX targeting a BER = 1x10-13. 

It is well-known that the maximum reach of a fiber channel is constrained by its non-linear behavior. This is 
analyzed in Figure 5.14, which plots the reach of the system targeting a BER = 1x10-13 as a function of PTX for 
each modulation format. Initially, the system reach linearly increases as a function of PTX (in dB scale). The 
fiber response is linear. After reaching a maximum, the curves fall sharply. For very high PTX values it is no 
longer possible to achieve the BER target, even at very short fiber lengths. This sets a maximum PTX value in 
terms of fiber nonlinearities for each modulation format and confirms [173] that a higher tolerance to fiber 
nonlinear effects is exhibited by lower order modulation formats when transmitting at the same baud rate. 
Indeed, a maximum reach of 160, 112 and 44 km is calculated for a PTX of +25, +22.5 and +17 dBm, when 
QPSK, 8PSK and 16-QAM are employed, respectively. These laser power values correspond to +20.4, +17.7 
and +12.7 dBm (+11.4, +8.7 and +3.7 dBm) of total (per channel) power injected into the fiber. However, one 
must bear in mind that typical laser sources are constrained to deliver a power between +12 and +18 dBm [16], 
thus limiting the actual system reach to 135 and 102 km for QPSK and 8PSK, while for 16-QAM the limitation 
of about 44 km (at PTX = +17 dBm) comes from the fiber nonlinear response. In this work the subsequent 
analysis is then carried out with PTX = +13 dBm. This choice guarantees linear fiber response for all modulation 
formats and maintains the laser operation in the lower end of the aforementioned power interval, thus widening 
the choice for this component. 
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Figure 5.14 Simulated BER for each modulation format as a function of fiber length for a PTX = +13 dBm.             

5.5 Power and OSNR transmission penalties 

Figure 5.15 shows, for each modulation format, curves of BER as a function of ROP. The dotted curves 
correspond to the BtB WDM situation, where no fiber is considered, whereas the solid curves correspond to 
WDM transmission through 114 (QPSK), 81 (8PSK) and 40 km (16-QAM) of SMF, which were found to be 
the maximum fiber lengths for PTX = +13 dBm. BtB sensitivities at BER=1x10-13 of -30.6 for QPSK, -23.2 for 
8PSK and -13.2 dBm for 16-QAM, were measured. The fiber transmission and BtB curves overlap regardless 
the employed modulation format. Therefore, a null fiber transmission power penalty (FTPP) is computed. Since 
for PTX = +13 dBm the deleterious effects of the fiber nonlinearities are avoided, a negligible FTPP means that 
the dispersive effects of the fiber are completely compensated at the DSP stage of the receiver for such fiber 
lengths. In agreement with Figure 5.13, Figure 5.15 also shows that the slope of the BER versus ROP curves 
decreases as the order of the modulation format increases. Since the fiber nonlinear and dispersive effects were 
found to be negligible, the system performance degradation with fiber length can only be ascribed to the 
reduction of ROP caused by the total attenuation of the fiber, which proportionally increases with fiber length. 
Clearly, 16-QAM is less sensitive to the variations of received power than QPSK, but an overall higher ROP 
is required by the former modulation format to achieve the same performance level. 

Figure 5.16 shows received constellation diagrams of each modulation format corresponding to WDM 
transmission through the corresponding maximum fiber lengths for a PTX = +13 dBm, measured at the X 
polarization component of Ch.4. Very similar constellations were obtained for Y polarization components. In 
all cases the symbols are clearly distinguishable with high concentration around the ideal positions and only a 
few scattered points. The diagrams thus validate our results. From the figure it is observed that a less demanding 
EVM value is required to obtain the same BER target as the order of the modulation format decreases. For 
instance, constellations corresponding to QPSK and 8PSK cases are plotted on the same scale, however, the 



Chapter five 

 

152 
 

received symbols are more dispersed from their ideal positions (i.e., a higher EVM) in the QPSK case, while 
the BER measured in both cases is practically the same. Since the EVM value is inversely proportional to the 
SNR of the signal, this is an expected result, because it is well known that the SNR required to achieve a given 
performance level increases as the order of the modulation format increases.   

 

Figure 5.15 Simulated BER for each modulation format as a function of the ROP for a transmitter OSNR of 
40 dB measured at the input of the coherent optical receiver for different scenarios. 

 

Figure 5.16 Received constellations at a) 114 km (QPSK), b) 81 km (8PSK) and c) 40 km (16-QAM), 
measured at the X-Pol of the fourth channel. Similar Y-Pol constellations were measured in all cases. 

Graphs of BER as a function of received OSNR (OSNRRX) are presented on Figure 5.17 for the same 
transmission distance (40 km); this allows a fair comparison among all modulation formats. Simulation results 
for the BtB WDM (dashed) and the 40-km WDM transmission (solid) situations are displayed. They are 
compared to the same analytical approach [115], [172] (dotted lines) as in section 5.3.4. The simulated BtB 
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curves follow the trend shown by the analytical approach, but an OSNR overestimation (OSNROE) of 0.5 dB 
for QPSK, 3.9 dB for 8PSK and 8.7 dB for 16-QAM can be observed in the simulations for a BER = 1x10-13. 
OSNROE diminishes for higher BER values, especially in the QPSK case. The OSNROE at BER = 1x10-13 is 
very low for QPSK, while significantly increases as the modulation format order increases. The OSNROE can 
be considered a metric of the receiver quality. While the DSP algorithms proved to work well to compensate 
for fiber impairments (see Figure 5.15), other sources of noise (caused by lasers, photodiodes, DACs and 
ADCs) are not completely compensated, especially for 8PSK and 16-QAM formats. Our results in terms of 
OSNROE for 16-QAM at high BER values (i.e. 1x10-3) nearly match experimental measurements [173], [171] 
[174]. We therefore trust in our calculations obtained under such uncommon, but relevant, conditions of very 
low BER values. 

 

Figure 5.17 Simulated BER for each modulation format as a function of the OSNR measured at the input of 
the coherent optical receiver for different scenarios. 

A comparison of the transmission and BtB curves leads to an OSNR penalty (∆OSNR).  At BER = 1x10-13, the 
penalty amounts to 0.3 (QPSK), 0.7 (8PSK) and 3.2 dB (16-QAM), and diminishes for higher BER values, 
until it completely vanishes. Since the fiber nonlinear and dispersive effects are negligible under the analyzed 
conditions, the calculated ∆OSNR can only arise from the 9.2 dB difference in ROP between the BtB and the 40-
km transmission case (∆ROP), caused by fiber attenuation (0.23 dB/km x 40 km). ∆OSNR increases as the 
modulation format order increases and as the BER target decreases, even though ∆ROP remains the same. 
Therefore, the OSNR requirements for COCS operating at low levels of BER (i.e. 1x10-13) are stricter than 
those of common COCS targeting higher BER values (~1x10-3), especially as the modulation format order 
increases. ∆OSNR could then be understood as the extra OSNRRX that is needed to compensate ∆ROP for a set of 
given system conditions. For instance, let us first consider the 16-QAM case with PTX = +13 dBm. In the BtB 
case, the ROP becomes -3.8 dBm, that comes from +13 dBm – 9.8 dB (modulator losses) – 6 dB (MUX & 
DEMUX IL) – 1 dB (connector losses). According to Figure 5.17, an OSNRRX = 36.8 dB is required to achieve 
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a BER = 1x10-13. In the 40-km transmission case, the ROP reduces to -13 dBm (-3.8 dBm – 9.2 dB) and the 
required OSNRRX is now 40 dB. Therefore, an extra ∆OSNR = 3.2 dB is required to compensate for a ∆ROP = 9.2 
dB and still achieve the same BER target. Since for the link under analysis OSNRRX could be considered the 
same as OSNRTX (no optical amplification, linear operation and very low crosstalk), a minimum OSNRTX = 
40 dB turns out to be necessary to achieve 40-km error-free transmission using a PTX of +13 dBm with 16-
QAM. Let us now consider the QPSK and 8PSK situations. According to Figure 5.17, the OSNR sensitivities 
in the BtB case amounts to 21.5 and 28.5 dB, respectively, whereas OSNR sensitivities of 40 dB are calculated 
for 114 km (QPSK) and 81 km (8PSK) transmissions (see Figure 5.15). The respective ∆OSNR values then 
become 18.5 and 11.5 dB. They correspond to the extra OSNR at the transmitter that is needed to compensate 
for a fiber attenuation of ∆ROP = 26.22 dB (QPSK) and 18.63 dB (8PSK). Our analysis makes it clear that the 
system maximum reach can then be adjusted by varying OSNRTX. Since it is easier to tune PTX rather than 
OSNRTX, the latter parameter was considered to be fixed (40 dB) in our transceiver design. Nevertheless, had 
we employed an optical amplifier to extend the system reach, a compromise between ROP and OSNR should 
have been found, especially to achieve the OSNR-demanding BER target of 1x10-13.   

5.6 Conclusion of the Chapter 

After about a decade of the re-born of optical coherent systems, they will most probably become the universal 
transmission technology for dense WDM networks of all reaches. In the particular case of DCIs, our simulation 
work demonstrates that they can be employed for the development of 1.6 Tb/s unamplified Ethernet optical 
links ranging from 0 to 40 km without FEC. To achieve this, design parameters were here put forward for an 
8 x 200 Gb/s coherent system running error-free at 28 GBd per optical channel using 16-QAM.  

By employing the same parameters derived for 16-QAM modulation format, a multi-format 800 - 1600 Gb/s 
eight-channel coherent optical system aimed to deploy inter-data center interconnects was analyzed for a BER 
target of 1x10-13. A maximum reach of 114, 81 and 40 km was found for data rates of 800, 1200 and 1600 Gb/s 
when QPSK, 8PSK and 16-QAM were set as modulation formats, respectively, and the optical power at the 
lasers output was set to +13 dBm. No relevant transmission power penalties were found for the analyzed 
systems because they are fully compensated by electronic digital signal processing at the receiver. This is not 
the case for other noise sources generated at the transceivers. Additionally, moderate OSNR penalties due to 
fiber attenuation, that increase as the modulation format order increases and as the BER target decreases, were 
calculated. 

In contrast to more common approaches, our research work stands out because it involves the use of a very 
low BER threshold. Under this condition, our simulations demonstrated that OSNR levels of about 40 dB are 
necessary for adequate system performance. Our investigations also showed that laser linewidths of at most 1 
MHz should be specified, and that the transmitter laser characteristics play a more appreciable role than those 
of the receiver laser.  

In conclusion, our research work demonstrates that transmission performance does not represent a constraint 
for the deployment of high bit-rate coherent systems at metro access level. Instead, power and cost-efficiency 



Chapter five 

 

155 
 

should be the key consideration [16], [12]. The technological challenge that remains for high-speed short-reach 
coherent optical networks is hence to reduce power consumption and to achieve higher heat dissipation, mainly 
from the DSP and ADC/DAC components. An alternative worth exploring is the use of optical phase-locked 
loop-based homodyne receivers [175], injection locking schemes [176] or analog domain signal processing 
[158], whose power consumption is expected to be an order of magnitude lower than that of its digital 
counterpart. Miniaturization and photonic integration of the optical building blocks is also an issue to be tackled 
if a practical pluggable digital coherent transceiver is meant to be realized. 
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6. Chapter six: General conclusions and future work 

Based on statistics and forecasts, the fundamental role that short-reach optical communication systems plays 
in the deployment of current and next generation high-speed telecommunication networks to cope with the 
exponential increase in data traffic demand was shown. Accordingly, three optical communication systems 
aimed for high-speed short reach applications, namely optical fronthauling, intra-data center and inter-data 
center optical interconnections, were proposed and analyzed. 

The performance (in terms of maximum EVM) of a direct detection fronthaul system based on the recently 
proposed DSP aggregation approach was improved by the development and implementation of some low-
complexity and low-latency DSP compensation techniques, and by performing some optimization procedures. 
The functionality of the referred techniques and optimizations was experimentally demonstrated in both 
downstream and upstream directions of the analyzed system.  

Regarding the downstream case, the transmission of up to 4 x 192 20-MHz OFDM complex waveforms (~92 
Gb/s using only 64-QAM) was experimentally demonstrated up to 25.7 dB of OPL. By setting 16-QAM in half 
of the channels, and 64-QAM in the other half, the transmission up to 29 dB of OPL was demonstrated, 
fulfilling the PON Class NI requirements, for a maximum capacity of 76.8 Gb/s. In order to achieve these 
results the following DSP techniques were implemented: clipping to reduce PAPR, time-domain MZM non-
linear compensation and pre-emphasis SNR equalization. The optimum clipping level and cubic correction 
factor of the MZM non-linear compensation function were found and set. A reduction of the maximum EVM 
at the output of the fronthaul was experimentally demonstrated thus allowing to increase the maximum OPL. 

For the upstream case, the maximum EVM at the output of the fronthaul was considerably reduced by flattening 
the EVM per channel distribution by means of a proposed and developed pre-emphasis equalization technique. 
Correct operation of this technique was experimentally demonstrated for different testing cases of the EVM 
per channel distribution at the input of the fronthaul, i.e. the EVM of the OFDM channels after wireless 
propagation, which in the upstream case are different to zero and non-uniform among channels. It was shown 
that the maximum OPL value that can be tolerated for the upstream direction can be different from that for the 
downstream direction regardless of using the same setup. Therefore, the importance of dimensioning and 
optimizing, not only the downstream, but the upstream direction of a link for proper operation of the full system 
was demonstrated. 

The analyzed fronthaul system multiplexes in the frequency domain (FDM), using a DSP-based approach, 
several OFDM complex baseband signals, delivered to the fronthaul by an external system (the BBU or the 
mobile terminals, in the downstream and upstream cases, respectively). If the transmitter and receiver blocks 
of the fronthaul are integrated in addition with an OFDM complex baseband signals generator that transforms 
a serial binary sequence into several OFDM channels, and vice versa, the integrated system could be used as a 
high-speed optical transceiver for DCI applications, just like the rest of the analyzed systems in this thesis 
work. This optical transceiver system was termed here FDM DDO-OFDM. 
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For the sake of comparison, the main technical details and findings of each of the optical communications 
systems tackled in this contribution for DCI applications, are summarized on Table 6.1. A WDM 16 x 25 Gb/s 
system proposed as an alternative for 400 GbE and analyzed in our previous work reported in [121] and [177], 
is used as a reference for comparison purposes. This system is based on direct detection technology and OOK 
modulation format and represents a direct extension of the current commercial technology used to implement 
the 100 Gb/s Ethernet transceivers over SMF for intra-DCI applications. 

Table 6.1 Technical comparison among the optical DCI systems analyzed in this thesis work and a system 
analyzed in a previous contribution reported in [121] and [177]. 

 Previous work FDM DDO-OFDM RF-IQ-DDO-OFDM SC-COCS 
Application Intra-DCI Intra-DCI Intra-DCI Inter-DCI 

Bit rate per channel  25 Gb/s 23 Gb/s 100 Gb/s 100 Gb/s 150 Gb/s 200 Gb/s 
Number of channels 16 4 4 8 (with dual-polarization) 

Overall bit rate 400 Gb/s 92 Gb/s 400 Gb/s 800 Gb/s 1.2 Tb/s 1.6 Tb/s 
Modulation format  NRZ-OOK 64-QAM 16-QAM QPSK 8PSK 16-QAM 

Symbol rate per channel  25 GBd 3.84 GBd 25 GBd 25 GBd 
Optical modulator EAM MZM EAM DP-IQ-MZM 

3-dB Modulator BW < 25 GHz 10 GHz 50 GHz 40 GHz 
Fiber length 40 km 10 km 10 km 114 km 81 km 40 km 
Optical band O C O C C 

Channel spacing 800 GHz 100 GHz 800 GHz 100 GHz 100 GHz 
Spectral efficiency 0.03125 b/s/Hz 0.23  

b/s/Hz 
0.25 

b/s/Hz 
1 

 b/s/Hz 
1  

b/s/Hz 
1.5 

b/s/Hz 
2  

b/s/Hz 
Reception scheme DD DD DD DP-Coherent Detection 

Optical receiver per 
channel 

1 PIN 1 APD 1 PIN 90° optical hybrid + four balanced 
photodetectors (8 PIN in total)  

BER target 1 x 10-12 3.8 x 10-5 3.8 x 10-5 1 x 10-13 
Sensitivty at BER target 

(Single channel BtB) 
-12.5  
dBm 

-12.75  
dBm 

-7.8  
dBm 

-7  
dBm 

-30.6 
dBm 

 -23.2 
dBm 

-13.2  
dBm 

Maximum dispersion 
power penalty 

2.3 dB ~0 dB 0.2 dB 3 dB ~0 dB 

Electronic dispersion 
compensation 

None Yes Yes Yes Yes 

Cross-talk power penalty ~0 dB ~0 dB 0.1 dB 1 dB ~0 dB 
Fiber nonlinearity 

penalty 
Null Null Null Null Null 

Optical amplification SOA None None None 
Tx power per channel 

(at the modulator output) 
+2.9 dBm -2.75 dBm +5 dBm +6 dBm +2.9 

dBm  
+2.7 
dBm 

+3.2 
dBm 

Required Tx power laser +13 dBm +8.2 dBm +12 dBm +14 dBm +13 dBm (Tx) and +10 dBm (LO) 
Required Tx OSNR laser 38 dB 42 dB 40 dB 40 dB 40 dB 

Optical complexity  ★☆☆☆☆ ★☆☆☆ ★★☆☆ ★★★★ 
Digital complexity ★☆☆☆☆ ★★★☆ ★★★☆ ★★☆☆ (@Tx)    

★★★★ (@Rx) 

Thanks to electronic dispersion compensation, the penalty due to chromatic dispersion was found to be 
negligible in all systems except for the 400 Gb/s RF-IQ-DDO-OFDM system operated in C-band. For this 
system a 3 dB fiber penalty was found. However, this penalty is attributed to the interaction of chirp, generated 
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at the EAM, and CD, and not only to CD itself. This fiber penalty was measured to be negligible in the same 
EAM-based system but operated in O-band since in this case the accumulated CD in any channel is very low. 
For this reasons, O-band operation of the RF-IQ-DDO-OFDM system should be preferred. In all the analyzed 
systems, the impact of PMD was found to be negligible. Note that the dual-polarization coherent system 
incorporates digital compensation of polarization impairments. 

In the direct detection systems, the main impairments were found to be both the noise introduced by the devices, 
and the non-linear distortion induced by the modulator and the photo-detector square-root-law characteristics. 
In contrast, the DSP-powered coherent system was found to be only affected by the noise of the devices since 
a linear electrical-optical-electrical conversion was carried out by the IQ modulators and the coherent receivers. 

A high laser output power of about +13 dBm, available with current state-of-the-art technology, was found to 
be needed in all systems to achieve their BER and reach targets. The only exception was the FDM DDO-
OFDM system in which an APD instead of a PIN was employed, thus increasing the receiver sensitivity and 
then reducing the required transmitted power (to ~8 dBm). However, the impact of fiber nonlinearities for such 
laser output power (+13 dBm) was found to be negligible in all analyzed systems. Note, however, that for intra-
DCI direct detection applications, the reach and BER targets are 10 km and 3.8x10-5, respectively. In contrast, 
for the inter-DCI coherent system, maximum reaches of up to 110, 84 and 40 km targeting a very demanding 
BER of 1x10-13 for very high operational data rates of 800, 1200 and 1600 Gb/s, respectively, were achieved. 
The better performance of the coherent system in comparison to the directly detected systems is evident, but 
in contrast, its digital and optical complexity is higher. An extra laser (at the receiver), four times more photo-
detectors, an optical 90° hybrid, a more sophisticated DSP stage, as well as twice the number of MZMs, are 
required per optical channel in the coherent approach as compared to the direct detection approaches. For this 
reason, the use of coherent systems in intra-DCI applications is currently restricted. Nonetheless, its use in 
feasible terabit metro networks seems to be a must. Moreover, we can envisage that just as the use of optical 
fiber has gained ground to copper wire in more and more shorter-reach networks, the use of coherent optical 
technology will be introduced more and more in shorter-reach applications.  

The technical feasibility of a 400 Gb/s Ethernet transceiver for intra-DCI applications up to 10 km was 
numerically demonstrated by using a WDM 4 x 100 Gb/s RF-IQ-DDO-OFDM approach. Feasible operation 
was shown using both high-speed EAMs (with 16-QAM) in C- and O-bands as well as high-speed MZMs 
(using 32-QAM), which have been experimentally reported in state-of-the-art literature. The extension of this 
architecture to a 16 channel system with a data rate of 1.6 Tb/s that keeps the same performance and reach 
targets as well as the power requirements was found to be unfeasible. To attain data rates beyond 100 Gb/s per 
optical channel (per polarization state) with a fiber reach longer than 10 km without employing optical 
amplifiers and FEC schemes, the use of coherent technology seems to be a must with current state-of-the-art 
technology. Accordingly, the technical feasibility of a multi-format coherent optical transceiver able to transmit 
up to 1.6 Tb/s through 40 km of SMF for metro inter-DCI applications was numerically demonstrated. A 
maximum reach of 110 km for a maximum capacity of 800 Gb/s was numerically demonstrated using the 
proposed transceiver. In all cases, state-of-the-art lasers with OSNR of 40 dB, linewidth of 1 MHz and 
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transmitted optical power of +13 dBm were employed, as well as optical devices available with current 
experimental or commercial reported technology. 

In conclusion, although for short-reach systems it is worth to look for alternatives to preserve the cost-effective 
and relatively simple direct detection scheme until exhausting its potentialities, the forecast of a strong trend 
to introduce the re-born coherent technology at all network levels to cope with the exponential traffic demand, 
motivates early analysis considering this imminent possibility. As aforementioned, both approaches were 
tackled in this contribution. The corresponding theoretical and experimental analyzes performed in this thesis 
work showed that our proposed systems are technically feasible to accomplish the proposed objective of 
providing alternatives to increase the capacity of currently available technology for different level applications.   

6.1  Future work 

In general, future work has to be done to experimentally validate the results obtained here via numerical 
simulations. Although our contributions are relevant, lack of the required very high-speed equipment did not 
allowed us to carry out this process in the present research work. Our work, therefore, opens a path to a 
fascinating set of experimental investigations. The development of new DSP algorithms to counteract physical 
impairments of the systems analyzed in this thesis is another interesting field for future research contributions. 
An excellent background in DSP technology together with a deep knowledge of optical system impairments 
are required to tackle this attractive field. Progress has been achieved in the compensation of fiber and other 
type of nonlinearities, but there are still trails to be explored.  

In particular, a real-time validation of the spectral estimation technique, proposed in this work for fronthaul 
systems and validated via an off-line DSP approach, is needed to fully test its functionality. An analysis of the 
proposed pre-emphasis SNR equalization technique for fronthaul systems using real EVM per channel wireless 
distributions at the input of the system in the upstream direction is also worth to be carried out. The use of the 
FDM DDO-OFDM approach to implement high-speed optical transceivers could be proposed as an alternative 
for next generation 25 Gb/s PON systems. The feasibility of this system using more OFDM channels to transmit 
up to 100 Gb/s per optical channel using higher bandwidth components as an alternative for both 100 Gb/s 
PON or 400 Gb/s intra-DCIs is another interesting research topic. Similarly, the development of more powerful 
DSP algorithms to increase the receiver performance of the RF-IQ-DDO-OFDM system in order to enable the 
use of higher-order modulation formats, such as 64- or 128-QAM, to transmit the same 100 Gb/s per optical 
channel, but with narrow bandwidth requirements, is worth to be studied as well. Finally, regarding the SC-
COCS, the development of both less-power-consuming DSP techniques for impairment compensation and 
cost-effective IQ modulators and coherent receivers, are utterly necessary to potentiate its adoption in shorter-
reach optical systems.  
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Appendix A. Selected topics of signal theory 

1. Complex baseband representation of a real-valued passband signal 

Real world time-varying signals are real-valued signals. A modulated signal is a real-valued passband signal 

( )PBx t whose power spectral density ( ,xx PBS  or simply power spectrum) is concentrated only in a frequency 

vicinity around a carrier frequency fc [31].  

 , ( ) 0xx PBS f ≠     : 0
2 2c c

B B
f f f f∀ < − ≤ ≤ + < ∞   

The quantity B is called bandwidth of the signal. For real-valued signals, B is calculated only for positive 

frequencies. Since a passband signal ( )PBx t is real, its power spectrum ,xx PBS is symmetric about f = 0. 

Consequently, all of the information of the signal ( )PBx t is contained in the positive half of its power spectrum

,xx PBS , defined as 

, ,( ) 2 ( ) ( )xx PB xx PBS f S f u f+ =  (A. 1.1) 

where ( )u f  is the unit step function.  The inverse Fourier transform of , ( )xx PBS f
+  is the complex signal 

[ ]1
( ) ( ) { ( )}

2PB PB PB
x t x t jH x t+ = +  (A. 1.2) 

where H{·} denotes the Hilbert transform operator. The signal ( )PBx t+  is called the analytical signal of ( )PBx t . 

The factor of 2  in equation (A. 1.1) makes the signal ( )PBx t+  to have the same energy as ( )PBx t . For simplicity 

this factor is omitted in other sections of this work since it is a constant amplitude factor that could be easily 

corrected at the receiver of the systems. By shifting the power spectrum , ( )xx PBS f
+ down to the origin we obtain 

,( ) ( )xx xx PB cS f S f f
+= +  

 

whose inverse Fourier transform is the complex-valued baseband signal ( )x t  
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2( ) ( ) cj f t

PBx t x t e
π−+=  (A. 1.3) 

The signal ( )x t is called the complex baseband representation or complex envelope of the real-valued passband 

signal ( )PBx t , and can be written in terms of its real and imaginary parts as 

( ) ( ) ( )I Qx t x t jx t= −  (A. 1.4) 

Where ( )Ix t  and ( )Qx t  are real-valued baseband signals whose power spectral densities,

, ,( ) and ( )xx I xx QS f S f  respectively, are nonzero in a frequency interval around the DC f = 0.  

 , ,( ) 0, ( ) 0xx I xx QS f S f≠ ≠   :
2c

B
f f f∀ ≤ + < ∞   

The signals ( )Ix t and ( )Qx t are called the In-phase (I) and Quadrature (Q) components of ( )x t . From 

equations (A. 1.2), (A. 1.3) and (A. 1.4) it can be obtained the passband signal from its complex baseband 

representation as follows 

2( ) Re{ 2 ( )} Re{ 2 ( ) }cj f t

PB PBx t x t x t e π+= =  (A. 1.5) 

( ) 2 ( )cos(2 ) ( )sin(2 )PB I c Q cx t x t f t x t f tπ π = +   (A. 1.6) 

Equation (A. 1.6) indicates a practical way to represent a real-valued passband signal aided by two real-valued 
baseband signals. 
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2. Condition of orthogonality among sub-channels in a multi-carrier system  

A general diagram of a multi-carrier transmission systems is shown in Figure A.1. The complex representation 
(see Appendix A.1) of a MC transmitted signal ( )MCx t  is represented as 

( ),
1 1

ˆˆ( ) ( ) ( )exp 2
N N

MC IQ i in s i

i n i

x t x t C p t nT j f tπ
∞

= =−∞ =

= = ⋅ −∑ ∑∑  
(A. 2.1) 

 

where inC is the n-th complex symbol of the i-th sub-channel ,ˆ ( )IQ ix t  that outputs an IQ modulator, if  is the 

frequency of the i-th sub-carrier and 
ŝT is the symbol period on each sub-channel.  

 

Figure A.1 Block diagram of a Multi-carrier transmission system 

If two sub-channels are orthogonal to each other, then its correlation is zero. The correlation between any two 
sub-channels ,ˆ ( )IQ px t  and ,ˆ ( )IQ qx t , for simplicity considering the transmission of only one symbol, is given by 
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( ) ( )( )

( )( )
( )

( )( ) ( )( )
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ˆ ˆ /2
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ˆ0 /2
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(A. 2.2) 

 

From the above expression, it is clear that if   

1
ˆp q

s

f f m
T

− =  (A. 2.3) 

where m is a natural number, m∈ℕ , then, any pair of sub-channels are orthogonal to each other                           

(i.e. 0
kl

δ = ), independently of the symbols that they are transmitting. 
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