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“... Consider again that pale blue dot we’ve been talking about. Imagine that you take a
good long look at it. Imagine you’re staring at the dot for any length of time, and then
try to convince yourself that God created the whole Universe for one of the 10 million or
so species of life that inhabit that speck of dust. Now take a step further: Imagine that
everything was made just for a single shade of that species, or gender, or ethnic or religious
subdivision. We can recognize here a shortcoming –in some circumstances serious– in our
ability to understand the world. Characteristically, we seem compelled to project our own
nature onto Nature.

Man in his arrogance thinks himself a great work, worthy of the interposition of a deity.
Darwin wrote telegraphically in his notebook, "More humble and I think truer to consider
him created from animals." We’re Johnny-come-latelies. We live in the cosmic boondocks.
We emerged from microbes and muck. Apes are our cousins. Our thoughts and feelings are
not fully under our own control. And on top of all this, we’re making a mess of our planet
and becoming a danger to ourselves. The trapdoor beneath our feet swings open. We find
ourselves in bottomless free fall. If it takes a little myth and ritual to get us through a night
that seems endless, who among us cannot sympathize and understand?

We long to be here for a purpose, even though, despite much self-deception, none is ev-
ident. The significance of our lives and our fragile planet is then determined only by our
own wisdom and courage. We are the custodians of life’s meaning. We long for a Parent to
care for us, to forgive us our errors, to save us from our childish mistakes. But knowledge is
preferable to ignorance. Better by far to embrace the hard truth than a reassuring fable.

Modern science has been a voyage into the unknown, with a lesson in humility waiting
at every stop. Our commonsense intuitions can be mistaken. Our preferences don’t count.
We do not live in a privileged reference frame. If we crave some cosmic purpose, then let us
find ourselves a worthy goal. ”

Carl Sagan
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Chapter 1

Introduction: Continuous
Sliding-Mode Control

1.1 Sliding Mode Control

The Sliding Mode Control (SMC) technique has been known as one of the most ef-
ficient tools for theoretically exact compensation of matched uncertainties and per-
turbations in control systems. The classical theory of First Order SMC (FOSMC) was
stablish and reported by Prof. Utkin (see for example Utkin, 1992). The main ad-
vantage of Sliding Mode Control of theoretically exact compensate matched uncer-
tainties (insensitivity) is achieved by a bounded (saturated) discontinuous of control
law. Nevertheless, discontinuities in control law in presence of nonidealities (e.g.
non-modeled dynamics, time delays, hysteresis, etc.) may produce high-frequency
oscillations in the states and outputs which is the worst disadvantage of the SMC
methodology, the called chattering effect (Utkin, 1992; Boiko and Fridman, 2005).
The FOSMC allows the finite-time convergence of the trajectories of the system to
the desired Sliding Surface (SS), but the state variables only converge asymptoti-
cally to the origin. This sliding surface design is restricted to have relative degree
one with respect to the control input.

1.2 Continuous Higher-Order Sliding-Mode Features

During the last decades SMC theory has been developed in order to remove or at-
tenuate the main disadvantages of the classical SMC. Chattering alleviation has lead
to a new generations of Sliding Mode control algorithms that produce a continu-
ous signal of control. For example, one of the most representative algorithms of
Continuous Higher-Order Sliding Mode Control (CHOSMC) theory is the so-called
Super-Twisting Algorithm (STA) (Levant, 1998). It was designed as an alternative
to classical Sliding Mode controller reducing drastically the appearance of the chat-
tering effect. STA introduces a dynamic extension to the system such that a discon-
tinuous term is hidden behind an integrator, that is why it generates a continuous
control signal ensuring theoretically exact compensation of Lipschitz perturbations as
well as providing finite-time convergence of the output and its derivative (a second-
order Sliding Mode). The properties of the STA are actively discussed (see for ex-
ample Boiko and Fridman, 2005, Polyakov and Poznyak, 2009, Orlov, Aoustin, and
Chevallereau, 2011, Utkin, 2013, Bernuau et al., 2013, Utkin, 2016), as well as the pos-
sibilities of its adaptation (see for example Shtessel, Taleb, and Plestan, 2012, Utkin
and Poznyak, 2013 ).
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FIGURE 1.1: Class of perturbations of Discontinuous and Continuous
controllers.

1.2.1 Class of perturbation/uncertainties compensation

Nature of control signal generated by the STA controller is closely related with the
class of perturbations that can be exactly compensated: Discontinuous controllers
generate a bounded control signal that is able to compensate bounded matched dis-
turbances that can even be discontinuous as dry friction or backlash effect. On the
other hand, Continuous controllers can only compensate Lipschitz continuous dis-
turbances, but they can be growing linearly on time without bounds. Figure 1.1
shows the class of perturbations for the two families of HOSMC.

1.2.2 Chattering Reduction

During the last decades chattering effect was associated to the nature of the control
signal, i.e. chattering was though as a consequence for applying discontinuous con-
trol signal into the system making higher-order non-modeled dynamics to excite.
Then, the application of continuous signal of control would reduce drastically the
appearance of chattering.

Recent studies (Pérez-Ventura and Fridman, 2016; Utkin, 2016) have shown that
the amplitude and frequency of output oscillations in the chattering effect also de-
pend in the parameters of the parasitic non-modeled dynamics affecting the relative
degree of the output with respect to the control input, and in the gain selection of the
HOSM algorithm. Nevertheless, the present work focuses its efforts on the study of
STA as the solution, in most practical of cases, to the alleviation of chattering effect.

1.2.3 Accuracy

Almost all known HOSM controllers possess specific homogeneity properties (Lev-
ant 2005). This properties, apart from providing standard methods for stability
proofs, provide the highest possible asymptotic accuracy in the presence of mea-
surement noises, delays and discrete measurements Levant, 1993.

It is also shown in Levant, 2010 that in the presence of an actuator of the form
τ ż = a(z, u), v = v(z), z ∈ Rm, v ∈ R with u the input of the actuator, v its out-
put and µ the time constant, this accuracy properties also hold under reasonable
assumptions.
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1.3 STA Implementation Issues

Continuous HOSM have become one of the most important achievements in SMC
Theory. The integral discontinuous term in control law allows to ensure the SMC
properties with a continuous signal of control. Nevertheless, when substituting dis-
continuous controllers by continuous ones, several drawbacks arise on experimental
setups that must be addressed.

As STA is the most representative Continuous HOSMC in SMC theory, the present
work focuses in the further development of STA properties in the following fields.
The achievements in this aspects will be the base for further development in general
(r-th order) HOSMC.

Super-Twisting Algorithm (STA) (Levant, 1993), as mentioned before, has been
one of the most well-known Continuous HOSM algorithms in the last decades. It
was designed as a possibility to substitute the discontinuous FOSMC by a con-
tinuous one. STA as any Continuous HOSMC allows the exact rejection of Lip-
schitz perturbations. It ensures a quadratic precision of the output with respect
to the sampling time due to its homogeneity properties and a second order Slid-
ing Mode achieved in finite-time, i.e. output and its derivative are robustly driven
to zero in finite-time. It is also one of the most cited nonlinear algorithms as au-
thor’s original work. See https://scholar.google.com/citations?user=
_A_QeKgAAAAJ.

Classic form of STA (Levant, 1998) is defined by

u = −k1dx1c
1
2 + z;

ż = −k2sign (x1) ,
(1.1)

where the notation dacb = |a|bsign (a) is used during the rest of the work. The first
term is a function proportional to the square root of the state while the second one
is an integral of a discontinuous function. STA works as a nonlinear Proportional-
Integral (PI) controller, making it a unbounded controller, i.e. proportional term can
be very big depending on the initial condition of the system, and the integral term
can grow linearly with respect to time.

The class of systems to which STA can be applied consists in first order (relative
degree 1) systems represented by

ẋ = γ(x, t)u+ φ(x, t). (1.2)

where x ∈ R is the state, u ∈ R the control input, and γ(x, t) and φ(x, t) uncertain
functions of the state and time.

1.3.1 State dependent perturbations and uncertain control coefficient

CHOSMC are insensible with respect to Lipschitz continuous matched perturba-
tions. Even though, when considering a plant’s mathematical model with paramet-
ric uncertainty, perturbations become state dependent, that in general are just locally
Lipschitz. This means that in implementation setups STA cannot maintain its prop-
erties globally:

In Levant, 1993, the STA proof of convergence was made by means of geometrical
arguments for the case when uncertainty in the control coefficient and perturbations
only dependent on time.

Different Lyapunov functions (see for example Moreno and Osorio, 2008, Moreno,
2011, Polyakov and Poznyak, 2009, Orlov, Aoustin, and Chevallereau, 2011, Utkin,

https://scholar.google.com/citations?user=_A_QeKgAAAAJ
https://scholar.google.com/citations?user=_A_QeKgAAAAJ
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2013) were recently designed in order to get convergence conditions and estimations
of the reaching time.

Nevertheless, this Lyapunov proofs are made under conservative assumptions:

1. the perturbations are dependent only on time (Levant, 1993,Moreno, 2011).

2. the control coefficient is known (Levant, 1993, Moreno, 2011,Gonzalez, A., and
Fridman, 2012,Picó et al., 2013,Guzmán and Moreno, 2015).

3. perturbations are dependent on state and time, but it is supposed that their
total time derivative, i.e. control signal is a priori bounded by some constant
(Shtessel, Taleb, and Plestan, 2012,Gonzalez, A., and Fridman, 2012).

In reality, for example, any uncertainty in the inertia moment of a mechanical
system can cause time and state dependent uncertainties/perturbations and also
time and state dependent uncertain control coefficient.

In this work the possibility of implementation of Generalized STA (GSTA)
(Moreno, 2009) under this scenario is considered: the case when both, the perturbation
and control coefficient are state and time dependent and, moreover, the control coefficient is
uncertain.

Chapter 2 and 3 will present further robustness properties of GSTA with respect
to state and time dependent perturbations, and an uncertain coefficient of control,
respectively.

1.3.2 Saturation

STA, as mentioned before, achieve their continuous control signal by means of a
discontinuous function hidden through an integrator. Then, any version of STA is
a control law with integral action and as any integral control law is in general un-
bounded. Control signal can grow without bounds depending on the perturbations
(who also can be linearly growing in time), and bounds of overshoots during the
transient process cannot be a priori determined.

The original version of STA, as it was introduced in Levant, 1993, Theorem 5,
p.1257, is a saturated control law, i.e. the control signal is bounded. To ensure the
saturation, the author proposed a switching logic saturating both, the term of STA
proportional to the square root of the state and the integral term separately. How-
ever, this switching logic can generate undesired oscillations on the border of the
integrator saturation (see Fig. 4.5).

In practical implementations control effort is always limited and it is well known
(Hippe, 2006) that the application of controllers with integral action in feedback
loops with bounded control signal may lead to the so-called integral windup effect.
This refers to the situation where a significant change in the set-point causes actuator
saturation and as a result accumulating significant error in the integral term during
the rise. This produces undesired overshooting or even destabilizing the origin of
the system. Some classic anti-windup techniques consist in:

• Disabling the integral function until the variable to control has entered a con-
trollable region,

• Reseting the integral controller to a desired value.

Chapter 4 proposes two different structures of SSTA, using classical anti-windup
techniques, in order to make the STA’s control signal not to exceed predefined bounds.
The main idea is to design a controller using a Relay Controller (RC) with a given
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level of saturation outside some neighborhood of the origin where the integral func-
tion will be disabled. The size of this vicinity is calculated ensuring that, crossing the
border of this vicinity, the controller will switch to STA and will ensure finite-time
convergence to the origin without saturation.

Chapter 5 is focused on experimental setups to test the performance of the pro-
posed scheme of saturation. Three different experiments are performed. The first
one is the velocity tracking of a mechanical system where the relative degree of the
output is 1 and therefore SSTA is directly applicable.

The second one is the application of the classical Sliding Variable (SV) design on
a Reaction Wheel Pendulum and the SSTA as the controller to enforce the system
trajectories to the SS.

The third one is an application of continuous Output Integral Sliding Modes
(OISM) to a Model Predictive nominal controller (MPC). The design of MPC allows
to include restrictions on the states and in the control signal in the controller de-
sign. Continuous OISM will protect the nominal MPC granting insensitivity to the
closed-loops system with respect to Lipschitz matched perturbations.

Finally, Chapter 6 summarizes the theoretical and experimental results of the
present work.
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Chapter 2

State Dependent Perturbations

2.1 Introduction

In this section Generalized Super-Twisting Algorithm is applied to a class of systems
whose perturbations are time and state dependent. A non-smooth strict Lyapunov
function is used to obtain the conditions for the global finite-time stability and to
estimate the time of convergence.

2.1.1 Motivation example:

Consider the problem of velocity tracking in mechanical system

(1 + cos2 (q))q̈ + g sin (q) + b(q̇ + arctan q̇) = u,

where q ∈ R and q̇ ∈ R are the state variables and u ∈ R the torque control input. The
terms of the differential equation represent a varying inertia moment, gravitational
term and viscous and dry friction, respectively. It is desired to realize exact velocity
tracking to a desired trajectory q̇d. In this statement, the dependence of the functions
on the variable q can be considered as exogenous functions of time. By defining the
error variable e1 = q̇ − q̇d, the velocity error dynamics are

ė1 = γ(q)u− γ(q)g sin (q)− γ(q)b (e1 + q̇d + arctan (e1 + q̇d))− q̈d, (2.1)

where γ(q) = 1/(1+cos2 (q)). Here, the time-varying function γ(q(t)) is an uncertain
time-varying control coefficient. Let us remark that γ(q(t)) is bounded by 0 < 0.5 ≤
γ(q(t)) ≤ 1, with a bounded time derivative.

If the standard STA ust = −k1de1c1/2 + z, ż = −k2de1c0, is applied to the plant,
the closed-loop can be written as

ė1 = −k1γ(q)de1c1/2 + γ(q)

[
z − g sin (q) + b (e1 + q̇d + arctan (e1 + q̇d))−

q̈d
γ(q)

]
︸ ︷︷ ︸

e2

.

(2.2)
Note that the function−k1de1c1/2 is not able to compensate any of the non vanishing
perturbation terms, so they need to be compensated through the integral action. One
of the specific features of the STA lies in the equation of the dynamic extension

ė2 = −k2de1c0 + g cos (q)−
[ ...
qd
γ(q)

− q̈d
γ2(q)

γ̇(q)

]
+ bcq̈d︸ ︷︷ ︸

ϕ̇

+bcė1, (2.3)
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c =
(

(e1+q̇d)2+2
(e1+q̇d)2+1

)
, where the discontinuous function −k2de1c0 has to overcome the

derivative of the perturbations. Replacing in (2.3) the value of the last term we get

ė2 = −k2de1c0 + ϕ̇−bcγk1 de1c1/2 − bcγk2

∫ t

0
de1(τ)c0dτ︸ ︷︷ ︸

u(t)

+bcγ
∫ t

0

[
ϕ̇(τ)− b

(
k1 de1(τ)c1/2 − e2(τ)

)]
dτ

(2.4)

Here, an algebraic loop occurs in the gains design since the gains themselves
become part of the perturbation to overcome, as shown in equation (2.4). In Shtessel,
Taleb, and Plestan, 2012 and Gonzalez, A., and Fridman, 2012, the control signal u(t)
is assumed to be bounded a priori, and the algebraic loop never occurs.

Moreover, a necessary condition of stability of the STA is that k2 > |ϕ̇+ bcė1|.
Is easy to see that the terms in ϕ̇ can be bounded by a constant, nevertheless, non-
bounded terms related with the dynamics of the controller itself appear in equation
(2.4). These cannot be globally dominated by the sign function −k2de1c0. This be-
havior can be interpreted as perturbations that can grow exponentially in time.

Several problems arise when trying to find STA gains k1 and k2 that ensure the
stability of the closed-loop and dominate the derivative of such perturbation:

1. STA gain k2 needs to be designed based on functions depending on STA gains
k1 and k2! This is an algebraic loop that has not been addressed in any previous
work.

2. Although the perturbations ϕ̇ can be bounded by a constant, the terms

−bcγk1 de1c1/2 − bcγk2

∫ t
0de1(τ)c0dτ can be very big depending on the initial

conditions e1(0) and perturbations.

3. The time variation in the control coefficient γ(q(t)) introduces the term
q̈d

γ2(q(t))
γ̇(q(t)) to the total time derivative, and the bounds of γ(q(t)) and its

derivative γ̇(q(t)) should be also taken into account in the controller gains de-
sign.

4. State dependent perturbations implies state dependent derivatives which makes
the perturbation to grow exponentially in time.

It is worth noting that the standard STA cannot be designed for the situations (1)
and (2). Moreover, it is not clear if the stability of the system is preserved in spite
of the unknown variations of the coefficients in equation (2.2) due to the uncertain
control coefficient γ(q).

The standard gain design for STA Levant, 1998 is not applicable here. Even more,
the non-linear terms of the Standard STA are not enough to maintain the global sta-
bility of the system in presence of uncertain control coefficient and state dependent
perturbation. Then, an improved STA will be used to solve this problem.

Generalized Super-Twisting Algorithm (GSTA)

Moreno, 2011, Moreno, 2009 is defined by

u = −k1φ1(x) + z, ż = −k2φ2(x), (2.5)

φ1(x) = dxc
1
2 + βx, φ2(x) = 1

2dxc
0 + 3

2βdxc
1
2 + β2x.
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Note that the Generalized STA (GSTA) has an extra linear term βx in function φ1(x)

and growing terms 3
2βdxc

1
2 and β2x in function φ2(x).

Note that function φ2 is defined such that

φ2(x) = φ′1(x)φ1(x) with φ′1(x) =

(
1

2|x1|
1
2

+ β

)
. (2.6)

With the extra linear term, three degrees of freedom in the GSTA gains design are
obtained: k1, k2 and β. The growing terms help to counteract the effects of state
dependent perturbations which can grow exponentially in time.

Contribution

This chapter proposes a global finite-time stability analysis for the GSTA based on a
strict non-smooth Lyapunov function when there is a known control coefficient with
state and time dependent perturbations.

The more general situation, where the control coefficient is also an uncertainty
dependent on state and time will be addressed in the next chapter.

2.2 Chapter Problem Statement and Main Result

The main goal of this chapter is to find the conditions for GSTA gains {k1, k2, β}
design taking into account the known bounds of perturbations as well as its partial
derivatives with respect to the time and state, such that the trajectories of the system
globally converge to zero in finite-time.

2.2.1 State Dependent Perturbations and Known Coefficient of Control

2.2.2 Separation of Perturbations

Consider the first order system

ẋ = u+ ϕ(x, t), (2.7)

where x ∈ R is the state, u ∈ R is the control input, and ϕ a Lipschitz continuous
function with respect to t and ϕ ∈ C 1 with respect to x.

The term ϕ(x, t) in an uncertain function dependent on the state and time. The
control coefficient function is assumed to be known and without loss of generality,
equals to 1. Terms of perturbation can be split in two terms as in Gonzalez, A., and
Fridman, 2012:

ϕ(x, t) = ϕ1(x, t) + ϕ2(x, t) (2.8)

such that the first term is vanishing at the origin, i.e. ϕ1(0, t) = 0, ∀t ≥ 0 and
bounded by

|ϕ1(x, t)| ≤ α|φ1(x)|, φ1(0) = 0, (2.9)

and the second term is meant to be compensated through the integral action.
System (2.7) in closed-loop with (2.5) takes the form

ẋ = −k1φ1(x) + z + ϕ1(x, t) + ϕ2(x, t). (2.10)
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Defining x1 = x and x2 = z + ϕ2(x1, t), we have

ẋ1 = −k1φ1(x1) + x2 + ϕ1(x1, t), (2.11a)

ẋ2 = −k2φ2(x1) +
d

dt
(ϕ2(x1, t)) . (2.11b)

The first equation can be rewritten as

ẋ1 =
(
−k̃1φ1(x1) + x2

)
where

k̃1 = k1 −
ϕ1(x1, t)

φ1(x1)
. (2.12)

Note that from (2.9), ∣∣∣∣ϕ1(x, t)

φ1(x1)

∣∣∣∣ ≤ α |φ1(x1)|
|φ1(x1)|

≤ α,

then, k̃1 is considered as a positive varying bounded gain.
The time derivative of the second term of perturbation (2.8) is given by

d

dt
(ϕ2(x1, t)) =

∂ϕ2

∂t︸︷︷︸
δ1(x1,t)

+

(
∂ϕ2

∂x1

)
︸ ︷︷ ︸
δ2(x1,t)

ẋ1

= δ1(x1, t) + δ2(x1, t)ẋ1. (2.13)

Moreover, the partial derivatives of the perturbation

δ1(x, t) =
∂ϕ2(x, t)

∂t
, δ2(x, t) =

∂ϕ2(x, t)

∂x
(2.14)

are assumed to be bounded by positive constants

|δ1(x1, t)| ≤ δ̄1, |δ2(x1, t)| ≤ δ̄2. (2.15)

From (2.2.2), we rewrite the second equation as

ẋ2 = −k2φ2(x1) + δ1(x1, t) + δ2(x1, t)ẋ1

= −k2φ2(x1) + δ1(x1, t) + δ2(x1, t)
(
−k̃1φ1(x1) + x2

)
= −k2φ2(x1) + δ1(x1, t)− δ2(x1, t)k̃1φ1(x1) + δ2(x1, t)x2.

Due to the fact that φ2(x1) = φ1(x1)φ′1(x1) (see equations (2.5) and (2.6)), here it is
possible to see that the unbounded third term of −δ2(x1, t)k̃1φ1(x1) can be compen-
sated by the function −k2φ2(x1). We group this terms in the following expression

ẋ2 = φ′1(x1)

[
−k2φ1(x1) +

δ1(x1, t)

φ′1(x1)
− δ2(x1, t)k̃1

φ′1(x1)
φ1 +

δ2(x1, t)

φ′1(x1)
x2

]

= φ′1(x1)

[
−
(
k2 +

δ2(x1, t)

φ′1(x1)
k̃1

)
φ1(x1) +

δ1(x1, t)

φ′1(x1)
+
δ2(x1, t)

φ′1(x1)
x2

]
.
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FIGURE 2.1: Decrease of k1min and k2min vs β.

Note that the multiplicative inverse of function φ′1(x1) is bounded∣∣∣∣ 1

φ′1(x1)

∣∣∣∣ =

∣∣∣∣∣ 2|x1|
1
2

1 + 2β|x1|
1
2

∣∣∣∣∣ ≤ 1

β
,

therefore any singularity occurs.
Global finite-time stability analysis of the closed-loop system (2.11) is based on

a strict non-smooth Lyapunov function in Moreno, 2009, and it is given in the Ap-
pendix. Results of the analysis are stated in the following theorem.

Theorem 1. Suppose that ϕ(x, t) of the system (2.7) satisfy (2.8) and (2.15). Then, the
states x1 and x2 converge to zero and z converges to −ϕ(x, t), globally and in finite-time, if
GSTA gains k1, k2 and β > 0 are designed as follows: for any ε > 0:

k1 >
2(1 + ε)δ̄2

β
+ α, (2.16a)

k2 >
1

4
¯
hε

(
(1 + ε)

(k1 − α)

(
δ̄2α

β
+ 2δ̄1

)
+
δ̄2ε

β
+ α

)2

+ 2δ̄1. (2.16b)

¯
h = 1− δ̄2

β

1 + ε

(k1 − α)
> 0,

4

Remark 1. When the perturbation in the system is state dependent, the function δ2(x1, t)
appears in the total time derivative, and it is worth noting that the extra terms in functions
φ1(x1) and φ2(x1) related with the gain β, are necessary to guarantee the global stability of
the equilibrium point. This behavior can be observed in (2.16a) and (2.16b), where the gain
β appears in the ratio δ̄2

β . This allows to arbitrarily decrease the effects of the perturbation δ̄2

by increasing the gain β. 4

GSTA gain β does not only allow to guarantee the global stability of the system.
It can be used to reduce the chattering effect by reducing the minimum values of
gains k1 and k2 (see Figs. 2.1a and 2.1b). Once the gain β is fixed, the possible set of
gains k1 and k2 are depicted in Fig. 2.2a.

The parameter ε > 0, also allows to adjust the minimum values k1min and k2min.
Fig. (2.2a) shows how the parameter ε can be selected such that k1min and k2min are
in their lowest values.
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(A) Set of GSTA gains {k1, k2}, when β and parameter ε are fixed.
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(B) Minimum values of k1 and k2 vs ε.

FIGURE 2.2: Theorem 1. Set of possible selection of gains {k1, k2, β}.
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Chapter 3

Uncertain Coefficient of Control

3.1 Introduction

In this chapter, the Generalized Super-Twisting Algorithm is applied to a class of
systems whose control coefficient is uncertain. Two cases are analyzed: i) pertur-
bations and uncertain coefficient of control are dependent on time and the general
case when ii) perturbation and uncertain control coefficient are time and state de-
pendent. A non-smooth strict Lyapunov function is used to obtain the conditions
for the global finite-time stability and to estimate the time of convergence.

3.2 General case

Consider the scalar dynamic system represented by the differential equation

ẋ = γ(x, t)u+ ϕ(x, t), (3.1)

where x ∈ R is the state and u ∈ R is the control input. The functions ϕ(x, t) and
γ(x, t) are uncertain functions dependent on the state and time. The uncertain con-
trol coefficient function is also assumed to be bounded by positive constants

0 < km ≤ γ(x, t) ≤ kM . (3.2)

In order to guarantee a continuous control signal, the uncertain control coefficient
γ(x, t) and perturbation ϕ(x, t) should be also continuous, since x ≡ 0→ ẋ ≡ 0, and
therefore

0 = γ(x, t)u+ ϕ(x, t)→ ueq(x, t) = −ϕ(x, t)

γ(x, t)
.

Hence, ϕ and γ are assumed to be Lipschitz continuous functions with respect to t
and ϕ, γ ∈ C 1 with respect to x.

Following Gonzalez, A., and Fridman, 2012, we split the perturbations into two
parts

ϕ(x, t) = ϕ1(x, t) + ϕ2(x, t), (3.3)

such that the first term is vanishing at the origin, i.e. ϕ1(0, t) = 0 for all t ≥ 0, and
bounded by

|ϕ1(x, t)| ≤ α|φ1(x)|, φ1(0) = 0. (3.4)
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The total time derivative of the second term (divided by the control coefficient γ(x, t))
can be represented as

d

dt

(
ϕ2(x, t)

γ(x, t)

)
=

1

γ

∂ϕ2

∂t
− ϕ2

γ2

∂γ

∂t︸ ︷︷ ︸
δ1(x,t)

+

(
1

γ

∂ϕ2

∂x
− ϕ2

γ2

∂γ

∂x

)
︸ ︷︷ ︸

δ2(x,t)

ẋ (3.5a)

= δ1(x, t) + δ2(x, t)ẋ. (3.5b)

System (3.1) in closed-loop with GSTA (2.5) has the form

ẋ = −k1γ(x, t)φ1(x) + ϕ1(x, t) + γ(x, t)

[
z +

ϕ2(x, t)

γ(x, t)

]
,

and defining x1 = x and x2 = z +
ϕ2(x1, t)

γ(x1, t)
, we obtain

ẋ1 = γ(x1, t)

[
−k1φ1(x1) +

ϕ1(x1, t)

γ(x1, t)
+ x2

]
, (3.6a)

ẋ2 = −k2φ2(x1) +
d

dt

(
ϕ2(x1, t)

γ(x1, t)

)
. (3.6b)

Moreover, according to the previous discussion we assume that the perturbation
terms are such that the functions

δ1(x1, t) =
1

γ(x1, t)

∂ϕ2(x1, t)

∂t
− ϕ2(x1, t)

γ2(x1, t)

∂γ(x1, t)

∂t
,

δ2(x1, t) =
1

γ(x1, t)

∂ϕ2(x1, t)

∂x1
− ϕ2(x1, t)

γ2(x1, t)

∂γ(x1, t)

∂x1

(3.7)

are bounded by positive constants

|δ1(x1, t)| ≤ δ̄1, |δ2(x1, t)| ≤ δ̄2. (3.8)

Theorem 2. Suppose that γ(x, t) and ϕ(x, t) of system (3.1) satisfy (3.2) and (3.8). Then,
the states x1 and x2 converge to zero and z converges to−ϕ(x, t), globally and in finite-time,
if GSTA gains k1, k2 and β > 0 are designed as follows: for any ε > 0:

k1 >
(1 + ε)

4εkm

(
α

km
(kM − km) +

δ̄2ε

β
(kM + km + 2)

)
+

(1 + ε)

4εkm

√
Λk1 +

α

km
, (3.9a)

Λk1 =

(
α

km
(kM − km) +

δ̄2ε

β
(kM + km + 2)

)2

+ 8ε(kM − km)

(
δ̄2α

β
+ 2δ̄1

)
.

k2 ∈
[
kM

(
2
√

¯
hεc̄− c̄

2

√
∆k2

)2

+ 2δ̄1, kM

(
2
√

¯
hεc̄+

c̄

2

√
∆k2

)2

+ 2δ̄1

]
, (3.9b)

∆k2 = 16
¯
hε− 8

(
(1 + ε)(kM − km)

¯
k1km

)(
(1 + ε)

¯
k1km

[
δ̄2α

β
+ 2δ̄1

]
+
δ̄2ε

β
+

α

km

)
.

¯
h = 1− δ̄2

β

km + ε

(k1km − α)
, c̄ = ¯

k1km
(1 + ε)(kM − km)

,
¯
k1 = k1 −

α

km
.
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Moreover, a system trajectory starting at x(0) = (x1(0), x2(0)) reaches the origin in a time
smaller than

T (x(0)) =
2

µ2
ln

(
µ2

µ1
V

1
2 (x1(0), x2(0)) + 1

)
. (3.9c)

where

V = ξTPξ, P =

[
p1 −1
−1 p2

]
> 0, ξT = [φ1(x1) x2] . (3.9d)

4

Selection of matrix P and the proof of the Theorem is given in the Appendix A.

Remark 2. When the control coefficient is known or it is unknown but constant, the partial
derivatives of γ(·) with respect to the state and time are zero

(
∂γ(·)
∂t = ∂γ(·)

∂x = 0
)

, GSTA
is able to ensure the global finite-time stability even in the case of unbounded perturbations
ϕ(·). 4

3.3 Time dependent uncertain control coefficient and pertur-
bation

The last case of analysis is taking into account an uncertain control coefficient and a
perturbation, both Lipschitz continuous functions of time,

ẋ = γ(t)u+ ϕ(t), (3.10)

where x ∈ R is the state and u ∈ R is the control input. The uncertain control
coefficient is assumed to be bounded by positive constants

0 < km ≤ γ(t) ≤ kM . (3.11)

The total derivative of the second term in the perturbation (3.3) has the form

δ1(t) :=
d

dt

(
ϕ2(t)

γ(t)

)
=

1

γ

dϕ2

dt
− ϕ2

γ2

dγ

dt
. (3.12)

System (3.10) in closed-loop with GSTA has the form

ẋ = −k1γ(t)φ1(x) + ϕ1(t) + γ(t)
[
z + ϕ2(t)

γ(t)

]
,

and defining x1 = x and x2 = z + ϕ2(t)
γ(t) ,

ẋ1 = γ(t)

[
−k1φ1(x1) +

ϕ1(t)

γ(t)
+ x2

]
,

ẋ2 = −k2φ2(x1) +
d

dt

(
ϕ2(t)

γ(t)

)
.

The total time derivative of the perturbation is assumed to be bounded by a positive
constant

|δ1(t)| ≤ δ̄1. (3.13)
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Corollary 1. Suppose that γ(t) and ϕ(t) of system (3.10) satisfy (3.11) and (3.13). Then,
the states x1 and x2 converge to zero and z converges to −ϕ(t)

γ(t) , globally and in finite-time, if
GSTA gains k1, k2 and β ≥ 0 are designed as follows: for any ε > 0:

k1 >
(1 + ε)

4εkm

(
α

km
(kM − km)

)
+

(1 + ε)

4εkm

√
Λk1 +

α

km
. (3.14a)

Λk1 =

(
α

km
(kM − km)

)2

+ 16ε(kM − km)δ̄1.

k2 ∈
[
kM

(
2
√
εc̄− c̄

2

√
∆k2

)2

+ 2δ̄1, kM

(
2
√
εc̄+

c̄

2

√
∆k2

)2

+ 2δ̄1

]
, (3.14b)

∆k2 = 16ε− 8

(
(1 + ε)(kM − km)

¯
k1km

)(
(1 + ε)

¯
k1km

2δ̄1 +
α

km

)
.

c̄ = ¯
k1km

(1 + ε)(kM − km)
,

¯
k1 = k1 −

α

km
.

4

Proof is given in the Appendix A.
Example 1: Let be ϕ(t) = t and γ(t) = 1

t+1 + 1. The time derivatives are ϕ̇(t) = 1

and γ̇(t) = −1
(t+1)2

which are bounded by 1, and km = 1, kM = 2. Using (3.12) and
(3.13), ∣∣∣∣ϕ̇(t) +

ϕ(t)

km
γ̇(t)

∣∣∣∣ ≤ 1.3.

Following (3.14), we design the GSTA gains ε = 1, k1 = 3, k2 = 5 and β = 0. Fig. 3.1a
shows the functions ϕ(t) and γ(t). Fig. 3.1b shows the behavior of d

dt

(
ϕ(t)
γ(t)

)
, and the

value of the bound δ̄1. It can be seen how the perturbation term never exceeds the
calculated bound. The Sliding Mode is achieved almost at the beginning of the sim-
ulation and remains there for all future time (Fig. 3.1c). Note that the perturbation
grows without limit, and the GSTA is able to compensate it globally and for all time.

GSTA compensates uncertainties coming from both, uncertain control coefficient
and perturbation, as the ratio −ϕ(·)

γ(·) . Note that boundedness in (3.8) and (3.13)

implies that the product dγ(·)
dt ϕ(·) should be bounded. This is an example where

the term ϕ(·) can be growing in time while the derivative dγ(·)
dt decreases such that

bounds (3.13) and (3.8) exist. 4
Example 2: ϕ(t) = sin(t) + 1 ≤ 2 and γ(t) = 1 + 0.5 cos(t). The time derivatives

are φ̇(t) = cos(t) ≤ 1, γ̇(t) = −0.5 sin(t) ≤ 0.5, km = 0.5, kM = 1.5. Using (3.12) and
(3.13)

δ1(t) =
cos(t)

1 + 0.5 cos(t)
+

0.5 sin(t)(sin(t)− 1)

(1 + 0.5 cos(t))2
, |δ1(t)| ≤ 6.

In Figure 3.2, it is possible to observe the set of possible selection of gains following
(3.14), for example k1 = 12, k2 = 23 and β = 0. Also the set of possible gains follow-
ing Levant, 1993 is depicted. It is possible to see that the obtained gain conditions for
GSTA in presence of time dependent uncertain control coefficient and perturbations
is much less restrictive. 4
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Remark 3. It is worth noting that system perturbations in Example 1 cannot be covered by
conditions found in Levant, 1993. Moreover, in Example 2, the STA gain conditions (3.14)
is much less restricctive than those found in Levant, 1993.

4

3.4 Motivation Example of Chapter 2 (revisited)

Consider again the system (2.1) and the desired speed as q̇d = a sin (ωt). System
parameters are b = 1, g = 10, a = 2, ω = 2, km = 0.5, kM = 1. The closed-loop with
the GSTA, and perturbations split in two parts

ė1 = −k1γ(q)φ1(e1)−γ(q)be1︸ ︷︷ ︸
ϕ1(e1,t)

+γ(q)[z−g sin (q)− b (q̇d + arctan (e1 + q̇d))−
q̈d
γ(q)︸ ︷︷ ︸

ϕ2(e1,t)
γ(q)

].

(3.15)
Then, the system with dynamic extension e2 = z + ϕ2(e1,t)

γ(q) , can be rewritten in
the form

ė1 = −γ(q)k1φ1(e1) + γ(q)e2 + ϕ1(e1, t) (3.16a)

ė2 = −k2φ2(e1) +
d

dt

(
ϕ2(e1, t)

γ(q)

)
, (3.16b)

ϕ(e1, t)

γ(t)
= −g sin (q)− b (q̇d + arctan (e1 + q̇d))−

q̈d
γ(q)

. (3.16c)

The partial derivatives are

∂γ(q)

∂t
=

2 cos(q) sin(q)

(1 + cos2(q))2
,

∂γ(q)

∂e1
= 0,

∂ϕ(e1, t)

∂t
= −γ̇(q) (g sin(q) + bq̇d + b arctan(e1 + q̇d))

−γ(q)

(
g cos(q) + bq̈d

(
1 +

1

(e1 + q̇d)2 + 1

))
− ...qd,

∂ϕ(e1, t)

∂e1
=

−bγ(q)

(e1 + q̇d)2 + 1
.

Following the proposed analysis, from (2.9), we get that

| − bγ(q)e1| < αβ|e1| ⇒ β = 6 > bkM and α = 0.2,

and the bounds (3.8) are

|δ1(x1, t)| ≤ 2aω(1 + b+ ω) + g = 42

|δ2(x1, t)| ≤ bkM = 1.

Then, using (2.16a) and (3.9b) we can select ε = 1 and k1 = 24 > k1min = 19.18, and
k2 = 172 > k2min = 170.59.
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Fig. (3.3a) shows the speed variable converging to the desired reference in finite-
time and the continuous control signal. Fig. (3.3b) shows the state dependent per-
turbation and the uncertain control coefficient.

With the proposed design the problem of the algebraic loop, uncertain control
coefficient and state dependent perturbations can be solved.
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Chapter 4

Saturation of STA

4.1 Introduction

Two different structures of Saturated Super-Twisting Algorithm (SSTA) combining
Relay Controller (RC) and standard STA are presented. Both structures switch RC
and STA through a dynamic switching law based on Lyapunov level curves. The RC
enforce the system trajectories to a neighborhood of the origin such that crossing the
border of this vicinity, the STA dynamics will ensure finite-time convergence to the
origin without saturation.

In order to increment the maximum bound of the supported perturbations, the
second algorithm also includes a perturbation estimator setting STA’s integrator to
the theoretically exact perturbation estimation.

Contribution

Two different versions of Saturated Super-Twisting Algorithms (SSTA) are presented.
The first algorithm (Castillo et al., 2016b), the switching condition is designed based
on a Positively Invariant Set (PINS) formed by the level curve of the Lyapunov func-
tion from Moreno and Osorio, 2008 lying between the saturation curves. The RC
will enforce the trajectory of the system to reach this PINS in finite-time where the
switching to the STA will take place. STA controller will produce continuous con-
trol signal and will be able to drive system trajectory to zero in finite-time fulfilling
the saturation condition. Finally this controller will produce just one switch. The
main disadvantage of this first scheme is that the maximum supported perturbation
bound is less then the half of the saturation level.

In the second algorithm (Castillo et al., 2016a), the performance of the closed
loop system is improved with the addition of a perturbation estimator which takes
advantage of the intervals of time where the RC controller is active, and resetting
the STA’s integrator term to the theoretically exact value of the perturbation when it
becomes active. This change improves the maximum perturbation bound supported
by the SSTA.

Prescribed finite-time convergence gains of the estimator are obtained with the
Lyapunov function from Polyakov and Poznyak, 2009 in order to improve the behav-
ior of the transient process. Experimental validations on a mechanical systems are
included in Chapter 5 to illustrate the performance of the of the proposed scheme.

Section 4.2 presents the problem statement and the proposed algorithm. In Sec-
tion 4.3, the algorithm and gain designs are presented with simple examples and
section 4.4 the second algorithm with perturbation estimator.
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4.2 Problem Statement

For the sake of simplicity, we consider the simplest case of first order perturbed
system of the first chapters. Later on, we will show that the following results can be
extended for the case of state dependent perturbations and GSTA,

ẋ = u+ ϕ(t), x0 = x(0), (4.1)

where x ∈ R is the state and u ∈ R the control input. Assume that the perturbation
term ϕ(t) is a bounded and globally Lipschitz continuous function, i.e.

|ϕ(t)| ≤ ϕmax, |ϕ̇(t)| ≤ L. (4.2a)

Moreover, the control input for the plant is saturated such that

ρ ≥ |u|. (4.2b)

where ρ ∈ R is a given constant.
The objective of control is to drive the state trajectories of x to the origin in finite-

time with a control signal that is continuous except at a finite number of switching
instants.

A necessary condition of the problem to be solvable is

ρ > ϕmax. (4.2c)

4.3 Saturated Super Twisting Algorithm

In order to guarantee boundedness and continuity of the control signal, the follow-
ing dynamic switched control law is proposed:

u =


uc if s = 0

uSTA if s = 1;

(4.3a)

[
uc
ż

]
=

[
−ρsign (x)

0

]
, z(0) = 0 (4.3b)[

uSTA
ż

]
=

[
−k1dxc1/2 + z
−k2sign (x)

]
, z(t1) = 0. (4.3c)

A dynamic switching law (see Fig. 4.1), defines the value of the binary variable
s. The variable is set to s = 0 for every initial condition |x0| > δ. If the state satisfies
|x(t)| ≤ δ, s is set to s = 1 and keeps this value for all future time, even if the state
becomes |x(t)| > δ. This condition avoids sliding motions along the switching lines
|x(t)| = δ.

We will show that the proposed algorithm can enforce the trajectories to zero in
finite-time with only one switch (or any) from RC to STA, fulfilling the saturation in
the control input.
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Start

no
|x0| > δ

yes

s = 0

(u = uc)

s = 1

(u = uSTA)
|x(t)| ≤ δ

no yes

FIGURE 4.1: Principle of the switching law. Only one (or any) transi-
tion from RC to STA.

Theorem 3. Suppose that the perturbation term of system (4.1) satisfies (4.2) with L > 0
and ρ > ϕmax ≥ 0. Then, all the trajectories of system (4.1) in closed-loop with (4.3) will
converge to the origin in finite-time if gains satisfy

k1 > 0, k2 > 3L+ 2L2

k21
, (4.4)

and the switching occurs if |x(t)| ≤ δ is reached where

0 ≤ δ ≤ 2ρ2γ2

(k2
1 + 4k2)

, γ2 =
k2

1 + 8k2

2k2
1 + 8k2

, (4.5)

fulfilling (4.2b) with a continuous control signal and at most only one switch. The maximum
perturbation bound is

ϕmax < κρ; κ =
2γ2ρ+

√
δk1 − 2

√
γ3

2(γ2 − 1)
, (4.6)

where γ3 = γ2ρ
2 + δ

((
k21
2 + 2k2

)
(γ2 − 1) +

k21
4

)
+
√
δγ2k1ρ. N

The proof is given in the Appendix.

4.3.1 Principle of operation

Nominal case: STA is a state feedback control law u = uSTA(x, z) with integral
action that introduces a dynamical extension in the closed-loop system

Σs :

{
ẋ = −k1dxc1/2 + z

ż = −k2sign (x) ,

making dynamics of order two. The saturation of the control signal |uSTA(x, z)| ≤ ρ
can be interpreted as the curves z = ±ρ+k1dx1c

1
2 in the phase plane (x, z) (see black

dashed lines in Fig. 4.2).
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z = −ρ+ k1dx1c

1
2

z = ρ+ k1dx1c
1
2

Ωs

Ωδ

δ

FIGURE 4.2: Nominal case phase plane: saturation planes (dashed),
PINS Ωs with respect to STA (solid), PINS Ωδ with respect to RC (dot-

ted) which is a subset of Ωs.

Based on Lyapunov function in Moreno, 2009

Vs(x, z) = ξTPξ, P =

[
p11 −p12

−p12 p22

]
> 0, (4.7)

with P being a constant, symmetric and positive definite matrix and the vector ξT =
[ξ1 ξ2] =

[
|x1|1/2sign (x1) z

]
; we find the maximum sublevel set Ωs = {(x, z) ∈

R2 | Vs(x, z) ≤ cs} as a Positively Invariant Set (PINS) such that it is between the
saturation curves. Thus, every trajectory of the system starting inside Ωs fulfills
(4.2b) (see Fig. 4.2).

Remark 4. The structure of Lyapunov function 4.7 used to obtain PINS, is exactly the same
as the one used for the stability analysis in Chapters 2 and 3, see Appendix A. Therefore,
GSTA can be applied, and the saturation mechanism will be exactly the same.

4

A second PINS Ωδ with respect to the closed-loop system

Σc :

{
ẋ = −ρsign (x)

ż = 0,

where x(0) = x0, z(0) = 0, is found as a sublevel set Ωδ = {x ∈ R | Vc(x) ≤ c1δ},
where

Vc(x) = c1|x|, c1 > 0. (4.8)

If Ωδ is a subset of Ωs, then trajectories driven by RC will converge to Ωδ in finite-
time, and also will reach Ωs in finite-time. Any starting STA trajectory inside Ωδ will
be also inside Ωs and then, the STA trajectories will converge to zero fulfilling (4.2b).
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x
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z

ϕmax

−ϕmax

δ−δ

FIGURE 4.3: Phase Plane with perturbation |ϕ(t)| ≤ ϕmax. Switch of
control law in a neighborhood of the origin |x(t)| ≤ δ and a system

trajectory (dotted).

Perturbed case: The closed-loop system can be represented by

Σ2 :

{
ẋ1 = −k1dx1c1/2 + x2

ẋ2 = −k2sign (x1) + ϕ̇(t)
(4.9)

where x1 = x, x2 = z+ϕ(t). The order of the system dynamics is again increased by
one.

Lyapunov functions from Moreno and Osorio, 2012, Polyakov and Poznyak, 2009
ensure finite-time convergence of the trajectories to a second order sliding mode
x1 = x2 = 0. Convergence of x2 to zero in finite-time implies that z converges to
−ϕ(t). Then, in the phase plane (x1, z), the perturbation ϕ(t) acts as displacements
of the equilibrium point along the z axis, see Fig. 4.3.

PINS Ωs should be reduced in its size, adjusting the parameter δ as in (4.5), in
order to maintain condition (4.2b). The smaller selected δ, the greater allowed maxi-
mum bound ϕmax.

Note that the maximum allowed value for the bound of the perturbation is less
than 1

2ρ. This is a restrictive drawback of the proposed algorithm as it was expected
to have the whole range of control signal to overcome perturbations.

Remark 5. Note in Fig. 4.3 that the dynamic switching law allows the trajectories of the
STA to behave freely inside the PINS Ωs, even leaving the set |x(t)| ≤ δ without generating
high frequency switching along the lines |x| = δ.

4
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imum rate with saturated control signal |u| ≤ ρ = 10. Sampling step

of τ = 0.05s.

4.3.2 Example 1

Consider system (4.9) with the following perturbation and initial condition:

ϕ21(t) = sin(3t)− 3.5, x0 = 20.

The control input is saturated to |u| ≤ ρ = 10. The gains were selected as in (4.4)
with respect to ϕ1(t), as k1 = 6 and k2 = 10. Choosing δ = 0, the maximum allowed
perturbation in (4.6) is ϕmax = 4.66. Note that the perturbation ϕ1(t) fulfills (4.6).

Fig. 4.5 shows how the system trajectories converge to zero in finite-time. From
the initial time t0 = 0 to t1 ≈ 1.5 the saturation of the control signal drives the state
towards zero with the maximum possible rate. Then, a discontinuity in the control
signal produced by the switching law occurs. A Super-Twisting Algorithm reaching
phase from second 1.5 to 3.5 takes place. The trajectories converge to zero in finite-
time compensating the perturbation.

The original STA Levant, 1993, Theorem 5, p.1257 defined by

u = u1 + u2,

u̇1 =

{
−u. |u| > ρ

−αsign (σ) , |u| ≤ ρ

u2 =

{
−λ|σ0|psign (σ) |σ| > σ0

−λ|σ|psign (σ) |σ| ≤ σ0

was also simulated with the same gains λ = k1, α = k2, and parameters ρ = 10,
σ0 = 5 and p = 1

2 . Results are shown in Fig. 4.5. Note that the saturation level is
generated by high frequency switching in the control law producing sliding-modes
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FIGURE 4.5: Levant’s original STA. Sampling step of τ = 0.05s.

that can cause undesired stress in the actuator. Note also that the convergence is
slightly slower.

4.4 Saturated Super-Twisting with a Perturbation Estimator

In order to overcome restriction (4.6), an estimator of the perturbation based on STA
(Davila, Fridman, and Poznyak, 2006) is included into the algorithm stated above.
The estimator is defined by

˙̂x1 = β1de1c1/2 − x̂2 + u
˙̂x2 = −β2sign (e1) ,
e1 = x− x̂1, e2 = x̂2 + ϕ(t),

(4.10)

where x̂1 is an estimate of x1 and x̂2 an estimate of −ϕ(t). In this new scheme, the
dynamic switching law is also able to reset the variable to s = 0 only if the value
of the precalculated STA control signal exceeds |uSTA| > ρ, see Fig. 4.6. When the
control law switches from RC to STA dynamics at time ti, i = 0, 1, 2, ..., t0 = 0, the
STA’s integrator is reset to the estimation

z(ti) = x̂2s(ti),

x̂2s =


ρ+ k1dxc1/2 if x̂2 > ρ+ k1dxc1/2,
−ρ+ k1dxc1/2 if x̂2 < −ρ+ k1dxc1/2,
x̂2 otherwise.

(4.11)

With the appropriate selection of {k1, k2, β1, β2} based on (4.2a), the state x con-
verges to zero in finite-time and z and x̂2 converge to −ϕ(t) in finite-time.

Theorem 4. Suppose that the perturbation term of system (4.1) satisfies (4.2) with L > 0
and ρ > ϕmax ≥ 0. Then, all the trajectories of system (4.1) in closed-loop with (4.3), (4.10)
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FIGURE 4.6: Principle of the extended switching law.

and (4.11) will converge to the origin in finite-time if the gains satisfy

k1 > 0, k2 > 3L+ 2L2

k21
, (4.12a)

β1 > 0, β2 > 3L+ 2L2

β2
1
, (4.12b)

and the switching from RC to STA occurs if |x(t)| ≤ δ where

0 ≤ δ ≤ 2ρ2γ2

(k2
1 + 4k2)

, γ2 =
k2

1 + 8k2

2k2
1 + 8k2

, (4.13)

fulfilling (4.2b) with a continuous control and a finite number of switches. The maximum
allowed perturbation bound is

ϕmax < ρ. (4.14)

N

The proof is given in the Appendix.
With the new switching law and estimator, RC and STA dynamics can alternate

a finite number of times depending on the instant values of the perturbations. This
new scheme is able to compensate perturbations whose maximum bound is ϕmax <
ρ.

4.4.1 Example 2

Consider system (4.1) with perturbation ϕ22(t) = 1
2sin(

√
5t) − 8, and a saturated

control input |u| ≤ ρ = 10. Then, for ϕmax = 8.5 and L = 1.12 is possible to
design k1 = β1 = 1, k2 = β2 = 5.9 and δ = 5. In Fig. 4.7, it can be observed how
the state x1 = x and the virtual state x2 = z + ϕ2 converge to zero in finite time
starting from the initial condition x1(0) = 20. During the first second, the system
trajectory is driven to a region around the origin |x(t)| ≤ δ by a saturated control
input u = −10. Then, the STA is activated at time t1 ≈ 0.8s and a reaching phase
(transient process) occurs. The continuous control signal reaches |uSTA| ≥ ρ in time
instant t ≈ 2.8s, and the saturation (u = uc) is activated and so on. Note that during
the change of STA’s behavior at times t1 ≈ 0.8s, t2 ≈ 3s, and t3 ≈ 4.8s, the estimator
still has wrong estimation values. Nevertheless, the integrator initialization helps
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convergence to zero in finite-time of the state and the estimator. Mul-

tiple control switches can occur before the state reaches zero.

the trajectories to converge faster and, at the end of the simulation, this allows to
compensate perturbations whose bounds ϕmax are near to the saturation level ρ.

4.5 Prescribed finite-time convergence gains

An interesting SSTA’s behavior occurs when the parameter δ is selected as δ = 0, and
the estimation error converges to zero before the state reaches x = 0. It provides the
maximum rate of convergence of the state to zero, and theoretically exactly compen-
sates the perturbation in sliding mode x = ẋ = 0 with a continuous control signal
and with just one switch from RC to STA.

We will show that it is possible to design the gains of the estimator such that the
exact value of the perturbation is estimated before the reaching time of the state for
every initial condition x0 6= 0.

Proposition 1. Suppose that (4.2a) and (4.2b) are fulfilled. Then, for every initial condition
x0 6= 0, the gains of the STA estimator

β1 ≥ max{2.5
√
L̃, 6
√
L} (4.15a)

β2 ≥ max{1.6L̃− 2L, 7L} (4.15b)

where

L̃ =

(
ϕ2
max + ρϕmax

)
|x0|

; (4.16)

ensure the finite-time convergence of the estimator states to the sliding mode e1 = e2 = 0 in
a time smaller than

t1 < Tcmin =
|x0|

ρ+ ϕmax
. (4.17)



30 Chapter 4. Saturation of STA

−10

0

10

20

S
ta

te
 

 

x1
x2

−10

0

10

C
o

n
tr

o
l

 

 

±ρ
u

0 0.5 1 1.5 2 2.5 3

−10

−5

0

E
s
ti
m

a
ti
o

n

Time [s]

 

 

φ(t)

−x̂2s

Te t1

FIGURE 4.8: The selection of the estimator’s gains as in (4.15), en-
sures convergence of the estimator in a finite time Te smaller than the

reaching time of the state t1.

N

4.5.1 Example 3

Consider system (4.1) with the perturbation term ϕ23(t) = 0.9 cos(10t) − 9, and a
saturated control input |u| ≤ ρ = 10. The controller gains are chosen as k1 = 4,
k2 = 37.12505, and δ = 0. Using (4.15) and (4.16), we get β1 = 19, and β2 = 63.5. The
estimation of the state reaching time is Tcmin = |20|

10+9.9 = 1.0050s.
The estimation error in Fig. 4.8 converges to zero before second 1 (Te ≈ 0.6s)

and then, the state converges to zero. When the state reaches |x| = δ = 0, the STA’s
integrator is initialized with the exact value of the perturbation z(t1) = x̂2s(t1) =
−0.9 cos(10t1) + 9. Then, the trajectories are maintained in sliding mode x = ẋ = 0
for all future time with an equivalent control u = −ϕ̂32(t) = −0.9 cos(10t) + 9. It is
possible to see that two properties are achieved:

• Perturbation is near to the control limit with maximum of ϕmax = 9.9.

• The estimation error converges to zero at time Te ≈ 0.6s, i.e. faster than the
state.
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Chapter 5

Experimental Setups

5.1 Velocity Tracking of a Mechanical System

Consider the problem of velocity tracking in mechanical system

Jmq̈ + F (q, q̇) = τ + ω(t),

where q ∈ R and q̇ ∈ Q ⊂ R are the state variables and u ∈ R the torque control
input which is limited to |τ | ≤ ρ = 0.7Nm. The terms of the differential equation
represent the inertia moment with Jm = 0.0286Kgm

2, a bounded function F rep-
resenting locally Lipschitz unknown dynamics of the system, the saturated torque
control input τ , and possibly external Lipschitz disturbances ω(t).

It is desired to realize exact velocity tracking to a desired trajectory q̇d. By defin-
ing the error variable e1 = q̇ − q̇d, the velocity error dynamics are

ė1 = γ̄

τ + ω(t)− F (q, q̇)︸ ︷︷ ︸
ϕ(t)

− q̈d, (5.1)

where γ̄ = 1/Jm, and ϕ(t) = ω(t)−F (q, q̇), a bounded locally Lipschitz perturbation
with bounded derivative |ϕ̇(t)| ≤ L, to be determined experimentally. The perturba-
tion is assumed to be bounded by a constant |ϕ(t)| ≤ φmax < ρ = 0.7Nm. Applying
the control law τ = q̈d

γ̄ + u, where u ∈ R is a new control input, the system becomes

ė1 = γ̄ (u+ φ(t)) .

Here, we can apply the SSTA as in (4.3). The perturbation estimator is implemented
with a slightly difference in the coefficient of control γ̄

˙̂x1 = β1de1c1/2 − x̂2 + γ̄u
˙̂x2 = −β2sign (e1) , e1 = x− x̂1,

(5.2)

z(ti) = x̂2s(ti), and

x̂2s =


ρ+ α1dxc1/2 if x̂2γ̄ > ρ+ α1dxc1/2,
−ρ+ α1dxc1/2 if x̂2γ̄ < −ρ+ α1dxc1/2,
x̂2
γ̄ otherwise.

(5.3)

The SSTA was implemented in the ECP Torsional Model 205. It is an experi-
mental system which consists in three inertial subsystems interconnected through
two springs, (see Fig. 5.1). Its design allows the reconfiguration of inertias, springs
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FIGURE 5.1: ECP Model 205: Torsional Plant.

and the interconnection between subsystems. In this experiment only one inertia
subsystem will be considered.

Figure 5.2 shows the velocity tracking to a desired polynomial trajectory q̇d in-
cluding three steps at second 30, 35, and 45. A STA with a saturation function at its
output without any wind-up technique and the SSTA were applied to the plant with
the same gains k1 = 0.12, k2 = 0.45 and β = 0, experimentally adjusted. It is possible
to see the overshoots that the integral wind-up produces to the trajectory tracking
when STA+sat(u) is used. The SSTA with perturbation estimator is able to reach
the desired step levels without overshoots. Control signals of both experiments are
depicted in Fig. 5.3. STA+sat(u) integrates the tracking error during all saturation
intervals, accumulating an integral control action that produces the overshoots in
the state. SSTA jumps from STA to FOSMC behavior when needed and jumps back
to STA with the exact amount of integral control action to exactly compensate the
dynamics and perturbations of the system avoiding the overshoot. The estimation
error and the perturbation estimation is depicted in Fig. 5.4. Video of the experiment
can be found at https://goo.gl/O009Qy.

5.2 Controlled Swing-up for a Reaction Wheel Pendulum

5.2.1 Reaction Wheel Pendulum model

A Reaction Wheel Pendulum (RWP) is a weight or bar suspended from a pivot so
that it can swing freely with an inertia wheel attached. The disk is actuated by DC-
motor and the coupling torque generated by the angular acceleration of the disk can
be used to actively control the system. (Fig. 5.5).

https://goo.gl/O009Qy
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FIGURE 5.6: Frame coordinates and parameters of Reaction Wheel
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RWP can be modeled as a two degree of freedom robot

d11q̈1 + d12q̈2 + b1q̇1 + η(q1) = 0,
d21q̈1 + d22q̈2 + b2q̇2 = τ + ϕ(t),

(5.4)

where q1 is the pendulum angle, q2 is the disk angle, τ is the motor torque input,
ω(t) possible external Lipschitz perturbations and

d11 = m1`
2
c1 +m2`

2
1 + I1 + I2

d12 = d21 = d22 = I2,
η(q1) = −m̄g sin(q1),
m̄ = m1`c1 +m2`1

(5.5)

with the parameters shown in Fig. 5.6

5.2.2 Control Design

The objective of control is a tracking trajectory of the pendulum position in order to
make a swing-up and stabilize the instable equilibrium point. As the disc angular
position is a cyclic variable it will not be taken into account into the model. Then,
the reduced model state vector is defined xT = [x1 x2 x3] = [q1 q̇1 q̇2] and
finally, the state space model is given by

ẋ1 = x2,

ẋ2 = −d22
D η(x1)− d22b1

D x2 + d12b2
D x3 − d12

D (τ + ϕ(t))

ẋ3 = d21
D η(x1) + d21b1

D x2 − d11b2
D x3 + d11

D (τ + ϕ(t))

(5.6)

where D = d11d22 − d12d21 > 0.
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The tracking errors are defined as e1 = x1 − xd, e2 = x2 − ẋd and e3 = x3, thus
the error dynamics are

ė1 = e2

ė2 = −d22
D η(e1 + xd)− d22b1

D (e2 + ẋd) + d12b2
D e3 − d12

D (τ + ϕ(t))− ẍd
ė3 = d21

D η(e1 + xd) + d21b1
D (e2 + ẋd)− d11b2

D e3 + d11
D (τ + ϕ(t))

(5.7)

This can be written as
ė = f(e, t) + g(τ + ϕ(t)) (5.8)

where the error vector is eT = [e1 e2 e3], and

f(e, t) =


x2

−d22

D
η(e1 + xd)−

d22b1
D

(e2 + ẋd) +
d12b2
D

e3 − ẍd
d21

D
η(e1 + xd) +

d21b1
D

(e2 + ẋd)−
d11b2
D

e3

 ,

g =


0

−d12

D
d11

D

 .
(5.9)

Feedback linearization

In order to take the system into the normal form of Isidori, 1995, a feedback lin-
earization approach was used. It was proved that there exists an output y = h(e),
such that it has relative degree equals to the order of the system n. Defining the
output as follows

y = h(e) = b1e1 + d11e2 + d12e3. (5.10)

The first derivative of the function output y satisfies the condition

ẏ = Lfh+ Lgh(τ + ϕ(t)), (5.11)

in which Lfh is the Lie derivative of h with respect to f and Lgh the one respect to f
and g. The Lie derivative with respect of h to f of the system is

Lfh =
[
b1, d11 d12

]  e2

−d22
D η(e1 + xd)− d22b1

D (e2 + ẋd) + d12b2
D e3 − ẍd

d21
D η(e1 + xd) + d21b1

D (e2 + ẋd)− d11b2
D e3


= −η(e1 + xd)− b1ẋd − d11ẍd,

(5.12)
and the Lie derivative with respect to f and g is

Lgh =
[
b1, d11, d12

]  0

−d12
D

d11
D

 = 0 (5.13)

Following the procedure, the higher Lie derivatives were computed as follows

ÿ = L2
fh+ LgLfhτ = L2

fh, LgLfh = 0,

y(3) = L3
fh+ LgL

2
fhτ = L3

fh, LgL
2
fh 6= 0,

(5.14)
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where

L2
fh = −η̇(e1 + xd)e2 − b1ẍd − d11x

(3)
d ,

L3
fh = −η̈(e1 + xd)e

2
2 + η̇(e1 + xd)

[
d21
D η(e1 + xd) + d21b1

D (e2 + ẋd)− d11b2
D e3

]
−b1x(3)

d − d11x
(4)
d

LgL
2
fh = d12

D η̇(e1 + xd).

(5.15)
It is possible to see that the relative degree of the system is n = 3, with respect to

the output mentioned in equation (5.10).
Defining new state variables as

z1 = h(e) = b1e1 + d11e2 + d12e3,
z2 = Lfh(e) = −η(e1 + xd)− b1ẋd − d11ẍd

z3 = L2
fh(e) = −η̇(e1 + xd)e2 − b1ẍd − d11x

(3)
d

(5.16)

This is a local diffeomorphism. The system now is presented in term of the new state
variable as follows

ż1 =z2, (5.17)
ż2 =z3, (5.18)

ż3 =L3
fh+ LgL

2
fh(τ + ϕ(t)). (5.19)

Defining the transformation for the feedback linearization

τ = 1
LgL2

fh

(
u− L3

fh
)

= D
d12η̇(e1+xd)

{
u+ η̈(e1 + xd)e

2
2 + b1x

(3)
d + d11x

(4)
d +

η̇(e1 + xd)
[
−d22

D η(e1 + xd)− d22b1
D (e2 + ẋd) + d12b2

D e3

]} (5.20)

Now the system can be presented as a chain of integrators of the following form

ż1 =z2 (5.21)
ż2 =z3 (5.22)

ż3 =u+ LgL
2
fhϕ(t). (5.23)

Sliding Mode Design

We apply the classical SMC design for a relative degree one sliding variable. Re-
duced order system is taken as

ż1 =z2 (5.24)
ż2 =z3 = uv (5.25)

and the variable z3 is taken as virtual control uv. A linear controller

uv = −c1z1 − c2z2, (5.26)
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can be designed such that the the origin of the reduced order closed-loop system

ż1 =z2 (5.27)
ż2 =− c1z1 − c2z2 (5.28)

is an asymptotically stable equilibrium point. Gains c1 and c2 can be designed with
pole placement or LQR methods, nevertheless, they will be adjusted experimentally
in the lab. The sliding variable has the form

σ = z3 + c1z1 + c2z2. (5.29)

Sliding variable dynamics are

σ̇ = u+ ϕ(t) + c1z2 + c2z3 (5.30)

and the nominal equivalent control can be applied as

u = −c1z2 − c2z3 + ν (5.31)

such that the closed-loop becomes

σ̇ = ν + ϕ(t). (5.32)

Nevertheless, note that the control law (5.20) strongly depends on the known
parameters of the system. If parametric uncertainty is taken into account the applied
control law has the form

τ =
1

L̃gL̃2
fh

(
u− L̃3

fh
)

(5.33)

The closed-loop system with parametric uncertainty in the control law is

ż1 =z2 (5.34)
ż2 =z3 (5.35)

ż3 =
LgL

2
fh

L̃gL̃2
fh︸ ︷︷ ︸

γ(e)

u+
L3
fh− L̃3

fh

L̃gL̃2
fh

+
LgL

2
fh

L̃gL̃2
fh
ϕ(t)︸ ︷︷ ︸

ϕ̄(e,t)

. (5.36)

Here the coefficient of control L̃gL̃2
fh and L̃3

fh cannot be completely compensated
and the uncertainties become state dependent.

Sliding variable dynamics can be represented as

σ̇ = γ(e)u+ ϕ̄(e, t) + c1z2 + c2z3 (5.37)

and if the nominal equivalent control (5.31) is applied, the closed-loop is

σ̇ = γ(e)ν + c1(1− γ(e))z2 + c2(1− γ(e))z3 + ϕ̄(e, t)︸ ︷︷ ︸
ϕ̃(σ,t)

(5.38)

Note that the sliding variable σ = σ(z) is dependent of state z and the state z =
z(e) is dependent of e. Then, the sliding variable dynamics can be represented by
functions dependent on σ, i.e. γ̃(σ) = γ(e) and ϕ̃(σ, t) = c1(1 − γ(e))z2 + c2(1 −
γ(e))z3 + ϕ̄(e, t).

σ̇ = γ̃(σ)ν + ϕ̃(σ, t) (5.39)
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FIGURE 5.7: Trajectory tracking of pendulum position and velocity
and stabilization of the wheel velocity.

Here the sliding variable matches the problem presented in Chapter 2 and 3.

5.2.3 Experimental Results

Reaction Wheel pendulum of the Sliding Mode Control laboratory was built in the
Institute of Automation and Control, Graz University of Technology, Graz, Austria.
Its actuator consists of a 12[v] DC Motor and quadrature encoders to read the pen-
dulum angular position and disk angular position (see Fig. 5.5).

Fig. 5.7 shows the system trajectories of pendulum position, velocity and wheel
velocity, following a predefined desired trajectory xd(t), ẋd and x3d. The trajectory
was previously designed by the method presented in Graichen, 2006. Once the sys-
tem has reached the instable equilibrium point Fig. 5.8 shows the precision in steady
state.

Fig. 5.9 and 5.10 show the tracking errors of pendulum position and velocity
and the regulation error of wheel velocity. Even when there is a maximum error of
0.18 [rad] in error tracking of the pendulum position, the control strategy was able
to swing-up the pendulum to the instable equilibrium point and stabilize it.

Fig. 5.11 shows the evolution of sliding variable and Fig. 5.12 control signal
produced by the SSTA. The gains for the GSTA were selected as k1 = 2, k2 = 3.5 and
β = 12 and for the sliding surface c1 = 30 and c2 = 15. Note that the magnitude
of control signal and SSTA gains are remarkable big. This is due to the parameter
values of the ratio 1

L̃gL̃2
fh

in the control law (5.33).

The control input signal applied to the system is depicted in Fig. 5.13. It was
saturated at 10[v] in order to protect the actuator.
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FIGURE 5.8: States and trajectories. Zoom.
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FIGURE 5.9: Tracking errors of pendulum position and velocity. Reg-
ulation error of wheel velocity.
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FIGURE 5.10: Error dynamics. Zoom.

0 2 4 6 8 10 12 14 16 18 20

Time [s]

-20

-15

-10

-5

0

5

10

15

σ

-1

-0.5

0

0.5

1

FIGURE 5.11: Evolution of sliding variable.



42 Chapter 5. Experimental Setups

0 2 4 6 8 10 12 14 16 18 20

Time [s]

-100

-50

0

50

100
v
S
S
T
A

0

20

40

FIGURE 5.12: Saturated SSTA control signal at 90
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5.3 Model Predictive Output Integral Sliding Mode Control

A combination of model predictive control with output integral sliding mode tech-
niques is proposed. The output integral sliding mode controller protects the nomi-
nal control provided by the predictive controller against matched perturbations. The
entire concept exploits output information only. The control strategy is tested in the
laboratory on a mass positioning system.

Consider a linear time invariant system

ẋ(t) = Ax(t) +Bu(t) +Bϕ(t) (5.40a)
y(t) = Cx(t) (5.40b)

with state vector x ∈ Rn, initial state x(0) = x(t = 0), inputs u ∈ Rm, matched
perturbations ϕ ∈ Rm and system matrices A ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n.
System (5.40) is subject to constraints

umin ≤ u(t) ≤ umax (5.41a)
u̇min ≤ u̇(t) ≤ u̇max (5.41b)
xmin ≤ x(t) ≤ xmax (5.41c)
ymin ≤ y(t) ≤ ymax . (5.41d)

The main goal is to design an output tracking controller for system (5.40) that does
not need full state measurements and fulfills all constraints (5.41) for all t ≥ 0. There-
fore, the following assumptions are stated:

Assumption 1. Input and output matrices have full rank, i.e. rank(B) = m and rank(C) =
p.

Assumption 2. The pair (A,B) is controllable, (A,C) is observable.

Assumption 3. The initial state is unknown but bounded ||x(0)|| ≤ µ.

Assumption 4. The matched perturbation is unknown but bounded ||ϕ(t)|| ≤ ϕmax, and
also its time derivative ||ϕ̇(t)|| ≤ dmax for all t ≥ 0.

Assumption 5. The dimensions of inputs, outputs and states fulfill m < p < n.

Assumption 6. rank (CB) = m.

5.3.1 Overall Structure

Figure 5.14 shows the overall structure of the proposed control loop, where the con-
trol signal u consists of two parts

u = u0 + u1 , (5.42)

which are both bounded to fulfill (5.41a). A nominal control u0 results from a MPC
that is designed to control the nominal system, i.e. the system without disturbances.
An OISM controller acts as a protector of the nominal behavior against matched
perturbations and contributes with u1 to the control signal. For the estimation of the
systems states, an OISM observer is used. It takes advantage of the nominal control
and the measured outputs y and provides the estimates x̂ to the MPC and the OISM
controller, see Fig. 5.14.
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FIGURE 5.14: Overall structure of the control loop to track desired
references r for the outputs y under the presence of disturbances ϕ.
The OISM block consists of an OISM observer and an OISM controller

For the realization of this control loop, a small sampling time TS,P lant is used for
the OISM observer and controller to get quasi-continuous characteristics. In con-
trast, a much bigger sampling time TS,MPC is used to do the optimization in the
MPC.

5.3.2 Model Predictive Controller

In the chosen classical version of the MPC, the discretized version of model (5.40) is
used:

xk+1 = Ad xk +Bd uk (5.43a)
yk = Cd xk (5.43b)

The change of the control signals between two subsequent time instants ∆uk are
considered as optimization variables. Thus, uk is replaced by uk = uk−1 + ∆uk. As a
consequence, a prediction based on model (5.43) is given by

yk+1 = Fdxk +Gduk−1 +Hd∆uk (5.44)

using the control horizon NC and the prediction horizon NP , see e.g. Maciejowski,
2002. Vectors yk+1 ∈ RpNP and ∆uk ∈ RmNC consists of the values of the predicted
outputs and the changes of the control signal over the corresponding horizons, re-
spectively. Matrices Fd ∈ RpNP×n, Gd ∈ RpNP×m and Hd ∈ RpNP×mNC are built up
using the system matrices in (5.43). In cost function

J(∆uk) =
(
yk+1 − rk+1

)T
Q
(
yk+1 − rk+1

)
+ ∆u

T
kR∆uk (5.45)

the difference between the predicted outputs (5.44) and the reference trajectories
over the prediction horizon rk+1 ∈ RpNP is weighted by Matrix Q ∈ RpNP×pNP .
The change of the control signals contribute to J with a weight R ∈ RmNC×mNC .
Inserting (5.44) in (5.45) yields

J(∆uk) = ∆u
T
k

(
HT
d QHd +R

)
∆uk + 2∆u

T
kH

T
d Qek (5.46)

using vector ek = Fdxk + Gduk−1 − rk+1. Additionally, all constraints (5.41) are
written in terms of ∆uk, i.e.

W∆uk ≤ w̄ (5.47)

with a constant matrix W ∈ R2(2mNC+nNP+pNp)×mNC ,



5.3. Model Predictive Output Integral Sliding Mode Control 45

and a vector w̄ ∈ R2(2mNC+nNP+pNp) that depends on uk−1 and the actual value of xk.
Note that due to (5.42), the admissible control for the MPC is limited depending on
the maximal value of u1. The resulting optimization problem is to minimize (5.46)
subject to (5.47) which is a quadratic program Maciejowski, 2002.

Of course, there exist a lot of extensions of this formulation. However, the goal
in this work is to keep the MPC as simple as possible and use an OISM controller to
get rid of the matched perturbations. This additional controller as well as the MPC
need the states of the system that are estimated in the next Section.

5.3.3 Output Integral Sliding Mode Observer

The main idea behind the OISM observer is to reconstruct the observability matrix
O ∈ Rpl×n so that

O =


C
CA

...
CAl−1

 (5.48)

has full rank, i.e. rank(O) = n, where l represents the observability index Fridman,
Poznyak, and Bejarano, 2014. Then, O is used to determine the states based on the
measured outputs and auxiliary variables as described below.

The estimation is carried out step-by-step in a hierarchical structure. The basis
for that is a classical Luenberger observer of the form

˙̃x = Ax̃+Bu+ L (y − Cx̃)

with matrix gain L ∈ Rn×p. To get exponentially stable dynamics for the error e =
x− x̃, matrix (A− LC) has to be Hurwitz, i.e. all real parts of the eigenvalues have
to be negative. As a result an upper bound for e can be stated as

||e|| ≤ γe−ηt (µ+ ||x̃(0)||) ,

Constants γ and η are both positive.
The step-by-step procedure starts to reconstruct CAx using a first auxiliary sys-

tem, then to determine CA2x by means of a second auxiliary system and so on as far
as CAl−1, see Fridman, Poznyak, and Bejarano, 2014. For the k-th step, the auxiliary
system has the following form

ẋ(k)
a = Akx̃+Ak−1Bu+ L̃

(
CL̃
)−1

v(k) , (5.49)

where L̃ is designed such that CL̃ is invertible. Output injection v(k) is given by

v(k) = αk(t)
s(k)

||s(k)||
(5.50)

with
αk(t) > ||CAk|| ||x− x̃|| , (5.51)

e.g.
αk(t) = ||CAk||γe−ηt (µ+ ||x̃(0)||) + λ (5.52)
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and λ > 0. In (5.50), a sliding variable

s(k) =


y − Cx(1)

a for k = 1

v
(k−1)
eq + CAk−1x̃− Cx(k)

a

for k = 2, . . . , (l − 1)

(5.53)

is used. Its construction uses the outputs for k = 1. For k = 2, . . . , (l − 1), the
equivalent control belonging to the previous step is taken into account, see Bejarano,
Fridman, and Poznyak, 2007; Fridman, Poznyak, and Bejarano, 2014. By the choice
of the initial values

s(k)(0) =


y(0)− Cx(1)

a (0) for k = 1

v
(k−1)
eq (0) + CAk−1x̃(0)− Cx(k)

a (0)

for k = 2, . . . , (l − 1)

(5.54)

one gets
s(k)(0) = 0, ṡ(k)(0) = 0 ⇒ s(k) = 0 ∀t ≥ 0.

and as a consequence

CAkx = CAkx̃+ v(k)
eq for k = 2, . . . , (l − 1) . (5.55)

This means that sliding mode is enforced at the very beginning (integral sliding
mode) and CAkx is reconstructed for all t ≥ 0. A combination of relations (5.53) and
(5.55) yields

Cx = Cx̃+ Cx(1)
a − Cx̃ (5.56a)

CAx = CAx̃+ v(1)
eq (5.56b)

...
...

CAl−1x = CAkx̃+ v(l−1)
eq . (5.56c)

Using (5.48), equations (5.56) can be written as

Ox = Ox̃+ veq (5.57)

with

veq =


Cx

(1)
a − Cx̃
v

(1)
eq
...

v
(l−1)
eq

 . (5.58)

The hierarchical OISM observer takes advantage of (5.57) to estimate the states of
the system but needs filtering to get veq, e.g. with filter constant τ and differential
equation

τ ẋ
(k)
f + x

(k)
f = v(k)

eq .

Finally, the OISM observer take the form

˙̂x = x̃+ O+vf ,
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with the estimated states x̂ and the left inverse of the observability matrix

O+ = (OTO)−1OT .

Additionally v(k)
eq has to be replaced by v(k)

f in relations (5.53), (5.54) and (5.58).

5.3.4 Continuous Output Integral Sliding Mode Controller

In this section an OISM controller is designed. It relies on the OISM observer stated
above that provides estimates x̂. For this combination, the sliding variable

s = G

(
y − y(0)−

∫ t

0

[
CAx̂(τ) + CBu0(τ)

]
dτ

)
was proposed in Bejarano, Fridman, and Poznyak, 2007. Here, G ∈ Rm×p must be
chosen such that det(GCB) 6= 0 holds. In this paper, the nominal control u0 stem
from the MPC described in Section 5.3.2.

Here the Saturated Super-Twisting is used to determine control signal u1 that
contributes to the input variable u of the plant, see Fig. 5.14. It yields

u1 = (GCB)−1uSSTA (5.59)

The closed-loop system with s1 = s, s2 = z +GCBϕ+GCA(x− x̂), becomes

ṡ1 = −α1dsc
1
2 + s2

ṡ2 = −α2|s|0sign (s) +GCBϕ̇+GCA2((x− x̂) + ϕ)
(5.60)

where the bound of the derivative of the perturbation is estimated by

L > ||GCB||dmax + ||GCA2||(||x− x̂||+ ϕmax).

then, the SSTA α1 and α2 can be calculated as in the previous Chapters.
In sliding mode the equivalent control is given by the amount of integral control

z = u1,eq = −(GCB)−1GCA(x− x̂)− ϕ

and it depends on the matched perturbation ϕ and as a consequence, system (5.40)
takes the form

ẋ(t) = Ãx(t) +B(GCB)−1GCAx̂+Bu0(t) (5.61a)
y(t) = Cx(t) (5.61b)

with Ã = A−B(GCB)−1GCA. As shown in Bejarano, Fridman, and Poznyak, 2007,
system (5.61) is not observable for p ≤ m. Therefore, assumption 5 was made in the
actual problem statement.

In literature, there exist work focusing on how to design matrix G. In Castaños
and Fridman, 2006 a constant input matrix B is used and it is shown that there
exist optimal choices for this matrix, e.g. G = B+, that enables one to completely
eliminate the matched perturbations and do not amplify the unmatched ones. It was
extended in Rubagotti et al., 2011, where a state dependent B was used. Inspired by
that, also the pseudo-inverse

G = (CB)+ (5.62)

can be used for the OISM controller, leading to a simplification of control law (5.59).
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In a next step, the hierarchical OISM observer shown in Section 5.3.3 is modified
to be able to operate together with the OISM controller and the plant in closed loop,
i.e. on model (5.61). This yields a modified Luenberger observer

˙̃x = Ãx̃+Bu0 +B(CB)+CAx̂+ L (y − Cx̃)

with L such that Â = (Ã − LC) is Hurwitz and changed dynamics for the auxiliary
states

ẋ(k)
a = Ãkx̃+ Ãk−1B

[
u0 + (CB)+CAx̂

]
+ L̃

(
CL̃
)−1

v(k) ,

cf. differential equations (5.49). Additionally, matrix A is changed to Ã in (5.51)-
(5.54) and filtering is applied once more to realize veq. This combination of OISM
observer and controller ensures that sliding mode is enforced from the very begin-
ning although only output information is used.

5.3.5 Laboratory Experiment

The proposed combination of MPC and OISM control is tested in the laboratory on
a mass spring system with motor Figure (5.15).

FIGURE 5.15: Laboratory experiment: Spring-mass system.

Figure 5.16 shows the functional principle of the system. If a voltage is applied

FIGURE 5.16: Functional principle of the laboratory experiment

at input u, a motor winds up a cord that is fixed at the left hand side of a spring
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(spring constant c). The right hand side of the spring is led through a deflection
pulley (viscous friction coefficient d) to mass m, see Fig. 5.16.

Due to the motor electronics, position y2 at the left hand side of the spring is
related to the integral of u via gain Vc. Consequently, the laboratory system can be
modeled (with respect to a equilibrium point) as a linear time-invariant system

ẋ(t) =

 0 1 0

− c
m −kP

m
c
m

0 0 0

x(t) +

 0
0
Vc

u(t) (5.63)

where the state vector combines position y2 with position y1 and velocity ẏ1 of the
mass such that

x =
[
y1 ẏ1 y2

]T
.

Only the two positions can be measured by means of encoders at the motor and
pulley, i.e.

y(t) =

[
1 0 0
0 0 1

]
x(t)

Mass m = 0.18 kg was measured using a scale, the remaining parameters in (5.63)
were identified using frequency domain identification based on FFT resulting in
Vc = 0.0859mV −1s−1, c = 3.8398Nm−1 and kP = 0.0415 kgs−1.

The mass positioning system is connected via an interface card to a computer.
Matlab/Simulink1 together with real-time control Software QUARC2 is used to re-
alize the proposed structure with sampling times TS,MPC = 100ms and TS,P lant =
1ms for the OSIM block in Fig. 5.14.

In the following subsections, two experiments are carried out to show the per-
formance of the stated control strategy. The matched perturbations are applied as an
additional part to the control signal u with |ϕ(t)| < 2V . The following constraints
are used in the examples:

−5V ≤ u(t) ≤ 5V

−0.4m ≤ x1(t) ≤ 0.5m

−1ms−1 ≤ x2(t) ≤ 1ms−1

−0.5m ≤ x3(t) ≤ 0.4m

The parameters of the MPC are chosen as NP = 15, NC = 5, Qi = diag
([

100 1
])

and Ri = 0.01. Matrices Qi and Ri represent the weightings at each time instant of
the prediction resp. control horizon, so they are used to build up Q and R for (5.46).
OISM observer and controller are tuned with α according to (5.52), λ = ϕmax + 0.1,
β = 2V and G consistent with (5.62).

5.3.6 Results

Three different settings are tested in the laboratory and presented in this section for
comparison. For all three cases, the same smooth reference trajectories (green curves
in Figures 5.17, 5.22 and 5.25) are used and same disturbance (green sinusoidal in
Figures. 5.24 and 5.27) for cases II© and III© is used.

1http://www.mathworks.com
2http://www.quanser.com
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FIGURE 5.17: I© System outputs and the reference trajectories.

In setting I© the proposed MPC nominal controller without OISM controller (i.e.
the SSTA is turned off) is applied to the system without external matched perturba-
tions. MPC is allowed to utilize 3V as maximal value for u0. Figs. 5.17 and 5.18 and
5.19 show the closed-loop nominal trajectories of the output and states, and nomi-
nal control signal. System trajectories I© in graphic 5.17 and 5.18 are considered as
nominal closed-loop system behavior.

In setting II©, MPC nominal controller without the OISM controller, (i.e. the SSTA
is still turned off) and the external matched perturbation ϕ(t) are applied to the
plant. Fig. 5.17 and 5.18 show that the trajectory tracking is strongly affected by the
matched perturbation ϕ(t). The effect of the perturbation can be limited by the MPC
control signal alone but not eliminated.

Setting III© uses 3V for the MPC and 2V for the SSTA. The application of an OISM
controller allows the theoretically exact compensation of the matched Lipschitz per-
turbation when the design conditions are met. The resulting trajectory tracking can
be seen in Figures 5.25 and 5.26, controllers signals in 5.19, and the OISM sliding
surface and the SSTA control signal is depicted in Figure 5.28.

During the entire experiments, the OISM observer operates in sliding mode as
shown in Figures 5.21 and 5.30. Two sliding variables are used in the observer for the
mass positioning system because l = 1. In Figures 5.20 and 5.29, the performance
of the Luenberger observer and OISM observer are compared. In contrast to the
Luenberger observer, the OISM observer completely rejects the acting perturbations.
In the last experiment the disturbance does not affect both observers, because the
OISM controller completely eliminates the matched disturbance, see Figure 5.29. As
illustrated in Figures 5.25 to 5.29 the combination of OISM observer and controller
performs very well at the real world system.

The OISM controller is not used solely to track the reference trajectory. This is
because this methodology does not provide any possibility to guarantee that the
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FIGURE 5.18: I© System states and the reference trajectories.

FIGURE 5.19: I© Control signal of the MPC nominal controller with-
out perturbation.
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FIGURE 5.20: I© Observation errors of the Luengerber observer and
the OISM observer.

FIGURE 5.21: I© Sliding variables s(k) of the OISM observer (k ∈ 1, 2,
error injection input v(k), and the states of the auxiliary subsystems

a(k).
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FIGURE 5.22: II© System outputs and the reference trajectories.

FIGURE 5.23: II© System states and the reference trajectories.
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FIGURE 5.24: II© Control signal of the MPC nominal controller and
perturbation.
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FIGURE 5.25: III© System outputs and the reference trajectories.
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FIGURE 5.26: III© System states and the reference trajectories.

FIGURE 5.27: III© Control signal of the MPC nominal controller, OISM
controller and perturbation.
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FIGURE 5.28: III© Sliding variable and control signal of OISM.

FIGURE 5.29: III© Observation errors of the Luengerber observer and
the OISM observer.
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FIGURE 5.30: III© Sliding variables s(k) of the OISM observer (k ∈ 1, 2,
error injection input v(k), and the states of the auxiliary subsystems

a(k).

state constraints (5.41) are fulfilled during output tracking.
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Chapter 6

Conclusions

Control systems in presence of heavy uncertainties and perturbations is one of the
main subjects in modern control systems theory. When realistic scenarios are consid-
ered, implementation of control feedback laws make evident problems related with
parametric uncertainty, non-modeled dynamics, or saturation in the control input
due to the limitation in the actuators, among others.

In this work, two of this main problems of implementations are addressed: when
parametric uncertainty in mathematical models and in the applied control law is
considered perturbation of the system become dependent on the state and time and
the coefficient of control also becomes uncertain; when saturation in the control in-
put is considered, it can generate undesired overshoots in presence of integral con-
trol laws that can affect the performance or even the stability of the closed-loop.

In Chapters 2 and 3, the problem of state dependent perturbations and uncertain
coefficient of control is analyzed. It is shown that during the STA design for systems
with the state dependent perturbation or/and uncertain control coefficient the prob-
lem of an algebraic loop in the gain design appears. All known methodologies for
gain design are unable to solve the problem of the algebraic loop, and moreover, It is
shown that the classic STA is unable to maintain the stability properties in presence
of state dependent perturbations.

GSTA was proposed in order to overcome the problem of the algebraic loop in
the gain design and to ensure the stability properties of the origin in the closed-loop
system.

Based on strict non-smooth Lyapunov function Moreno, 2011 the sufficient con-
ditions for global finite-time stability are found. Moreover, it turns out that in case
when perturbations and control coefficient are time-dependent the analysis per-
formed in this chapter provides much less restrictive conditions for global finite-time
convergence than those reported in literature.

In Chapter 4 two different versions of SSTA are presented. Both versions use a
dynamic switching law based on Positively Invariant Sets obtained from level curves
of the Lyapunov function in Moreno and Osorio, 2008.

Relay Controller ensures the system trajectories to reach a Positively Invariant
Set in finite-time where the STA’s continuous control signal is able to drive system
trajectory to zero in finite-time fulfilling the saturation condition.

In order to increment the maximum bound of the perturbation supported by the
SSTA, the second version also includes a perturbation estimator allowing to set the
STA’s integrator to theoretically exact value of perturbation.

In Chapter 5, three different experiments in mechanical systems are performed
in order to show the SSTA’s benefits presented in this work when it is used as a tool
in the control design.

The first experiment is the velocity trajectory tracking of a simple rotational sys-
tem. It shows the advantage in performance of the SSTA with estimator, allowing to
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completely avoid the overshoots in the transient process, i.e. it completely removes
the wind-up effect.

The second one, a classical Feedback Linearization control is applied to a Reac-
tion Wheel Pendulum. It is known that this control technique is strongly affected by
parametric uncertainty. In this case, classical sliding variable design can be applied
and, Generalized SSTA can ensure the system trajectories convergence to the sliding
surface un spite of state dependent perturbations, uncertain control coefficient and
with a saturated control signal.

The third one, a combination of MPC with a OISM observer and controller is
proposed to join the advantages of both methods. Namely the ability of the MPC
to consider constraints explicitly and the abilities of the OISM techniques to get a
theoretically exact estimation of the states and to completely suppress matched per-
turbation for all times using output information only.

In this work it is shown, theoretically and experimentally, that GSTA is able to
compensate a wider class of perturbations and uncertainties than in other previous
works. As GSTA is one of the most important CHOSM algorithms, all the proper-
ties and advantages presented here, represent new directions in further research in
CHOSM theory.

Even when SMC has been hardly criticized by its implementation issues, our
experimental results allows us to understand and to show the benefits of the SCM
implementation in the real world. The present work shows the advantages and great
benefits of SMC on implementation issues.
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Appendix A

Appendix A

A.1 State Dependent Perturbations and Uncertain Coefficient
of Control

Proof of the General Case Theorem.

A.1.1 Separation of Perturbations

Consider the first order system

ẋ = γ(x, t)u+ ϕ(x, t). (A.1)

The terms ϕ(x, t) and γ(x, t) are uncertain functions dependent on the state and
time. The control coefficient function is assumed to be bounded by positive con-
stants

0 < km ≤ γ(x, t) ≤ kM . (A.2)

Terms of perturbation are

ϕ(x, t) = ϕ1(x, t) + ϕ2(x, t)

such that the first term is vanishing at the origin bounded by

|ϕ1(x, t)| ≤ α|φ1(x)| (A.3)

and the second term has its total derivative such that

d

dt

(
ϕ2(x, t)

γ(x, t)

)
=

1

γ

∂ϕ2

∂t
− ϕ2

γ2

∂γ

∂t︸ ︷︷ ︸
δ1(x1,t)

+

(
1

γ

∂ϕ2

∂x1
− ϕ2

γ2

∂γ

∂x1

)
︸ ︷︷ ︸

δ2(x1,t)

ẋ1 (A.4)

= δ1(x1, t) + δ2(x1, t)ẋ1 (A.5)

Moreover, the partial derivatives of the perturbation are bounded by positive
constants

|δ1(x1, t)| ≤ δ̄1, |δ2(x1, t)| ≤ δ̄2. (A.6)
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A.1.2 Closed-Loop

System (A.1) closed-loop with the Generalized STA can be written as

ẋ = −k1γ(x, t)φ1(x) + ϕ1(x, t) + γ(x, t)
[
z + ϕ2(x,t)

γ(x,t)

]
,

and expressing the system with the change of variables x1 = x and x2 = z + ϕ2(x1,t)
γ(x1,t)

,
with x̄ = [x1 x2]T ,

ẋ1 = γ(x1, t)

[
−k1φ1(x1) +

ϕ1(x, t)

γ(x1, t)
+ x2

]
, (A.7a)

ẋ2 = −k2φ2(x1) +
d

dt

(
ϕ2(x1, t)

γ(x1, t)

)
(A.7b)

The first equation can be rewritten as

ẋ1 = γ(x1, t)
(
−k̃1φ1(x1) + x2

)
where

k̃1 = k1 −
ϕ1(x, t)

γ(x1, t)φ1(x1)
, (A.8)

and note that from (A.2) and (2.9),∣∣∣∣ ϕ1(x, t)

γ(x1, t)φ1(x1)

∣∣∣∣ ≤ α

γ(x1, t)

|φ1(x1)|
φ1(x1)

≤ α

km
.

From (3.5), we rewrite the second equation as

ẋ2 = −k2φ2(x1) + δ1(x1, t) + δ2(x1, t)ẋ1

= −k2φ2(x1) + δ1(x1, t) + δ2(x1, t)γ(x1, t)
(
−k̃1φ1(x1) + x2

)
= −k2φ2(x1) + δ1(x1, t)− δ2(x1, t)γ(x1, t)k̃1φ1(x1) + δ2(x1, t)γ(x1, t)x2.

Due to the fact that φ2(x1) = φ1(x1)φ′1(x1),

ẋ2 = φ′1(x1)

[
−k2φ1(x1) +

δ1(x1, t)

φ′1(x1)
− δ2(x1, t)k̃1γ(x1, t)

φ′1(x1)
φ1 +

δ2(x1, t)γ(x1, t)

φ′1(x1)
x2

]

= γ(x1, t)φ
′
1(x1)

[
−
(

k2

γ(x1, t)
+
δ2(x1, t)

φ′1(x1)
k̃1

)
φ1(x1) +

δ1(x1, t)

γ(x1, t)φ′1(x1)
+
δ2(x1, t)

φ′1(x1)
x2

]
.

A.1.3 Representation of Lyapunov candidate derivative in quadratic form

Now consider the candidate Lyapunov function

V = ξTPξ, P =

[
p1 −1
−1 p2

]
, ξT = [φ1(x1) x2] (A.9)

Whose derivative along the trajectories of the system
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V̇ = 2φ′1(x1) [p1φ1(x1)− x2] γ(x1, t)
[
−k̃1φ1(x1) + x2

]
+

+ 2 [p2x2 − φ1(x1)] γ(x1, t)φ
′
1(x1)

[
−
(

k2

γ(x1, t)
+
δ2(x1, t)

φ′1(x1)
k̃1

)
φ1(x1)+

+
δ1(x1, t)

γ(x1, t)φ′1(x1)
+
δ2(x1, t)

φ′1(x1)
x2

]
= 2γ(x1, t)φ

′
1(x1)

{
[p1φ1(x1)− x2]

[
−k̃1φ1(x1) + x2

]
+

+ [p2x2 − φ1(x1)]

[
−
(

k2

γ(x1, t)
+
δ2(x1, t)

φ′1(x1)
k̃1

)
φ1(x1)+

+
δ1(x1, t)

γ(x1, t)φ′1(x1)
+
δ2(x1, t)

φ′1(x1)
x2

]}
.

After several algebraic manipulations, it is possible to group the terms

V̇ = 2γ(x1, t)φ
′
1(x1)

{
−
[
k̃1

(
p1 −

δ2(x1, t)

φ′1(x1)

)
− k2

γ(x1, t)

]
φ2

1(x1) +

+

[
k̃1

(
1− δ2(x1, t)

φ′1(x1)

)
+ p1 − p2

k2

γ(x1, t)
− δ2(x1, t)

φ′1(x1)

]
φ1(x1)x2

−
[
1− p2δ2(x1, t)

φ′1(x1)

]
x2

2 +
p2δ1(x1, t)

γ(x1, t)φ′1(x1)
x2 −

δ1(x1, t)

γ(x1, t)φ′1(x1)
φ1(x1)

}
The last two terms can be rewritten as

p2δ1(x1, t)

γ(x1, t)φ′1(x1)
x2−

δ1(x1, t)

γ(x1, t)φ′1(x1)
φ1(x1) =

p2δ1(x1, t)

γ(x1, t)φ2(x1)
φ1(x1)x2−

δ1(x1, t)

γ(x1, t)φ2(x1)
φ2

1(x1).

then, substituting,

V̇ = 2γ(x1, t)φ
′
1(x1)

−
k̃1

(
p1 −

δ2(x1, t)

φ′1(x1)

)
︸ ︷︷ ︸

p̃1

− 1

γ(x1, t)

(
k2 −

δ1(x1, t)

φ2(x1)

)
︸ ︷︷ ︸

k̃2

φ2
1(x1) +

+

k̃1

(
1− p2δ2(x1, t)

φ′1(x1)

)
︸ ︷︷ ︸

h̃

+ p1 −
δ2(x1, t)

φ′1(x1)︸ ︷︷ ︸
p̃1

− p2

γ(x1, t)

(
k2 −

δ1(x1, t)

φ2(x1)

)
︸ ︷︷ ︸

p2k̃2

φ1(x1)x2

−

1− p2δ2(x1, t)

φ′1(x1)︸ ︷︷ ︸
h̃

x2
2

 .
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From functions on GSTA controller φ′1(x) =

(
1

2|x1|
1
2

+ β

)
, and φ2(x) = 1

2dxc
0 +

3
2βdxc

1
2 + β2x we have∣∣∣∣ 1

φ′1(x)

∣∣∣∣ ≤ 1

β
;

∣∣∣∣ 1

φ2(x)

∣∣∣∣ =

∣∣∣∣∣ sign (x)
1
2 + 3

2β|x|
1
2 + β2|x|

∣∣∣∣∣ ≤ 2.

Several terms can be grouped as perturbed bounded terms,

p̃1 =
(
p1 − δ2(x1,t)

φ′1(x1)

)
⇒ p̃1 ∈

[
¯
p1, p̄1

]
=

[
p1 − δ̄2

β , p1 + δ̄2
β

]
,

k̃2 = 1
γ(x1,t)

(
k2 − δ1(x1,t)

φ2(x1)

)
⇒ k̃2 ∈

[
¯
k2, k̄2

]
=

[
1
kM

(
k2 − 2δ̄1

)
, 1
km

(
k2 + 2δ̄1

)]
,

k̃1 = k1 − ϕ1(x,t)
γ(x1,t)φ1(x1) ⇒ k̃1 ∈

[
¯
k1, k̄1

]
=

[
k1 − α

km
, k1 + α

km

]
,

h̃ = 1− p2δ2(x1,t)
φ′1(x1)

⇒ h̃ ∈
[
¯
h, h̄

]
=

[
1− p2δ̄2

β , 1 + p2δ̄2
β

]
.

(A.10)
and rewritten in a matrix form,

V̇ = 2γ(x1, t)φ
′
1(x1)

−
[
k̃1p̃1 − k̃2

]
︸ ︷︷ ︸

q1(t)

φ2
1(x1)

−
[
p2k̃2 − (k̃1h̃+ p̃1)

]
︸ ︷︷ ︸

q3(t)

φ1(x1)x2 − h̃︸︷︷︸
q2(t)

x2
2


= −2γ(x1, t)φ

′
1(x1)ξTQ(t)ξ

(A.11)

where

Q(t) =

[
q1(t) q3(t)
q3(t) q2(t)

]
=

 k̃1p̃1 − k̃2
1
2

(
p2k̃2 − (k̃1h̃+ p̃1)

)
1
2

(
p2k̃2 − (k̃1h̃+ p̃1)

)
h̃

 . (A.12)

If matrix Q(t) is positive definite then the time derivative V̇ is negative definite.

A.1.4 Positiveness of matrix Q(t)

The determinant of matrix Q(t) can be expressed as

detQ(t) = ap̃1 p̃
2
1 + bp̃1 p̃1 + cp̃1 , (A.13)

where

ap̃1 = −1

4
,

bp̃1 =
1

2

(
h̃k̃1 + k̃2p2

)
,

cp̃1 = −1

4

(
h̃k̃1 − k̃2p2

)2
− h̃k̃2.

Note that the coefficient ap̃1 is negative, then, in order to get the positiveness of
detQ(t), the discriminant of the second degree equation detQ(t) = 0 must be posi-
tive, and the constant value p1 should be selected within the interval defined by the
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two real roots of detQ(t) = 0.

∆p̃1(x1, t) = b2p1 − 4ap1cp1 = h̃k̃2

(
k̃1p2 − 1

)
> 0, (A.14)

For the h̃ > 0 factor

1 >
δ2(x, t)p2

φ′1(x1)
(A.15)

1

p2
>

δ̄2

β
. (A.16)

For k̃2 > 0 factor
k2 > 2δ̄1.

For k̃1p2 − 1 > 0 factor, we get p2 >
1
k̃1

, and taking into account (A.10)

p2 >
1

k1 − α
km

p2 >
km

k1km − α

Then, a possible selection of p2 is

p2 =
km + ε

k1km − α
, for ε > 0. (A.17)

Finally, from (A.16) and (A.17) we get k1km−αkm+ε > δ̄2
β , and consequently

k1 >
δ̄2

β

(km + ε)

km
+

α

km
. (A.18)

The two real roots of the quadratic equation detQ(t) = 0 are

p+
1 = h̃k̃1 + k̃2p2 +

δ2(x, t)

φ′1(x1)
+ 2
√

∆p̃1(x1, t). (A.19a)

p−1 = h̃k̃1 + k̃2p2 +
δ2(x, t)

φ′1(x1)︸ ︷︷ ︸
p1c

−2
√

∆p̃1(x1, t). (A.19b)

The two real roots define the endpoints of an interval wich is a set of all possible val-
ues for p1 such that Q(t) > 0. However, the endpoints are dependent on perturbed
bounded terms (h̃, k̃1, k̃2 and δ2(x, t)/φ′1(x1)) which make each endpoint to move
from a minumum value (p+

1min, p−1min) to a maximum value (p+
1Max, p−1Max). A valid

selection of a constant p1 must belong to an intersection set between the minor end-
point at its maximum value (p−1Max) and the maximum end point at its minumum
value (p+

1min) as shown in Figure A.1.

p1 ∈
(
p−1Max, p

+
1min

)
. (A.20)
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Intersection set

0

0

p−1min p−1Max p+
1min p+

1Max

detQ(t)

FIGURE A.1: Intersection set: Possible values for selecting p1.

Some possible bounds for the terms in (A.19) are 0 <
¯
p1c ≤ p1c ≤ p̄1c, and

0 <
¯
∆p̃1(x1, t) ≤ ∆p̃1(x1, t) ≤ ∆̄p̃1(x1, t), where

p̄1c = h̄k̄1 + k̄2p2 −
δ̄2

β
,

¯
p1c =

¯
h
¯
k1 +

¯
k2p2 +

δ̄2

β
,

∆̄p̃1(x1, t) = h̄k̄2

(
k̄1p2 − 1

)
,

¯
∆p̃1(x1, t) =

¯
h
¯
k2 (

¯
k1p2 − 1) .

and note that possible upper and lower bounds for p−1Max, p
+
1min are

p−1Max ≥ h̄k̄1 + k̄2p2 −
δ̄2

β
− 2
√

¯
h
¯
k2 (

¯
k1p2 − 1) (A.21)

p+
1min ≤

¯
h
¯
k1 +

¯
k2p2 +

δ̄2

β
+ 2
√

¯
h
¯
k2 (

¯
k1p2 − 1) . (A.22)

Then p1 should be selected within

p1 ∈
(
h̄k̄1 + k̄2p2 −

δ̄2

β
− 2
√

¯
h
¯
k2 (

¯
k1p2 − 1),

¯
h
¯
k1 +

¯
k2p2 +

δ̄2

β
+ 2
√

¯
h
¯
k2 (

¯
k1p2 − 1)

)
.

(A.23)

A.1.5 Intersection set

In order to guarantee a non-empty intersection set the next condition must hold

p+
1min > p−1Max. (A.24)

Then, (A.24) can be rewritten as

¯
p1c + 2

√
¯
∆p̃1(x1, t) > p̄1c − 2

√
¯
∆p̃1(x1, t).

After several algebraic manipulations, the last inequality can be expressed as

ak2K
2
2 + bk2K2 + ck2 > 0, (A.25)
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where
ak2 = − (1+ε)(kM−km)

¯
k1km

,

bk2 = 4
√

¯
hε,

ck2 = −2(1+ε)

¯
k1km

(
δ̄2α
β + 2δ̄1

)
− 2

(
δ̄2ε
β + α

km

)
,

and with a change of variable K2
2 =

¯
k2.

Solutions of the last inequality belong to the interior of the interval defined by

K2 =
−bk2
2ak2

±
2
√

∆k2

2ak2

=
2
√

¯
hε

¯
k1km

(1 + ε)(kM − km)
± ¯

k1km
2(1 + ε)(kM − km)

√
∆k2

where

∆k2 = b2k2−4ak2ck2 = 16
¯
hε−8

(
(1 + ε)(kM − km)

¯
k1km

)(
(1 + ε)

¯
k1km

[
δ̄2α

β
+ 2δ̄1

]
+
δ̄2ε

β
+

α

km

)
.

Finally, gain k2 can be selected within the interval

k2 ∈
(
kM

(
2
√

¯
hεc̄− c̄

2

√
∆k2

)2

+ 2δ̄1, kM

(
2
√

¯
hεc̄+

c̄

2

√
∆k2

)2

+ 2δ̄1

)
, (A.26)

¯
h = 1− δ̄2

β

km + ε

(k1km − α)
, c̄ = ¯

k1km
(1 + ε)(kM − km)

,
¯
k1 = k1 −

α

km
.

A.1.6 Guarantee the existence of the interval for gain k2

In order to have an interval between two real roots, the discriminant ∆k2 must be
greater or equals to zero ∆k2 ≥ 0. It is possible to express the last inequality as

ak1¯
k2

1 + bk1¯
k1 + ck1 > 0 (A.27)

where
ak1 = 16ε,

bk1 = −8(1+ε)
km

(
α
km

(kM − km) + δ̄2ε
β (kM + km)

)
,

ck1 = −8(1+ε)2

k2m
(kM − km)

(
δ̄2α
β + 2δ̄1

)
.

It is worth it to note that, the coefficient ak1 is positive and the discriminant ∆k1 =
b2k1 − 4ak1ck1 of (A.27) is always positive

∆k1 =
64(1 + ε)2

k2
m


(
α

km
(kM − km) +

δ̄2ε

β
(kM + km)

)2

+ 8ε(kM − km)

(
δ̄2α

β
+ 2δ̄1

)
︸ ︷︷ ︸

Λk1

 > 0.

Then, there is always possible to find a gain k1 to ensure the existence of a valid
selection interval for the gain k2. Selecting the k2 gain, is possible to ensure that the
interior set of parables p1 is not empty, and therefore, to ensure the positiveness of
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detQ(t). Gain k1 can be selected as

k1 >
−bk2
2ak2

+

√
b2k2 − 4ak2ck2

2ak2
+

α

km
, (A.28)

>
(1 + ε)

4εkm

(
α

km
(kM − km) +

δ̄2ε

β
(kM + km)

)
+

(1 + ε)

4εkm

√
Λk1 +

α

km
.(A.29)

We have shown that if (A.29) and (A.26) are satisfied, detQ(t) > 0. However the
condition (A.29) does not imply (A.18) for every case. Condition (A.18) and (A.29)
when δ1(x1, t) = 0, α = 0 are

k1 >
δ̄2

β

(
1 +

ε

km

)
, k1 >

(1 + ε)

2km

δ̄2

β
(kM + km) (A.30)

by modifying the factor (kM + km) to (kM + km + 2) we achieve

δ̄2

β

(
1 +

ε

km

)
≤ (1 + ε)

2

δ̄2

β

(
kM
km

+ 1 +
2

km

)
(A.31)

δ̄2

β
+
δ̄2

β

ε

km
≤ δ̄2

2β

(
kM
km

+ 1

)
+
δ̄2

β

ε

km
+

δ̄2

βkm
+
εδ̄2

2β

(
kM
km

+ 1

)
. (A.32)

then (A.29) always imply (A.18).
Finally, condition (A.29) ensures that the term h̃ = q2(t) > 0. It can be seen

that if detQ(t) = q1(t)q2(t) − q2
3(t) > 0 and q2(t) > 0, q1(t) is also positive definite.

Therefore, matrix Q(t) is positive definite.

A.1.7 Finite-time convergence and Convergence Time

Based on Moreno, 2009, recall the standard inequality for quadratic forms

λmin{P}||ξ||22 ≤ ξTPξ ≤ λmax{P}||ξ||22,

and
||ξ||22 = ξ2

1 + ξ2
2 = φ2

1(x1) + x2
2 = |x1|+ 2β|x1|

3
2 + β2x2

1 + x2
2 (A.33)

is the Euclidean norm of ξ, and note that the inequality

|x1|
1
2 ≤ ||ξ||2 ≤

V
1
2 (x1, x2)

λ
1
2
min{P}

is satisfied. Since Q(t) is definite positive and all its elements are bounded, then
Q(t)− εI > 0, for ε > 0 and I the identity matrix, we can rewrite

V̇ ≤ −2γ(x1, t)φ
′
1(x1)ξTQ(t)ξ ≤ −2kmφ

′
1(x1)ξT εIξ

≤ −2kmεφ
′
1(x1)||ξ||22 ≤ −

kmε

|x1|
1
2

||ξ||22 − 2kmεβ||ξ||22

≤ −
kmελ

1
2
min{P}

λmax{P}
V

1
2 (x1, x2)− β 2kmε

λmax{P}
V (x1, x2)

≤ −µ1V
1
2 (x1, x2)− µ2V (x1, x2),
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where

µ1 =
kmελ

1
2
min{P}

λmax{P}
, µ2 = β

2kmε

λmax{P}
.

that shows that the system trajectories converge in finite time.
Since the solution of the differential equation

v̇ = −µ1v
1
2 − µ2v, v(0) = v0 ≥ 0

is given by

v(t) = exp (−µ2t)

[
v

1
2
0 +

µ1

µ2

(
1− exp

(µ2

2
t
))]2

,

if µ1 ≥ 0 and µ2 > 0. If follows from (A.34) and the comparison principle that
V (t) ≤ v(t), when V (x1(0), x2(0)) ≤ v0. Therefore, x1(t) and x2(t) converge to zero
in finite-time and reaches that value at most after a time given by

T =
2

µ2
ln

(
µ2

µ1
V

1
2 (x1(0), x2(0)) + 1

)
(A.34)

A.1.8 Proof of Theorem 2

When there is no uncertain control coefficient, the bounds of the function γ(x1, t)
are, with loss of generality

kM = km = 1

and quadratic term in inequality (A.25) become zero. Then, the condition for gain k2

is

k2 >
1

16
¯
hε
c2
k2 + 2δ̄1 (A.35a)

>
1

4
¯
hε

(
(1 + ε)

(k1 − α)

(
δ̄2α

β
+ 2δ̄1

)
+
δ̄2ε

β
+ α

)2

+ 2δ̄1 (A.35b)

Condition from quadratic inequality (A.27) reduces to

k1 >
2(1 + ε)δ̄2

β
+ α, (A.36)

the same as in (A.18).
Proof of the Corollary 1
When there is no state dependent perturbations, the function δ2(x,t) = 0, then

the conditions are simply reduced as

k2 ∈
[
kM

(
2
√
εc̄− c̄

2

√
∆k2

)2

+ 2δ̄1, kM

(
2
√
εc̄+

c̄

2

√
∆k2

)2

+ 2δ̄1

]
, (A.37)

∆k2 = 16ε− 8

(
(1 + ε)(kM − km)

¯
k1km

)(
(1 + ε)

¯
k1km

2δ̄1 +
α

km

)
.

¯
h = 1− δ̄2

β

km + ε

(k1km − α)
, c̄ = ¯

k1km
(1 + ε)(kM − km)

,
¯
k1 = k1 −

α

km
.
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Gain k1 can be selected as

k1 >
(1 + ε)

4εkm

(
α

km
(kM − km)

)
+

(1 + ε)

4εkm

√
Λk1 +

α

km
. (A.38)

Λk1 =

(
α

km
(kM − km)

)2

+ 16ε(kM − km)δ̄1.

A.2 Saturated Super-Twisting Algorithm: Stability Analysis

A.2.1 Saturated STA without perturbation estimator.

When control law (4.3) is in the state s = 0 (RC behavior), system (4.1) in closed-loop
is

Σ1 :

{
ẋ1 = −ρsign (x1) + φ(t)

ż = 0,

with x1 = x, z(0) = 0. Note that the integrator dynamics is kept equal to zero and
the order of Σ1 can be considered as one. On the other hand, when the condition
s = 1 holds (STA behavior), system (4.1) in closed-loop is

Σ2 :

{
ẋ1 = −α1dx1c1/2 + x2

ẋ2 = −α2sign (x1) + φ̇(t)

with x1 = x, x2 = z + φ(t), and x̄ = [x1 x2]T . The order of the dynamics is two.

Nominal Case

Consider function
Vc(x1) = c1|x1|, c1 > 0, (A.39)

as a Lyapunov candidate for the system Σ1 without perturbations, i.e. function
φ(t) = 0. Since the time derivative along the trajectories of the system is

V̇c(x1) = −c1ρ < 0,

then,(A.39) is a strict Lyapunov function for the nominal system Σ1.
Now consider the function Vs(ξ) in Moreno and Osorio, 2012, with respect to

the vector ξT = [ξ1 ξ2] =
[
|x1|1/2sign (x1) x2

]
, as a Lyapunov candidate for the

system Σ2 without perturbations (φ(t) = 0) Moreno and Osorio, 2012

Vs(x̄) = ξTPξ, P =

[
p11 −p12

−p12 p22

]
> 0, (A.40)

with P being a constant, symmetric and positive definite matrix, as a strict Lyapunov
function candidate. Since the derivative of the vector ξ is given by

ξ̇ =
1

|x1|1/2
Aξ, A =

[
−1

2α1
1
2

−α2 0

]
;

the derivative along the trajectories of the unperturbed system Σ2 is

V̇s(x̄) = − 1

|x1|1/2
ξTQξ ≤ 0,
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where P and Q are related by the Algebraic Lyapunov Equation (ALE) ATP +PA =
−Q. Since A is Hurwitz iff α1 > 0, α2 > 0, for every Q = QT > 0 there exists a
solution P = P T > 0 for the ALE; Therefore, Vs is a strict Lyapunov function for the
nominal system Σ2. Moreover, a trajectory starting at any initial condition x̄0 at time
t = 0 reaches the origin in a time smaller than Ts(x̄0),

Ts(x̄0) =
2

γ1
V 1/2(x̄0), γ1 =

λ
1/2
min{P}λ

1/2
min{Q}

λ
1/2
max{P}

(A.41)

where γ1 is a constant depending on the gains α1, α2, andQ as shown in Moreno and
Osorio, 2012. λmin{·} and λmax{·} represent the minimum and maximum eigenval-
ues of the argument.

Positive Invariant Sets

To prove the stability of the combination of systems Σ1 and Σ2, it will be shown
that the trajectories of system (4.1) reach a positively invariant set (PINS) Ωδ with
respect to Σ1 in finite time. If Ωδ is a subset of a second PINS Ωs with respect to Σ2,
then, the set Ωs is also reached in finite-time. In this second set |uSTA| ≤ ρ has to be
satisfied for every ξ ∈ Ωs. Then, as V̇s ≤ 0 holds for every ξ in Ωs, the trajectories
will converge to the origin in finite time fulfilling (4.2b).

STA is a state feedback control law u = uSTA(x, z) with integral action that intro-
duces a dynamical extension in the closed-loop system. The saturation of the control
signal |uSTA(x, z)| = ρ can be interpreted as the curves z = ±ρ+α1dx1c

1
2 in the phase

plane (x, z) (see Fig. A.2). We define the set Ωρ = {(x, z) ∈ R2 | |z − α1dx1c
1
2 | ≤ ρ}

where the control signal does not exceed the saturation level, see the region between
the two black-dashed lines in Fig. A.2. Evaluating Lyapunov function Vs(x, z) in the
curve z = ρ+ α1ξ1 (the second curve z = −ρ+ α1ξ1 omitted for symmetry) we get

Vs(x, ρ+ α1ξ1) = (p22α
2
1 − 2p12α1 + p11)|x|+

+(2α1p22ρ− 2p12ρ)dxc
1
2 + p22ρ

2.

The minimum value of this function is obtained and used as the constant for the
Lyapunov level curve,

Vs(x, z) = cs, (A.42)

where

cs = ρ2γ2, γ2 =
(p11p22 − p2

12)

p22α2
1 − 2p12α1 + p11

(A.43)

is a constant depending on the elements of the matrix P of (A.40) and α1. The max-
imum sublevel set of Vs(x, z) contained in Ωρ is Ωs = {(x, z) ∈ Ωρ | Vs ≤ cs}, where
the derivative V̇s is negative for every (x, z). (see Fig. A.2).

On the other hand, as Vc is a Lyapunov function for Σ1, the set Ωδ = {(x, z) ∈
R2 | Vc ≤ c1δ, z = 0} is a PINS with respect to Σ1, see Fig. A.2. Moreover, the one-
dimensional set Ωδ will be a subset of the two-dimensional set Ωs if δ is smaller than
the endpoints of the interval defined by

Vs(x, 0) = p11|x| ≤ cs ⇒ |x| ≤ cs
p11

.
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Then, if the parameter δ is selected within

0 ≤ δ ≤ cs
p11

, (A.44)

Ωδ is a subset of Ωs.
Let’s define Λ = {x ∈ R | c1δ ≤ Vc ≤ c1|x0|} for some initial condition x0 = x(0).

In this set, Lyapunov function (A.39) satisfies

V̇c = −c1ρ, ∀x1 ∈ Λ (A.45)

Since V̇c is negative in Λ, every trajectory starting in Λ must move in a direction of
decreasing Vc. In fact, the trajectories behaves as if the origin was finite-time stable.
The function Vc will continue decreasing until the trajectory enters Ωδ in finite-time
and stays therein for all future time.

Note that if c1 = 1/ρ, equation (A.45) becomes V̇c = −1, and for t0 = 0,

Vc(x) = Vc(x0)− t =
|x0|
ρ
− t.

This shows that Vc reduces to δ/ρ in time

Tc(x0, ρ, δ) =
|x0| − δ

ρ
. (A.46)

Once the trajectories have entered the set Ωδ, the finite-time convergence of trajec-
tories to the origin is ensured by the dynamics of system Σ2 in set Ωs, and the total
convergence time can be estimated as

TT = Tc(x0, ρ, δ) + Ts(x̄δ).

where x̄δ = [δ, 0]T , Ts(x̄δ) = (p11|δ|)1/2 according to (A.41)�

A.2.2 Perturbed Case

We will show that the functions (A.39) and (A.40) are also Lyapunov functions for
the perturbed systems Σ1,2, if the gains are properly selected.

Relay Controller

Consider function (A.39) as Lyapunov function candidate for the perturbed system
Σ1 with perturbation φ = φ(t). The time derivative along the trajectories of the
system is

V̇c(x) = c1sign(x) (−ρsign(x) + φ(t))
= −c1ρ+ c1sign(x)φ(t)
≤ −c1(ρ− φmax).

Assuming that the perturbation bound is less than the saturation level, i.e. ρ =
φmax + ερ such that ρ > φmax is fulfilled, i.e. ερ > 0, yields

V̇c(x) ≤ −c1ερ < 0.1 (A.47)

Then, (A.39) is also a Lyapunov function for the perturbed closed-loop system Σ1.
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ξ2 = ±ρ+ k1ξ1
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|x| ≤ δ

x̄(t)
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δ

Λ

x10cs
p11

FIGURE A.2: Phase Plane: Subset Ωρ where |u| ≤ ρ holds (black-
dashed). PINS Ωs with respect to Σ2 (red). PINS Ωδ with respect to
Σ1 (green). Set Λ (brown). A trajectory of the system beginning in x0,

switches to the STA behavior when it comes inside Ωδ (blue).

Super-Twisting Algorithm

Consider the Lyapunov function of the form (A.40), where

P =

[
p11 −p12

−p12 p22

]
=

1

2

[
4α2 + α2

1 −α1

−α1 2

]
> 0. (A.48)

as candidate for the perturbed system Σ2 Moreno and Osorio, 2008. Recalling Moreno
and Osorio, 2008, Theorem 3: Suppose that the perturbation term of the system Σ2

is globally bounded by (4.2a) for some positive constant L ≥ 0. Then the origin
x = 0 is an equilibrium point that is globally finite-time stable if the gains satisfy
(4.4). Moreover, all trajectories converge to the origin in a time upper-bounded by

T̃s(x̄0) =
2

γ̃1
V 1/2
s (x̄0), γ̃1 =

λ
1/2
min{P}λ

1/2
min{Q̃}

λ
1/2
max{P}

.

with

Q̃ =
α1

2

2α2 + α2
1 − 2L −

(
α1 + 2L

α1

)
−
(
α1 + 2L

α1

)
1

 .
The time derivative along the trajectories of the system is

V̇s(x̄) = − 1

|x1|1/2
ξTQξ + φ̇(t)qT2 ξ,
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where qT2 = [−α1 2]. Using the bounds on the perturbation it can be shown that

V̇s(x̄) ≤ − 1

|x1|1/2
ξT Q̃ξ.

V̇ is negative definite if Q̃ > 0. It is easy to see that this is the case if the gains are
as in (4.4).

Positive Invariant Sets

In the perturbed system case, it is not possible to evaluate the Lyapunov function
Vs(x1, x2), since x2 = z+φ(t), and the perturbation is unknown. Then, it is necessary
to find any possible PINS in the (x1, z) ∈ R2 space to ensure that the trajectories of
the system does not exceed the bound of the control signal. Convergence of x2 to
zero in finite-time implies that z converges to−φ(t). Then, in the phase plane (x1, z),
the perturbation φ(t) acts as displacements of the equilibrium point along the z axis,
see Fig. 4.3. A sublevel set whose boundary intersects the curve z = ρ+ α1ξ1 in one
point is defined by

Vs(ξ1, z − φmax) ≤ cρ, cρ = (φmax − ρ)2γ2. (A.49)

A sublevel set whose boundary intersects the axis z = 0 in two points when δ > 0
(and at the origin when δ = 0) is defined by

Vs(ξ1,−φmax) ≤ cδ,

cδ = δp11 + φ2
maxp22 + 2φmax

√
δp12. (A.50)

Both conditions are obtained by setting cρ = cδ, and solving for φmax, we get the
maximum allowed bound for the perturbation

φmax ≤
γ2ρ+

√
δp12 −

√
γ3

γ2 − p22
, (A.51)

where γ3 = (p2
12 +γ2p11−p11p22)δ+2γ2p12ρ

√
δ+γ2p22ρ

2. Finally, from (A.43), (A.44),
and (A.48) we get (4.5) and (4.6).

A.2.3 Saturated STA with perturbation estimator.

The error dynamics of estimator (4.10) are

ė1 = −β1de1c1/2 + e2

ė2 = −β2sign (e1) + φ̇
(A.52)

where e2 = x̂2 + φ(t) and ē = [e1 e2]T . Note that the structure of the error dynam-
ics are the same as in Σ2, therefore the design of the gains β1 and β2 to assure the
convergence of the errors to zero in finite-time is analogue, and can be defined as in
(4.12b).

SSTA behaviors

Proposition 2. When the parameter is selected as δ = 0 and the estimation error converges
to zero before the state reaches x1 = 0, a nominal-like behavior will occur (see Fig. A.3).
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FIGURE A.3: Proposition 2: Nominal-like behavior; δ = 0 and e2 = 0

During the interval x(t) ∈ [x0, 0), the RC will enforce the trajectories to reach zero, then,
the STA controller will keep the trajectories in x1 = x2 = 0, with the equivalent control
u = −φ̂(t).

Proof. The time derivative of the Lyapunov function Vc along the solutions of
system (A.47) ensures the convergence of the state to zero in finite-time when Ωδ

contains only the origin x1 = 0. When the estimator is in sliding mode, e1 = e2 = 0,
it implies that x̂2 = −φ̂(t), then, after initialize z(ti) = x̂2(ti), the system is

ẋ1(ti) = u(ti) + φ(ti)

= −α1dx1(ti)c1/2 + z(ti) + φ(ti)

= −α1d0c1/2 − φ̂(ti) + φ(ti) = 0

. (A.53)

Then the trajectories will stay in sliding mode x1 = x2 = 0 for all future time.�

Proposition 3. When the condition (4.6) is not fulfilled, the trajectories of the system may
exhibit a switched periodic motions, see Fig. A.4. Nevertheless, as e2 tends to zero (i.e.
x̂2(t) → −φ(t)) in finite-time, the amplitude of the periodic motions will decrease to zero
also in finite-time. After a finite number of oscillations there will be a last STA reaching
phase converging to zero in finite-time without returning to the RC behavior.

Proof. For every εφ such that |ρ − φmax| ≤ εφ, there exist sufficiently small initial
conditions x(ti) = [0 e2]T such that

Vs(0, e2) ≤ γ2(ρ− φmax)2, (A.54)

holds. PINS will not exceed the saturation lines and the trajectories will converge to
zero in finite-time fulfilling (4.2b), i.e., using the fact that the estimation error will be
e2 = 0 after a finite-time, it is clear that V (0, 0) = 0 < γ2ε

2
φ.

4
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FIGURE A.4: Proposition 3: δ = 0 and e2 6= 0. Different error estima-
tions e2(ti) = e2,i, i = 1, 2, 3.

A.3 Estimator preescribed convergence time gains

The estimation of the minimum reaching time Tcmin of the RC is made consider-
ing the case when the perturbation helps the system trajectories to converge. Then,
Lyapunov function derivative (A.47) has the form

V̇c ≤ −c1 (ρ+ φmax) .

If we select c1 = 1/(ρ + φmax), the Lyapunov function derivative becomes V̇c = −1,
and for t0 = 0,

Vc(x) = Vc(x0)− t =
|x0|

ρ+ φmax
− t.

This shows that Vc reduces to zero in time (4.17).
Consider the Lyapunov function in Polyakov and Poznyak, 2009

Ve =



k2

4

(
e2de1c0

γ
+ k0e

m(ē)
√
s(ē)

)2

e1e2 6= 0

2k̄e2
2

α2
1

e1 = 0

|e1|
2

e2 = 0

(A.55)

where k, k̄ and k0 are design parameters depending on L and the gains β1 and β2.
s(ē) and m(ē) are non-linear functions of the state, and g = 8γ/α2

1 with γ(ē) :=
α2 − Lsign (e1e2).

Note that with the knowledge of the initial condition x0 it is possible to set
x̂1(0) = x0, and therefore e1(0) = x0 − x̂1(0) = 0 to use the second case of (A.55).

We choose a parametrization of the estimator gains

β1 = 2
√

(9L+ ε), (A.56a)
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β2 = 7L+ ε, (A.56b)

with ε > 0, such that the conditions of Polyakov and Poznyak, 2009, Theorem 1,
Lemma 5 hold, i.e.

β2 = 7L+ ε > 5L

and
32L < β2

1 < 8(α2 − L)

32L < (2
√

9L+ ε)2 < 8((7L+ ε)− L)
32L < 36L+ 4ε < 48L+ 8ε.

The parameter g may take two possible values g− = 8(β2−L)/β2
1 , g

+ = 8(β2 +L)/β2
1

depending on the values of γ ∈ {β2 +L, β2−L}. The term g also can vary depending
on the selection of the parameter ε. Therefore the limits of g− and g+ when ε → 0
and ε→∞ are taken:

lim
ε→0

g− = 4/3, lim
ε→∞

g− = 2,

lim
ε→0

g+ = 16/9, lim
ε→∞

g+ = 2.
(A.57)

The whole range of variation of g depending on γ and ε is g ∈ [gm, gM ] = [4/3, 2].
The parameter k̄ should belong to a intersection set of the intervals I(gm) ∩

I(gM ) 6= 0, where the interval I(g),

I(g) =
(

2
g + e(1/

√
g−1)(−(π/2)−arctan(1/

√
g−1))

√
g ,

e(1/
√
g−1)((π/2)−arctan(1/

√
g−1))

√
g

)
.

(A.58)

Evaluating the numeric endpoints of g, I(g−) = [1.5093, 2.1448] and I(g+) =
[1.0670, 1.5509], k̄ can be selected as k̄ = 1.5301.

Using Polyakov and Poznyak, 2009, Theorem 1, we ensure that the time deriva-
tive of (A.55) along the trajectories of the system satisfies

V̇e ≤ −k
√
V e ≤ −kmin

√
V e (A.59)

and if the bound for |e2(0)| = |φ(0)| = φmax, the reaching time estimate can be
referred to as

Te ≤
2

kmin

√
Ve(0, φmax), (A.60)

kmin := α1√
8

ming∈{g−,g+}
ε∈{0,∞}

f(g, ε),

f(g, ε) =

∣∣∣∣∣∣∣∣∣∣∣
gk̄ −√ge

arctan

(
−1√
g−1

)
+

(
π(α21g−8α2)

16L

)
√
g−1


∣∣∣∣∣∣∣∣∣∣∣
.

(A.61)

Evaluating f with the two limits gm and gM , f(g, ε) ∈ [fm, fM ] = [2.0277, 11.8608],
and then, kmin = α1√

8
fm.

From (A.55), and (A.60), and setting the reaching time of the estimator Te less
than the minimum reaching time of the state Tcmin, we have

Te ≤
8k̄φmax
β2

1fm
≤ Tcmin. (A.62)
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Substituting (4.17) and solving for β1,

β1 ≥

√
8k̄

fm

(φ2
max + ρφmax)

|x0|
, (A.63)

and finally we get (4.15a).
From parametrization (A.56a), we solve for ε,

ε =
1

4
β2

1 − 9L. (A.64)

Substituting (A.64) in parametrization (A.56b), we get

β2 =
1

4
β2

1 − 2L,

using the equality case of (A.63),

β2 ≥
2k̄

fm

(
φ2
max + ρφmax

)
|x0|

− 2L (A.65)

and finally we get (4.15b).
Note that the value of the gains β1 and β2 tends to zero and to −2L, respectively,

as x0 tends to infinity because in this expressions the restriction ε > 0 disappeared.
Therefore, the conditions (4.15) are expressed as the maximum of two values: when
ε > 0, and ε = 0, respectively.
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